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Abstract

Unsupervised image-to-image translation (UNIT) is a challenging task in the image manipulation field, where input images in a visual domain are mapped into another domain with desired visual patterns (also called styles). An ideal direction in this field is to build a model that can map an input image in a domain to multiple target domains and generate diverse outputs in each target domain, which is termed as multi-domain and multi-modal unsupervised image-to-image translation (MMUIT). Recent studies have shown remarkable results in UNIT but they suffer from four main limitations: (1) State-of-the-art UNIT methods are either built from several two-domain mappings that are required to be learned independently or they generate low-diversity results, a phenomenon also known as model collapse. (2) Most of the manipulation is with the assistance of visual maps or digital labels without exploring natural languages, which could be more scalable and flexible in practice. (3) In an MMUIT system, the style latent space is usually disentangled between every two image domains. While interpolations within domains are smooth, interpolations between two different domains often result in unrealistic images with artifacts when interpolating between two randomly sampled style representations from two different domains. Improving the smoothness of the style latent space can lead to gradual interpolations between any two style latent representations even between any two domains. (4) It is expensive to train MMUIT models from scratch at high resolution. Interpreting the latent space of pre-trained unconditional
GANs can achieve pretty good image translations, especially high-quality synthesized images (e.g., 1024x1024 resolution). However, few works explore building an MMUIT system with such pre-trained GANs.

In this thesis, we focus on these vital issues and propose several techniques for building better MMUIT systems. First, we base on the content-style disentangled framework and propose to fit the style latent space with Gaussian Mixture Models (GMMs). It allows a well-trained network using a shared disentangled style latent space to model multi-domain translations. Meanwhile, we can randomly sample different style representations from a Gaussian component or use a reference image for style transfer. Second, we show how the GMM-modeled latent style space can be combined with a language model (e.g., a simple LSTM network) to manipulate multiple styles by using textual commands. Then, we not only propose easy-to-use constraints to improve the smoothness of the style latent space in MMUIT models, but also design a novel metric to quantitatively evaluate the smoothness of the style latent space. Finally, we build a new model to use pretrained unconditional GANs to do MMUIT tasks.
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Chapter 1

Introduction

1.1 Unsupervised Image-to-image Translation

Unsupervised image-to-image translation (UNIT) aims at learning a mapping between several visual domains from unpaired training images, which has significant influence on many real-world applications where data are expensive, or impossible to obtain and to annotate. Such techniques can be potentially widely used in various scenarios, such as increase the resolution of images [29], image inpainting [100, 141, 142], style transfer [50, 150], video generation [114], domain adaptation [139, 107] and so on. Recently, we have witnessed the booming development of learning such translations in an unsupervised manner without using any annotated data (i.e., unpaired data) [149, 49, 24, 25, 78].

In image-to-image translation, an image domain refers to a set of images sharing some distinctive visual pattern, also called style. For example, we can group face images based on the gender of people, or we can group animal images by the categories (e.g., cat, dog, horse, zebra). Meanwhile, the styles can be with multiple appearance modes within each domain. Researchers in this community have been looking forward to seeing a model that can achieve multi-modal and multi-domain unsupervised image-to-image translation (MMUIT). To achieve this goal, there are at least four
1.1. UNSUPERVISED IMAGE-TO-IMAGE TRANSLATION

CHAPTER 1. INTRODUCTION

necessary and challenging issues that should be solved as follows:

• The generated images should look as similar as possible to the realistic images. For example, there should be fewer artifacts in the generated images, and both the image quality and resolution should be higher.

• The translated images are well lie in the target image domain, which can be distinguished with correct styles by human and automatic evaluators.

• We can train a single model once on an unpaired dataset to achieve the translations among multiple domains. Especially, it is better to avoid training a model between every two domains for computation and memory efficiency reasons. In this manner, translating multiple styles in one step is feasible and convenient.

• The model can generate multi-modal (or diverse) outputs. In another word, it can map an image to multiple stochastic results in a target domain. To our supervise, a multi-modal model sometimes allows generating smooth interpolations between two sampled outputs.

To achieve these goals in a single model, using a latent variable to represent the specific style is necessary. Thus, we need to well model the style representations of each image domain in a shared latent space. Following the path of previous work, the idea of disentangling content and style representations from the input images shows a promising direction for building an ideal MMUIT model. Intuitively, when we use shared latent space to model all style representations of different image domains. A cluster of style representations of one image domain must be separatable from another cluster of a different image domain. Otherwise, in a mass latent space, it is unstable for the MMUIT model to transfer the input images to the target domain with the desired styles.
Therefore, we focus on these aforementioned issues and propose several interesting methods to extend both the theories and applications in the MMUIT field. In general, there are four main topics that are deeply discussed in this thesis:

- Sparse priors (e.g., Gaussian Mixture Models (GMMs)) are feasible to apply to model a disentangled style latent space. Once it works, there are at least two advantages of using GMMs to model the style latent space: (1) it is easy to keep the disentanglement among different style clusters of each image domain with parameterized GMMs; (2) it is possible to have a smooth style latent pace. When we interplate between two style codes (even sampled from different image domains), the model can output images with gradual and smooth changes.

- Such MMUIT models can be applied to some interesting applications. For example, we can use ambiguous textual commands to manipulate images (e.g., “change the hair color to blond” for a human face image). In this challenging task, the model should understand both vision and language inputs during the manipulation.

- Given an arbitrary MMUIT model with a style latent space, we propose three easy-to-use constraints for the latent space to be smooth. With a smooth latent space, the model can generate gradual and realistic interpolations between any two style latent codes, even between different domains.

- Usually, it is expensive to train an MMUIT model from scratch at high resolution. Interpreting the latent space of pretrained unconditional GANs shows a promising direction to alleviate this problem. With the state-of-the-art GANs (e.g., StyleGAN v1/v2 [56, 57]), we proposed a neural implicit style function to directly map the latent codes of GANs
1.2 Contributions and Outlines

In Chapter 2, we observe that recent studies have shown remarkable success for multiple domains but they suffer from two main limitations: they are either built from several two-domain mappings that are required to be learned independently, or they generate low-diversity results, a problem known as mode collapse. To overcome these limitations, we propose a method named GMM-UNIT, which is based on a content-attribute disentangled representation where the attribute space is fitted with a GMM. Each GMM component represents a domain, and this simple assumption has two prominent advantages. First, it can be easily extended to most MMUIT tasks. Second, the continuous domain encoding allows for interpolation between domains and for extrapolation to unseen domains and translations. Additionally, we show how GMM-UNIT can be constrained down to different methods in the literature, meaning that GMM-UNIT is a unifying framework for unsupervised image-to-image translation.

In Chapter 3, we extend the GMM-UNIT to a challenging scenario to interpret the multi-media input (i.e., text and images). Here the model not only has to learn the manipulation without the ground truth of the desired output but also has to deal with the inherent ambiguity of natural language. To achieve these goals, we propose a novel unsupervised approach, based on image-to-image translation, that alters the attributes of a given image through a command-like sentence such as ”change the hair color to black”. Contrarily to state-of-the-art approaches, our model does not require a human-annotated dataset nor a textual description of all the attributes of the desired image, but only those that have to be modified. Our proposed
model disentangles the image content from the visual attributes, and it learns to modify the latter using the textual description, before generating a new image from the content and the modified attribute representation. Considering text might be inherently ambiguous (blond hair may refer to different shadows of blond, e.g., golden, icy, sandy), our method generates multiple stochastic versions of the same translation.

MMUIT models are usually evaluated also using the quality of their semantic interpolation results. However, state-of-the-art models frequently show abrupt changes in the image appearance during interpolation, and especially perform poorly in interpolations across domains. In Chapter 4, we analyze the reasons behind this phenomenon and propose a new training protocol based on three specific losses which help a translation network to learn a smooth and disentangled latent style space in which: 1) Both intra- and inter-domain interpolations correspond to gradual changes in the generated images, and 2) The content of the source image is well preserved during the translation. The proposed method can be plugged into existing translation approaches, and our extensive experiments on different datasets show that it can significantly boost the quality of the generated images and the smoothness of the interpolations. Moreover, we propose a novel evaluation metric to properly measure the smoothness of latent style space of MMUIT models.

Recently, there has been increasing interests in image editing methods that employ pre-trained unconditional image generators (e.g., StyleGAN [56, 57]). However, it is a challenging task to apply these methods to translate images to multiple visual domains. Existing works often do not preserve the domain-invariant part of the image (e.g., the identity in human face translations), and they usually do not handle multiple domains or do not allow for multi-modal translations. In Chapter 5, we propose a neural implicit style function (ISF) to straightforwardly achieve multi-modal and
multi-domain image-to-image translation from pre-trained unconditional generators. The ISF manipulates the semantics of an input latent code to make the image generated from it lying in the desired visual domain. Our results in human face and animal manipulations show significantly improved results over the baselines. Our model enables cost-effective MMUIT at high resolution using pre-trained unconditional GANs.

Finally, we conclude in Chapter 6 and foresee potential new directions for future work.
Chapter 2

Gaussian Mixture Models

2.1 Introduction

Translating images from one domain into another is a challenging task that has significant influence on many real-world applications where data are expensive, or impossible to obtain and to annotate. Image-to-Image translation models have indeed been used to increase the resolution of images [29], fill missing parts [100], transfer styles [36], synthesize new images from labels [72], and help domain adaptation [16, 95]. In many of these scenarios, it is desirable to have a model mapping one image to multiple domains, while providing visual diversity (e.g., a day scene ↔ night scene in different seasons). However, most of the existing models can either map an image to multiple stochastic results in a single domain, or model multiple domains in a deterministic fashion. In other words, the majority of the methods in the literature are either multi-domain or multi-modal.

Several reasons have hampered a stochastic translation of images to multiple domains. On the one hand, most of the Generative Adversarial Network (GAN) models assume a deterministic mapping [24, 101, 149], thus failing at modeling the correct distribution of the data [49]. On the other hand, approaches based on Variational Auto-Encoders (VAEs) usually as-
sume a shared and common zero-mean unit-variance normally distributed space [49, 150], limiting to two-domain translations.

We propose a novel UNsupervised Image-to-image Translation (UNIT) model that disentangles the visual content from the domain attributes. The attribute latent space is assumed to follow a Gaussian Mixture Model (GMM), thus naming the method: GMM-UNIT (see Section 2.1). This simple assumption allows three key properties: mode-diversity thanks to the stochastic nature of the probabilistic latent model, multi-domain translation since the domains are represented as clusters in the same attribute spaces and few/zero-shot generation since the continuity of the attribute representation allows interpolating between domains and extrapolating to unseen domains with very few or almost no observed data from these domains. The code and models will be made publicly available.

Figure 2.1: GMM-UNIT is a multi-domain and multi-modal image-to-image translation model where the target domain can either be sampled from a distribution, or extracted from a reference image. The first two rows show diverse images generated for each domain translation. The last row shows translations from a reference image.
2.2 Related work

Our work is best placed in the literature of image-to-image translation, where the challenge is to translate one image from a visual domain (e.g., summer) to another one (e.g., winter). This problem is inherently ill-posed, as there could be many mappings between two images. Thus, researchers tried to tackle the problem from different perspectives. The most impressive results on this task are undoubtedly related to GANs, which aim to synthesize new images as similar as possible to the real data through an adversarial approach between a Discriminator and a Generator. The former continuously learns to recognize real and fake images, while the latter tries to generate new images that are indistinguishable from the real data, and thus to fool the Discriminator. These networks can be effectively conditioned and thus generate new samples from a specific class [21] and a latent vector extracted from the images. For example, [50] and [128] trained a conditional GAN to encode the latent features that are shared between images of the same domain and thus decode the features to images of the target domain in a one-to-one mapping. However, this approach is limited to supervised settings, where pairs of corresponding images in different domains are available (e.g., a photos-sketch image pair). In many cases, it is too expensive and unrealistic to collect a large amount of paired data.

**Unsupervised Domain Translation.** Translating images from one domain to another without a paired supervision is particularly difficult, as the model has to learn how to represent both the content and the domain. Thus, constraints are needed to narrow down the space of feasible mappings between images. [119] proposed to minimize the feature-level distance between the generated and input images. [72] created a shared latent space between the domains, which encourages different images to be mapped in the same latent space. [149] proposed CycleGAN, which uses a cycle consistency loss that requires a generated image to be translated
back to the original domain. Similarly, [58] used a reconstruction loss applying the same approach to both the target and input domains. [93] later expanded the previous approach to the problem of translating multiple instances of objects in the same image. All these methods, however, are limited to a one-to-one domain mapping, thus requiring training multiple models for cross-domain translation. Recently, [24] proposed StarGAN, a unified framework to translate images in a multi-domain setting through a single GAN model. To do so, they used a conditional label and a domain classifier ensuring network consistency when translating between domains. However, StarGAN is limited to a deterministic mapping between domains.

**Style transfer.** A related problem is style transfer, which aims to transform the style of an image but not its content (e.g., from a photo to a Monet painting) to another image [28, 35, 48, 120]. Differently from domain translation, usually the style is extracted from a single reference image. We will show that our model could be applied to style transfer as well.

**Multi-modal Domain Translation.** Most existing image-to-image translation methods are deterministic, thus limiting the diversity of the translated outputs. However, even in a one-to-one domain translation such as when we want to translate people’s hair from blond to black, there could be multiple hair color shades that are not modeled in a deterministic mapping. The straightforward solution would be injecting noise in the model, but it turned out to be worthless as GANs tend to ignore it [50, 88, 150]. To address this problem, [150] proposed BicycleGAN, which encourages the multi-modality in a paired setting through GANs and Variational Auto-Encoders (VAEs). [6] have instead augmented CycleGAN with two latent variables for the input and target domains and showed that it is possible to increase diversity by marginalizing over these latent spaces. [49] proposed MUNIT, which assumes that domains share a common content space but different style spaces. Then, they showed that by sampling from the style
space and using Adaptive Instance Normalization (AdaIN) [48], it is possible to have diverse and multimodal outputs. Similarly, [83] focused on the semantic consistency during the translation, and applied AdaIN to the feature-level space. Recently, [85] proposed a mode seeking loss to encourage GANs to better explore the modes and help the network avoiding the mode collapse.

Altogether, the models in the literature are either multi-modal or multi-domain. Thus, one has to choose between generating diverse results and training one single model for multiple domains. Here, we propose a unified model to overcome this limitation. Concurrent to our work, DRIT++ [66] also proposed a multi-modal and multi-domain model using a discrete domain encoding and assuming, however, a zero-mean unit-variance Gaussian shared space for multiple modes. We instead propose a content-attribute disentangled representation, where the attribute space fits a GMM distribution. A variational loss forces the latent representation to follow this GMM, where each component is associated to a domain. This is the key to provide for both multi-modal and multi-domain translation. In addition, GMM-UNIT is the first method proposing a continuous encoding of the domains, as opposed to the discrete encoding used in the literature. This is important because it allows for domain interpolation and extrapolation with very few or no data (few/zero-shot generation). The main properties of GMM-UNIT compared to the literature are shown in Table 2.1.

2.3 GMM-UNIT

GMM-UNIT is an image-to-image translation model that translates an image from one domain to multiple domains in a stochastic fashion, which means that it generates multiple outputs with visual diversity for the same translation.
### Table 2.1: A comparison of the state of the art for image-to-image translation.

<table>
<thead>
<tr>
<th>Method</th>
<th>Unpaired</th>
<th>Multi-Domain</th>
<th>Multi-Modal</th>
<th>Domain encoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>CycleGAN [149]</td>
<td>✓</td>
<td>None</td>
<td></td>
<td>None</td>
</tr>
<tr>
<td>BicycleGAN [150]</td>
<td>✓</td>
<td>✓</td>
<td>None</td>
<td>Discrete</td>
</tr>
<tr>
<td>MUNIT [49]</td>
<td>✓</td>
<td>✓</td>
<td>None</td>
<td>Continuous</td>
</tr>
<tr>
<td>StarGAN [24]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>Discrete</td>
</tr>
<tr>
<td>DRIT++ [66]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Discrete</td>
</tr>
<tr>
<td>GMM-UNIT</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Continuous</td>
</tr>
</tbody>
</table>

Following recent seminal works [49, 65], our model assumes that each image can be decomposed in a domain-invariant content space and a domain-specific attribute space. Given $Z$ attributes of a set of images, we model the attribute latent space through Gaussian Mixture Models (GMMs). Formally, the probability density of the latent space $z$ is defined as:

$$p(z) = \sum_{k=1}^{K} \phi_{k} \mathcal{N}(z; \mu^{k}, \Sigma^{k}) \quad (2.1)$$

where $z \in \mathbb{R}^Z$ denotes a random attribute vector sample, $\mu^{k}$ and $\Sigma^{k}$ denote respectively the mean vector and covariance matrix of the $k$-th GMM component, which is a $Z$-dimensional Gaussian ($\mu^{k} \in \mathbb{R}^Z$ and $\Sigma^{k} \in \mathbb{R}^{Z \times Z}$ is symmetric and positive definite). $\phi_{k}$ denotes the weight associated to the $k$-th component, where $\phi_{k} \geq 0$, $\sum_{k=1}^{K} \phi_{k} = 1$. As later explained, in this paper we set $K = |\text{domains in the data}|$, which means that each Gaussian component represents a domain. In other words, for an image $x^{n}$ from domain $\mathcal{X}^{n}$ (i.e., $x \sim p_{\mathcal{X}^{n}}$), then its latent attribute is assumed to follow $z^{n} \sim \mathcal{N}(\mu^{n}, \Sigma^{n})$, which is the $n$-th Gaussian component of the GMM that describes the domain $\mathcal{X}^{n}$.

In the proposed representation, the domains are Gaussian components in a mixture. This simple yet effective model has one prominent advantage. Differently from previous works, where each domain is a category with a binary vector representation, we model the distribution of attribute space.
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The continuous encoding of the domains we here introduce allows us to navigate in the attribute latent space, thus generating images corresponding to domains that have never (or very little) been observed and allowing to interpolate between two domains.

We note that the state of the art models can be traced back particular case of GMMs. Existing multi-domain models such as StarGAN [24] or GANimation [101] can be modeled with $K = |\text{domains in the data}|$ and $\forall k \Sigma^k = 0$, thus only allowing the generation of a single result per domain translation. Then, when $K = 1$, $\mu = 0$, and $\Sigma = I$ it is possible to model the state of the art approaches in multi-modal translation [49, 150], which share a unique latent space where every domain is overlapped, and it is thus necessary to train $K(K - 1)$ models to achieve the multi-domain translation. Finally, we can obtain DRIT++ [66] by separating the attribute latent space into what they call an attribute space and a domain code. The former is a GMM with $K = 1$, $\mu = 0$, and $\Sigma = I$, while the latter is another GMM with $K = |\text{domain in the data}|$ and $\forall k \Sigma^k = 0$, which in [66] is a one-hot encoding of the domain. Thus, our GMM-UNIT is a generalization of the existing state of the art. In the next sections, we formalize our model and show that the use of GMMs for the latent space allows learning multi-modal and multi-domain mappings, and also few/zero-shot image generation.

2.3.1 The Generative-discriminative Approach

GMM-UNIT follows the generative-discriminative philosophy. The generator inputs a content latent code $c \in C \subset \mathbb{R}^C$ and an attribute latent code $z \in Z \subset \mathbb{R}^Z$, and outputs a generated image $G(c, z)$. This image is then fed to a discriminator that must discern between “real” or “fake” images ($D_{r/f}$), and must also recognize the domain of the generated image ($D_{\text{dom}}$).

The attribute and content latent representations need to be learned,
2.3. **GMM-UNIT**
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![Diagram of GMM-UNIT](image)

**Figure 2.2**: GMM-UNIT translates an input image from one domain to a target domain. The content is extracted from the input image, while the attribute can be either sampled (a) or extracted from a reference image (b). In detail: c) Training phase to translate an image from domain $A$ to $B$. The generator uses the content of the input image (extracted by $E_c$) and the attribute of the target image (extracted by $E_z$) to generate an image in $B$. This image has the content of $A$ (e.g., Scarlett Johansson) but the attributes of $B$ (e.g., black hair). The attributes are modeled through a GMM. b) Testing phase where we use the content of an image in $A$ and the target attributes sampled from the GMM distribution of the attributes of domain $B$; c) Testing phase where we extract the content from an image in $A$ and the attributes from an image belonging to the target domain $B$. The style of this Figure is inspired from [150].

and they are modeled by two architectures, namely a *content extractor* $E_c$ and an *attribute extractor* $E_z$. See 2.2 for a graphical representation of
GMM-UNIT for an $A \leftrightarrow B$ domain translation.

In addition to tackling the problem of multi-domain and multi-modal translation, we would like these two extractors, content and attribute, to be disentangled [49]. This would constrain the learning and hopefully yield better domain translation, since the content would be as independent as possible from the attributes. We expect the attributes features to be related to the considered attributes, while the content features are supposed to be related to the rest of the image. Formally, the following two properties must hold:

**Sampled attribute translation**

$$G(E_c(x^m), z^n) \sim p_{X^n} \forall z^n \sim N(\mu^n, \Sigma^n), x^m \sim p_{X^m}, n, m \in \{1, \ldots, K\}. \quad (2.2)$$

**Extracted attribute translation**

$$G(E_c(x^m), E_z(x^n)) \sim p_{X^n} \forall x^n \sim p_{X^n}, x^m \sim p_{X^m}, n, m \in \{1, \ldots, K\}. \quad (2.3)$$

### 2.3.2 Training Detail

The encoders $E_c$ and $E_z$, and the generator $G$ need to be learned to satisfy three main properties. **Consistency**: An image and its generated/extracted codes have to be consistent even after a translation from a domain $A$ to a domain $B$. **Fit**: The distribution of the attribute latent space must follow a GMM. **Realism**: The generated images must be indistinguishable from the real images. In the following, we discuss different losses used to force the overall pipeline to satisfy these properties.

In the **consistency** term, we include image, attribute and content reconstruction, as well as cycle consistency. More formally, we use the following losses:
• **Self-reconstruction** of any input image from its extracted content and attribute vectors:

\[
L_{s/rec} = \sum_{n=1}^{K} \mathbb{E}_{x \sim p_X^n} \left[ \| G(E_c(x), E_z(x)) - x \|_1 \right] \quad (2.4)
\]

• **Content reconstruction** from an image, translated into any domain:

\[
L_{c/rec} = \sum_{n,m=1}^{K} \mathbb{E}_{x \sim p_X^n, z \sim N(\mu_m, \Sigma_m)} \left[ \| E_c(G(E_c(x), z)) - E_c(x) \|_1 \right] \quad (2.5)
\]

• **Attribute reconstruction** from an image translated with any content:

\[
L_{a/rec} = \sum_{n,m=1}^{K} \mathbb{E}_{x \sim p_X^n, z \sim N(\mu_m, \Sigma_m)} \left[ \| E_z(G(E_c(x), z)) - z \|_1 \right] \quad (2.6)
\]

• **Cycle consistency** when translating an image back to the original domain:

\[
L_{cyc} = \sum_{n,m=1}^{K} \mathbb{E}_{x \sim p_X^n, z \sim N(\mu_m, \Sigma_m)} \left[ \| G(E_c(G(E_c(x), z)), E_z(x)) - x \|_1 \right] \quad (2.7)
\]

We note that all these losses are used in prior work \cite{24, 49, 149, 150} to constraint the infinite number of mappings that exist between an image in one domain and an image into another one. The $L_1$ loss is used as it generates sharper results than the $L_2$ loss \cite{50}. We also propose to complement the Attribute reconstruction with an isometry loss, to encourage the attribute extractor to be as similar as possible to the sampled attributes. Formally:

\[
L_{iso} = \sum_{n,m=1}^{K} \mathbb{E}_{x \sim p_X^n, z, z' \sim N(\mu_m, \Sigma_m)} \left[ \| E_z(G(E_c(x), z)) - E_z(G(E_c(x), z')) \|_1 - \| z - z' \|_1 \right] \quad (2.8)
\]

In the **fit** term we encourage both the attribute latent variable to follow the Gaussian mixture distribution and the generated images to follow the domain’s distribution. We set two loss functions:

• **Kullback-Leibler divergence** between the extracted latent code and the model. Since the KL divergence between two GMMs is not analytically
tractable, we resort on the fact that we know from which domain are we sampling and define:

\[ \mathcal{L}_{KL} = \sum_{n=1}^{K} \mathbb{E}_{x \sim p_{x^n}} [D_{KL}(E_z(x)||\mathcal{N}(\mu^n, \Sigma^n))] \]  

(2.9)

where \( D_{KL}(p||q) = -\int p(t) \log \frac{p(t)}{q(t)} dt \) is the Kullback-Leibler divergence.

- **Domain classification** of generated and original images. For any given input image \( x \), we would like the method to classify it as its original domain, and to be able to generate from its content an image in any domain. Therefore, we need two different losses, one directly applied to the original images, and a second one applied to the generated images:

\[ \mathcal{L}^D_{\text{dom}} = \sum_{n=1}^{K} \mathbb{E}_{x \sim p_{x^n}, d_{x^n}} [-\log D_{\text{dom}}(d_{x^n}|x)], \]

\[ \mathcal{L}^G_{\text{dom}} = \sum_{n,m=1}^{K} \mathbb{E}_{x \sim p_{x^n}, d_{x^n}, z \sim \mathcal{N}(\mu^m, \Sigma^m)} [-\log D_{\text{dom}}(d_{x^m}|G(E_c(x), z))] \]  

(2.10)

where \( d_{x^n} \) is the label of domain \( n \). Importantly, while the generator is trained using the second loss only, the discriminator \( D_{\text{dom}} \) is trained using both.

The **realism** term tries to making the generated images indistinguishable from real images; we adopt the adversarial loss to optimize both the real/fake discriminator \( D_{r/f} \) and the generator \( G \):

\[ \mathcal{L}_{\text{GAN}} = \sum_{n,m=1}^{K} \mathbb{E}_{x \sim p_{x^n}} [-\log D_{r/f}(x)] + \mathbb{E}_{x \sim p_{x^m}, z \sim \mathcal{N}(\mu^n, \Sigma^n)} [-\log (1 - D_{r/f}(G(E_c(x), z)))] \]  

(2.11)

The full objective function of our network is:

\[ \mathcal{L}_D = \mathcal{L}_{\text{GAN}} + \mathcal{L}^D_{\text{dom}} \]

\[ \mathcal{L}_G = \mathcal{L}_{\text{GAN}} + \lambda_{s/rec} \mathcal{L}_{s/rec} + \mathcal{L}_{c/rec} + \mathcal{L}_{a/rec} \]

\[ + \lambda_{\text{cyc}} \mathcal{L}_{\text{cyc}} + \lambda_{\text{KL}} \mathcal{L}_{\text{KL}} + \lambda_{\text{iso}} \mathcal{L}_{\text{iso}} + \mathcal{L}^G_{\text{dom}} \]  

(2.12)

where \( \{\lambda_{s/rec}, \lambda_{\text{cyc}}, \lambda_{\text{KL}}, \lambda_{\text{iso}}\} \) are hyper-parameters of weights for corresponding loss terms. The values of most of these parameters come from the literature.
2.4 Experiments

We perform extensive quantitative and qualitative analysis in three real-world tasks, namely: edges-shoes, digits and faces. First, we test GMM-UNIT on a simple task such as a one-to-one domain translation. Then, we move to the problem of multi-domain translation where each domain is independent from each other. Finally, we test our model on multi-domain translation where each domain is built upon different combinations of lower level attributes. Specifically, for this task, we test GMM-UNIT in a dataset containing over 40 labels related to facial attributes such as hair color, gender, and age. Each domain is then composed by combinations of these attributes, which might be mutually exclusive (e.g., either male or female) or mutually inclusive (e.g., blond and black hair).

Additionally, we show how the learned GMM latent space can be used to interpolate attributes and generate images in previously unseen domains. Finally, we apply GMM-UNIT to the Style transfer task.

We compare our model to the state of the art of both multi-modal and multi-domain image translation problems. In the former, we select Bicycle-GAN [150], MUNIT [149] and MSGAN [85]. In the latter, we compare with StarGAN [24] and DRIT++ [66], which is the only multi-modal and multi-domain method in the literature. However, StarGAN is not multi-modal. Thus, similarly to what done previously [150], we modify StarGAN to be conditioned on Gaussian noise \((-0.2 \mathcal{N}(0, 1) + 0.1)\) in the input domain vector. We call this version of the model StarGAN*.

Our deep neural model architecture is built upon the state-of-the-art methods MUNIT [49], BicycleGAN [150] and StarGAN [24]. As shown in Table 2.2, we apply Instance Normalization (IN) [125] to the content encoder \(E_c\), while we apply Adaptive Instance Normalization (AdaIN) [48] and Layer Normalization (LN) [9] for the decoder \(G\). For the discriminator
network, we use Leaky ReLU [136] with a negative slope of 0.2. We note that we reduce the number of layers of the discriminator on the Digits dataset.

We use the Adam optimizer [59] with $\beta_1 = 0.5$, $\beta_2 = 0.999$, and an initial learning rate of 0.0001. The learning rate is decreased by half every $2 \times 10^5$ iterations. In all experiments, we use a batch size of 1 for Edges2shoes and Faces and batch size of 32 for Digits. And we set the loss weights to $\lambda_{s/rec} = 10$, $\lambda_{cyc} = 10$, $\lambda_{KL} = 0.1$, and $\lambda_{iso} = 0.1$. We use the domain-invariant perceptual loss with weight 0.1 in all experiments. Random mirroring is applied during training.

While the GMM supports a full covariance matrix, simplify the problem as typically done in the literature. The simplified version satisfies the following properties:

- The mean vectors are placed on the vertices of $Z$-dimensional regular simplex, so that the mean vectors are equidistant.

- The covariance matrices are diagonal, with the same on all the components. In other words, each Gaussian component is spherical, formally: $\Sigma_k = \sigma_k I$, where $I$ is the identity matrix.

2.4.1 Metrics

We quantitatively evaluate our method through image quality and diversity of generated images. The former is evaluated through the Fréchet Inception Distance (FID) [46], while we evaluate the latter through the LPIPS [145].

**FID** We use FID to measure the distance between the generated and real distributions. Lower FID values indicate better quality of the generated images. We estimate the FID using 1000 input images and 10 samples per input v.s. randomly selected 10000 images from the target domain.
Table 2.2: GMM-UNIT network architecture. We use the following notations: \( Z \): the dimension of attribute vector, \( n \): the number of attributes, \( N \): the number of output channels, \( K \): kernel size, \( S \): stride size, \( P \): padding size, \( \text{CONV} \): a convolutional layer, \( \text{GAP} \): a global average pooling layer, \( \text{UPCONV} \): a \( 2 \times \)bilinear upsampling layer followed by a convolutional layer, \( \text{FC} \): fully connected layer. We set \( C = 1 \) in Edges2shoes and Digits, \( C = 8 \) in Faces. \( \dagger \) refers to be optional.

<table>
<thead>
<tr>
<th>Part</th>
<th>Input ( \rightarrow ) Output Shape</th>
<th>Layer Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h, w, 3 ) ( \rightarrow ) ( h, w, 64 )</td>
<td>( \text{CONV-(N64, K7x7, S1, P3), IN, ReLU} )</td>
<td></td>
</tr>
<tr>
<td>( h, w, 64 ) ( \rightarrow ) ( \frac{h}{2}, \frac{w}{2}, 128 )</td>
<td>( \text{CONV-(N128, K4x4, S2, P1), IN, ReLU} )</td>
<td></td>
</tr>
<tr>
<td>( \frac{h}{2}, \frac{w}{2}, 128 ) ( \rightarrow ) ( \frac{h}{4}, \frac{w}{4}, 256 )</td>
<td>( \text{CONV-(N256, K4x4, S2, P1), IN, ReLU} )</td>
<td></td>
</tr>
<tr>
<td>( \frac{h}{4}, \frac{w}{4}, 256 ) ( \rightarrow ) ( \frac{h}{8}, \frac{w}{8}, 256 )</td>
<td>( \text{Residual Block: CONV-(N256, K3x3, S1, P1), IN, ReLU} )</td>
<td></td>
</tr>
<tr>
<td>( \frac{h}{8}, \frac{w}{8}, 256 ) ( \rightarrow ) ( \frac{h}{16}, \frac{w}{16}, 256 )</td>
<td>( \text{CONV-(N256, K4x4, S2, P1), ReLU} )</td>
<td></td>
</tr>
<tr>
<td>( \frac{h}{16}, \frac{w}{16}, 256 ) ( \rightarrow ) ( 1, 1, 256 )</td>
<td>( \text{GAP} )</td>
<td></td>
</tr>
</tbody>
</table>

| \( (256,) \) \( \rightarrow \) \( (CZ,) \) | \( \text{FC-(NCZ)} \) |
| \( (256,) \) \( \rightarrow \) \( (CZ,) \) | \( \text{FC-(NCZ)} \) |
| \( \frac{h}{16}, \frac{w}{16}, 256 \) \( \rightarrow \) \( \frac{h}{32}, \frac{w}{32}, 256 \) | \( \text{Residual Block: CONV-(N256, K3x3, S1, P1), AdaIN, ReLU} \) |
| \( \frac{h}{32}, \frac{w}{32}, 256 \) \( \rightarrow \) \( \frac{h}{64}, \frac{w}{64}, 256 \) | \( \text{Residual Block: CONV-(N256, K3x3, S1, P1), AdaIN, ReLU} \) |
| \( \frac{h}{64}, \frac{w}{64}, 256 \) \( \rightarrow \) \( \frac{h}{128}, \frac{w}{128}, 256 \) | \( \text{Residual Block: CONV-(N256, K3x3, S1, P1), AdaIN, ReLU} \) |
| \( \frac{h}{128}, \frac{w}{128}, 256 \) \( \rightarrow \) \( h, w, 64 \) | \( \text{UPCONV-(N64, K5x5, S1, P2), LN, ReLU} \) |
| \( h, w, 64 \) \( \rightarrow \) \( h, w, 3 \) | \( \text{CONV-(N3, K7x7, S1, P3), Tanh} \) |
| \( \dagger(h, w, 64(+1)) \rightarrow (h, w, 1) \) | \( \text{CONV-(N3, K7x7, S1, P3), Sigmoid} \) |

<table>
<thead>
<tr>
<th>Part</th>
<th>Input ( \rightarrow ) Output Shape</th>
<th>Layer Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h, w, 3 ) ( \rightarrow ) ( h, w, 64 )</td>
<td>( \text{CONV-(N64, K4x4, S2, P1), Leaky ReLU} )</td>
<td></td>
</tr>
<tr>
<td>( \frac{h}{2}, \frac{w}{2}, 128 ) ( \rightarrow ) ( \frac{h}{4}, \frac{w}{4}, 256 )</td>
<td>( \text{CONV-(N128, K4x4, S2, P1), Leaky ReLU} )</td>
<td></td>
</tr>
<tr>
<td>( \frac{h}{4}, \frac{w}{4}, 256 ) ( \rightarrow ) ( \frac{h}{8}, \frac{w}{8}, 256 )</td>
<td>( \text{CONV-(N256, K4x4, S2, P1), Leaky ReLU} )</td>
<td></td>
</tr>
<tr>
<td>( \frac{h}{8}, \frac{w}{8}, 256 ) ( \rightarrow ) ( \frac{h}{16}, \frac{w}{16}, 512 )</td>
<td>( \text{CONV-(N512, K4x4, S2, P1), Leaky ReLU} )</td>
<td></td>
</tr>
<tr>
<td>( \frac{h}{16}, \frac{w}{16}, 512 ) ( \rightarrow ) ( \frac{h}{32}, \frac{w}{32}, 1 )</td>
<td>( \text{CONV-(N1, K1x1, S1, P0)} )</td>
<td></td>
</tr>
<tr>
<td>( \frac{h}{32}, \frac{w}{32}, 1 ) ( \rightarrow ) ( 1, 1, n )</td>
<td>( \text{CONV-(Nn, K8x8, S1, P0)} )</td>
<td></td>
</tr>
</tbody>
</table>
LPIPS The LPIPS distance is defined as the $L_2$ distance between the features extracted by a deep learning model of two images. This distance has been demonstrated to match well the human perceptual similarity [145]. Thus, following [49, 65, 150], we randomly select 100 input images and translate them to different domains. For each domain translation, we generate 10 images for each input image and evaluate the average LPIPS distance between the 10 generated images. Finally, we get the average of all distances. Higher LPIPS distance indicates better diversity among the generated images.

2.4.2 Edges $\leftrightarrow$ Shoes: Two-domains Translation

We first evaluate our model on a simpler task than multi-domain translation: two-domain translation (e.g., edges to shoes). We use the dataset provided by [50, 149] containing images of shoes and their edge maps generated by the Holistically-nested Edge Detection (HED) [135]. We resize all images to $256 \times 256$ and train a single model for edges $\leftrightarrow$ shoes without using paired information. Figure 2.3 displays examples of shoes generated from the same sketch by all the state of the art models. GMM-UNIT and MUNIT generate high-quality and diverse results that are almost indistinguishable from the ground truth and the results of BicycleGAN, which is a paired (supervised) method. Although, MSGAN and DRIT++ generate diverse images, they suffer from low quality results. The results of StarGAN* confirm the findings of previous studies that only adding noise does not increase diversity [50, 88, 150]. These results are confirmed in the quantitative evaluation displayed in Table 2.3. Our model generates images with high diversity and quality using half the parameters of the state of the art (MUNIT), which needs to be re-trained for each transformation. Particularly, the diversity is comparable to the paired model performance. These results show that this multi-modal and multi-domain model can be
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efficiently applied also to simpler tasks than multi-domain problems without much loss in performance, while other multi-domain models suffer in this setting.

Figure 2.3: Qualitative evaluation on the Edges → Shoes.

Table 2.3: Quantitative evaluation on the Edges → Shoes dataset. The best performance for unpaired (unsupervised) models is in green. † refers to supervised method. MM and MD stands for Multi-Modal and Multi-Domain respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>Unpaired</th>
<th>MM</th>
<th>MD</th>
<th>FID↑</th>
<th>LPIPS↑</th>
<th>Params↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>StarGAN* [24]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>140.41</td>
<td>.002 ± .000</td>
<td>53.23M × 1</td>
</tr>
<tr>
<td>MUNIT [49]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>54.52</td>
<td>.227 ± .001</td>
<td>23.52M × 2</td>
</tr>
<tr>
<td>MSGAN [85]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>111.19</td>
<td>.221 ± .003</td>
<td>65.03M × 2</td>
</tr>
<tr>
<td>DRIT++ [66]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>123.87</td>
<td>.233 ± .002</td>
<td>54.06M × 1</td>
</tr>
<tr>
<td>GMM-UNIT</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>58.46</td>
<td>.200 ± .002</td>
<td>23.52M × 1</td>
</tr>
<tr>
<td>BicycleGAN† [150]</td>
<td>✓</td>
<td></td>
<td></td>
<td>47.43</td>
<td>.199 ± .001</td>
<td>64.30M × 2</td>
</tr>
</tbody>
</table>

2.4.3 Digits: Single-attribute Multi-domain Translation

We then increase the complexity of the task by evaluating our model in a multi-domain translation setting, where each domain is composed by digits
collected in different scenes. We use the Digits-Five dataset introduced in [137], from which we select three different domains, namely MNIST [62], MNIST-M [34], and Street View House Numbers (SVHN) [97]. During the training, given that all images are resized to $32 \times 32$, we reduce the depth of our model and compared models. Figure 2.4 shows the qualitative comparison with the state of the art, while we compare our model with the state-of-the-art on multi-domain translation, and we show in Table 2.4 the
quantitative results.

From these results we conclude that StarGAN* fails at generating diversity, while GMM-UNIT generates images with higher quality and diversity than all the state-of-the-art models. Additional experiments carried out implementing a StarGAN*-like GMM-UNIT (i.e., setting $\Sigma^k = 0$, $\forall k$) indeed produced similar results. Specifically, the StarGAN*-like GMM-UNIT tends to generate for each input image one single (deterministic) output and thus the corresponding LPIPS scores are zero.

Table 2.4: Quantitative evaluation on the Digits and Faces datasets. The best performance is in green. For Faces, we also evaluate the diversity on the background.

<table>
<thead>
<tr>
<th>Model</th>
<th>MM MD</th>
<th>Digits</th>
<th></th>
<th>Faces</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FID↓</td>
<td>LPIPS↑</td>
<td>FID↓</td>
<td>LPIPS↑</td>
</tr>
<tr>
<td>StarGAN* [24]</td>
<td>✓</td>
<td>69.11</td>
<td>.006 ± .000</td>
<td>51.68</td>
<td>.002 ± .000</td>
</tr>
<tr>
<td>DRIT++ [66]</td>
<td>✓ ✓</td>
<td>88.94</td>
<td>.058 ± .001</td>
<td>55.64</td>
<td>.017 ± .001</td>
</tr>
<tr>
<td>GMM-UNIT</td>
<td>✓ ✓</td>
<td>60.43</td>
<td>.124 ± .002</td>
<td>46.21</td>
<td>.048 ± .002</td>
</tr>
</tbody>
</table>

2.4.4 Faces: Multi-attribute Multi-domain Translation

We also evaluate GMM-UNIT in the complex setting of multi-domain translation in a dataset of facial attributes. We use the Celebfaces Attributes (CelebA) dataset [80], which contains 202,599 face images of celebrities where each face is annotated with 40 binary attributes. We apply central cropping to the initial $178 \times 218$ size images to $178 \times 178$, then resize the cropped images to $128 \times 128$. We randomly select 2,000 images for testing and use all remaining images for training. This dataset is composed of some attributes that are mutually exclusive (e.g., either male or female) and those that are mutually inclusive (e.g., people could have both blond and black hair). Thus, we model each attribute as a different GMM component. For this reason, we can generate new images for all the combinations
of attributes by sampling from the GMM. As aforementioned, this is not possible for state-of-the-art models such as StarGAN and DRIT++, as they use one-hot domain codes to represent the domains. To be consistent with the state of the art (StarGAN) we show five binary attributes: hair color (black, blond, brown), gender (male/female), and age (young/old). These five attributes allow GMM-UNIT to generate 32 domains.

We observed that image-to-image translation is sensitive to complex background information. In fact, models are inclined to manipulate the intensity and details of pixels that are not related to the desired attribute transformation. Hence, we add a convolutional layer at the end of decoder \( G \) to learn a one-channel attention mask \( M \) in an unsupervised manner. Hence, the final prediction \( \hat{B} \) is obtained through combining the input image \( A \) and its initial prediction \( \hat{B} \) through: \( \hat{B} = \hat{B} \cdot M + A \cdot (1 - M) \).

We also apply the attention layer to Edges ↔ Shoes and Digits, but find that it provides no noticeable improvements in the results.

Figure 2.5 shows some generated results of our model. We can see that GMM-UNIT learns to translate images to simple attributes such as blond hair, but also to translate images with combinations of them (e.g., blond hair and male). Moreover, we can see that the rows show different realizations of the model thus demonstrating the stochastic approach of GMM-UNIT. These results are corroborated by Table 2.4 that shows that our model is superior to StarGAN* and DRIT++ in both quality and diversity of generated images. Particularly, the use of an attention mechanism allows our model to achieve diversity only on the part of the image that is involved in the transformation (e.g., hair and face for gender and hair translation). To demonstrate this, we compute the LPIPS distance between the background of the input image and the generated images (LPIPS\(_b\)). Table 2.4 that our model is the best at preserving the original background information. In Figure 2.10 we show the difference between
the diversity we achieve and DRIT++ diversity. GMM-UNIT preserves the background while it changes the face and create diverse hair styles, while DRIT++ just changes the overall color intensity and affects parts of the image not related to the attributes, which is not desirable.

Figure 2.5: Facial expression synthesis results on the CelebA dataset with different attribute combinations. Each row represents a different output sampled from the model.

2.4.5 Style transfer

We evaluate our model on style transfer, which is a specific task where the style is usually extracted from a single reference image. Thus, we randomly select two input images and synthesize new images where, instead of sampling from the GMM distribution, we extract the style (through $E_z$) from some reference images. Figure 2.6 shows that the generated images are sharp and realistic, showing that our method can also be effectively applied to Style transfer.
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Figure 2.6: Examples of GMM-UNIT applied on the Style transfer task. The style is here extracted from a single reference image provided by the user.

Figure 2.7: Generated images in previously unseen combinations of attributes.

Figure 2.8: An example of domain interpolation given an input image.

2.4.6 Domain interpolation and extrapolation

In addition, we evaluate the ability of GMM-UNIT to synthesize new images with attributes that are extremely scarce or non present in the training dataset. To do so, we select three combinations of attributes consisting of less than two images in the CelebA dataset: Black hair+Blond hair+Male+Young and Black hair+Blond hair+Female+Young.
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Figure 2.7 shows that learning the continuous and multi-modal latent distribution of attributes allow to effectively generate images as zero- or few-shot generation. At the best of our knowledge, we are the first ones being able to translate images in previously unseen domains at no additional cost. Recent literature on zero-pair translation learning indeed scale linearly with the number of domains [130]. This ability can be of vital importance in tasks where labels are extremely imbalanced.

Finally, we show that by learning the full latent distribution of the attributes we can do attribute interpolation both intra- and inter-domains. In contrast, state of the art methods such as [66] can only do intra-domain interpolations due to their discrete domain encoding. Other works such as Chen et al. [22] are focused on explicitly learning an interpolation and use a reference image to do the same task, while we can either interpolate between two reference images or between any two points in the attribute latent space (by sampling these points/vectors), even for multiple attributes. Figure 3.6 shows some generated images through a linear interpolation between two given attributes.

2.4.7 Visualization of the Attribute Latent Space

In Figure 2.9 we illustrate how three exemplar attributes (black, blond and brown hair) sampled from the GMM distribution are similarly projected in the latent space as those same attributes extracted by the encoder \( E_z \). To project the attributes to a 2D space we use the t-SNE [84] algorithm with perplexity = 30, lr = 1.0 and 300 iterations. We can observe from the figure that the attributes are well separated in the space, while the extracted attributes are very close to those sampled. In other words, for example the extracted black hair attribute is most similar to the sampled black hair attribute and most dissimilar to the extracted/sampled attribute of brown hair.
2.4.8 Ablation study

Given that the importance of $\mathcal{L}_{s/rec}$ and $\mathcal{L}_{dom}$ was verified in previous works (i.e., CycleGAN and StarGAN), and that $\mathcal{L}_{c/rec}$, $\mathcal{L}_{KL}$ are necessary to the model convergence, we compare GMM-UNIT with three variants of the model that ablate $\mathcal{L}_c$, $\mathcal{L}_{a/rec}$ and $\mathcal{L}_{iso}$ in the Digits dataset. Table 2.5 shows the results of the ablation. As expected, $\mathcal{L}_c$ is needed to have higher image quality, and we observe that it increases the diversity because of noisy results. When $\mathcal{L}_{a/rec}$ is removed image quality decreases, but $\mathcal{L}_{iso}$ still helps to learn the attributes space. Finally, without $\mathcal{L}_{iso}$ we observe that both diversity and quality decrease, thus confirming the need of all these losses. For the first time from its introduction in [49], we also test for the disentangled assumption of visual content and attributes. Although we
2.5. Conclusion

In this paper, we present a novel image-to-image translation model that maps images to multiple domains and provides a stochastic translation.
GMM-UNIT disentangles the content of an image from its attributes and represents the attribute space with a GMM, which allows us to have a continuous encoding of domains. This has two main advantages: first, it can easily be extended to most multi-domain and multi-modal image-to-image translation tasks. Second, GMM-UNIT allows for interpolation across domains and the translation of images into previously unseen domains.

We conduct extensive experiments in three different tasks, namely two-domain translation, multi-domain translation and multi-attribute multi-domain translation. We show that GMM-UNIT achieves quality and diversity superior to state of the art, most of the times with fewer parameters. Future work includes the possibility to thoroughly learn the mean vectors of the GMM from the data and extending the experiments to a higher number of GMM components per domain.

In the next Chapter 3, we show that the proposed GMM-UNIT model can be extended for text-guided image-to-image translation.
Chapter 3

Text-guided UNIT

3.1 Introduction

Editing image attributes on portable devices is an uncomfortable operation for most people, but especially for impaired users. On smartphones, changing the hair color on a picture requires to manually select the pixels to be altered and color them properly.

Inspired by the emergence of voice assistants, which provide us a more convenient way to interact with machines through human language, we make pilot attempts to manipulate images through textual commands. Meeting this goal requires a deep integration of vision and language techniques, as previously achieved for other tasks, namely: image captioning [54, 140], text-to-image generation [67, 68, 96, 103, 143], text-based video editing [33] and drawing-based image editing [52, 100]. However, modifying parts of the image through natural language is still a challenging research problem.

Existing approaches, based on Generative Adversarial Networks (GANs) [7, 41], require either to describe all the characteristics of the desired image [103, 151] (e.g., “young oval-faced lady with blond and black hair, smiling”), or collecting a richly detailed dataset of supervised actions [31, 32] or captions [96, 103, 104, 138, 68]. For example, TAGAN [96] uses text input
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Figure 3.1: Our model allows to manipulate visual attributes through human-written text. To deal with the inherent ambiguity of textual commands, our model generates multiple versions of the same translation being as such multi-modal. Here, we see some examples of generated images from the CelebA [80] and CUB [126] datasets.

to change an image in order to have the attributes explained in the provided text description, but this method relies on detailed human-written captions. Similarly, El-Nouby et al. [31, 32] rely on annotated datasets to interact with the user and to generate semantically-consistent images from textual instructions. Two main issues have hindered the possibility to have an effective and unsupervised approach that follows human-written commands (e.g., “make him smile”). On the one hand, the literature on text-based image manipulation does not explicitly model image attributes, which would indicate if a specific part of the image is going to be changed or not. On the other hand, most GAN models assume a deterministic mapping, strongly limiting the capacity to handle the inherent ambiguity of human textual commands (e.g., “blond hair” might mean different shades of blond colors).

In this paper, we propose Describe What to Change (DWC), a novel method based on GANs to manipulate visual attributes from a human-written textual description of the required changes, thus named DWC-
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Table 3.1: Example of text describing a translation from an image of a young smiling woman with blond hair and eyeglasses to an older smiling woman with black hair and eyeglasses. Differently from captioning text, users are not required to know and mention all the modeled attributes.

<table>
<thead>
<tr>
<th>Input text</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Captioning text:</strong> This woman is old and smiling, with black hair, eyeglasses and no beard.</td>
<td>- Enumerates all the attributes;</td>
</tr>
<tr>
<td></td>
<td>- No need to understand attributes from the input image;</td>
</tr>
<tr>
<td></td>
<td>- Often trained with positive and negative annotation for each translation pair [96, 68].</td>
</tr>
<tr>
<td><strong>Textual command:</strong> Change the hair to be black, increase her age.</td>
<td>- Focuses only on the differences;</td>
</tr>
<tr>
<td></td>
<td>- Requires the extraction of attributes from the input image;</td>
</tr>
<tr>
<td></td>
<td>- Trained without ground truth for each translation pair.</td>
</tr>
</tbody>
</table>

GAN. To explicitly model visual attributes and cope with the text ambiguity, our model translates images from one visual domain to other visual domains in a multi-modal (stochastic) fashion. Our contribution is three-fold:

- We propose the use of textual commands instead of image captions. As shown in Table 3.1, this leads to three advantages: (1) the commands can be more flexible than image captions and we can compose them for progressive manipulation; (2) the commands can be automatically generated, and (3) users are not required to know and mention all the modeled visual attributes in an input image, only the desired changes. DWC-GAN thus does not rely on human-annotated captioning text compared with state-of-the-art approaches [96, 103, 104, 68].

- Our model disentangles the content features and the attribute representation from the input image making the manipulation more controllable and robust. The attribute space follows a Gaussian Mixture
Model (GMM), where the attributes of the source and the modified image follow the Gaussian distribution associated to their respective domains.

- To the best of our knowledge, we are the first to manipulate images through textual commands in a multi-modal fashion, allowing multiple versions of the same translation.

3.2 Related Work

Our work is best placed in the literature of image-to-image translation and text-to-image generation. The former aims to transform an input image belonging to a visual domain (e.g., young people) to another domain (e.g., elderly people), while the latter tries to generate images from a textual description provided as input. These two fields have witnessed many improvements in quality and realism, thanks to the advent of GANs [41, 92] and, in particular, conditional GANs (cGANs) [92], which are conditioned by extra information (e.g., the hair colour in face generation). GANs aim to synthesize images through a min-max game between a discriminator, trying to discriminate between real and fake data, and a generator, seeking to generate data that resemble the real ones.

Image-to-image translation: Conditional GANs were first employed for image-to-image translation in pix2pix [50] for learning a mapping from one domain to another by minimizing the $L_1$ loss between the generated and the target image. However, pix2pix requires a large amount of paired data (e.g., colored-greyscale images), which is often unrealistic to collect. Thus, the interest had shifted to unsupervised models that learn to translate images with unpaired data, for which the image content might vary (e.g., daylight-night images can have different people and cars). These models require additional constraints to better differentiate the domain-
dependent parts of the image from the domain-independent ones. For example, Liu et al. [80] assume that the two domains share a common latent space. CycleGAN [149] requires an image translated from a domain A to a domain B to be translated back to A, and applies a consistency loss, which was later employed by many other works [24, 49, 76, 93]. MUNIT [49] assumes that images share a domain-invariant content latent space and a style latent space, which is specific to a domain. This choice allows for generating multiple samples of the translation by drawing from the style distribution. Most of these approaches are, however, limited to one-to-one domain translation, which requires training a large number of models in the case of multiple domains. StarGAN [24] proposed a unified approach for multi-domain translation by employing a binary domain vector as input, which specifies the target domain, and a domain classification loss that helps the translation. Recently, GMM-UNIT [75] proposed a unified approach for multi-domain and multi-modal translation by modeling attributes through a Gaussian mixture, in which each Gaussian component represents a domain. In this paper, inspired by GMM-UNIT, we build a translation system where both the original and the manipulated attributes follow a GMM.

**Text-to-image generation:** cGANs can be conditioned with complex information, such as human-written descriptions, and then can generate accurate images, as shown by Reed et al. [103, 104]. For example, StackGAN [143] uses two stages of GANs in order to generate high-resolution images. The first stage generates a low-resolution image with the primitive shape and colour of the desired object, while the second one further refines the image and synthesize 256x256 images. The same authors improved the model with multiple generators through StackGAN++ [144]. Qiao et al. [102] focused instead on semantic consistency, enforcing the generated images to have the same semantics with the input text description.
In other words, the caption synthesized from the generated image should have the same meaning as the input text. Recently, Li et al. proposed StoryGAN [69], which generates a series of images that are contextually coherent with previously generated images and with the sequence of text descriptions provided by the user.

These approaches, however, require to accurately describe the picture to be generated, without allowing to start from an existing image and modify it through text.

**Image manipulation:** Modifying images through some user-defined conditions is a challenging task. Most of the previous approaches rely on conditional inpainting [12, 52, 147], in which the network fills a user-selected area with pixel values coherent with the user preferences and the context. However, image editing does not necessarily require to select the exact pixels that have to be changed. Wang et al. [127] learned to change global image characteristics such as brightness and white balance from textual information. Zou et al. [151] proposed a network that colourizes sketches following the instructions provided by the input text specifications. El-Nouby et al. [31, 32] introduced a network that generates images from a dialogue with the user. A first image is generated from text, then objects are added according to the user preference provided as free text. Chen et al. [20] learned with a recurrent model and an attention module to colourize greyscale images from a description of the colours or the scene (e.g., “the afternoon light flooded the little room from the window”). Recently, Cheng et al. [23] proposed a network, tailored for dialogue systems, that gets as inputs an image and a series of textual descriptions that are apt to modify the image. The network is encouraged to synthesize images that are similar to the input and the previously generated images. However, examples show that the content of the image might vary substantially. Nam et al. [96] and Li et al. [68] introduced instead TAGAN and ManiGAN that modify fine-
grained attributes such as the colours of birds’ wings through text. The key idea of their methods is reconstructing the images with positive and negative sentences, where the positive/negative refers to captioning text matching/mismatching the corresponding image. The recurrent network is trained to learn the words that refer to the attributes in the images and it allows to change words to manipulate multiple attributes at once.

Current image manipulation methods based on text often rely on human-annotated captioning text [96, 103, 104, 138, 68], which describes the scene in the image. Moreover, they do not explicitly model the concept of attributes (i.e., domains), sometimes failing at balancing the trade-off between keeping the old content and changing it [96], which is a well-known issue in image-to-image translation. Last but not least, existing solutions are deterministic, thus limiting the diversity of the translated outputs, even if the provided text might have different meanings. For example, “wear a beard” might mean to have a goatee, short or long beard.

Therefore, we build on state-of-the-art approaches for image-to-image translation and on the image manipulation literature and propose to explicitly model the visual attributes of an image and learn how to translate them through automatically generated commands. We are, up to the best of our knowledge, the first proposing a multi-domain and multi-modal method that translates images from one domain to another one by means of the user descriptions of the attributes to be changed.

3.3 Method

Our model is designed to modify the attributes of an image $x$ through a human-written text $t$, which describes the changes to be made in the image. In other words, we want to generate a new image $\hat{x}$ that has the visual content of $x$ and all its attributes but those attributes that should
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be altered accordingly to the text $t$. Different from previous works, $t$ is not a description of all the attributes of the generated image, but it is a direct command describing the modifications to be made (e.g., change the hair color to black). Thus, the proposed method should be able to model the attributes of the original image, the modifications of (some of) the attributes described in the text, and the attributes of the generated image. Moreover, it has to deal with the ambiguity of input text, which does not describe all the attributes of the target image, nor it is direct and clear as one-hot vector inputs.

The architecture, as shown in Figure 3.2, processes the input as follows. Given $N$ attributes of a set of images, we first disentangle the visual content $c \in \mathcal{C} \subset \mathbb{R}^C$ and the attributes $a \in \mathcal{A} \subset \mathbb{R}^N$ of the input image $x$ through the encoders $E_c$ and $E_a$, respectively. Then, $E_t$, which is a Recurrent Neural Network (RNN) module, uses the input sentence $t$ and the extracted
attributes \( a \) to infer the desired (target) attributes \( a' = E_t(t, a) \). The inferred target attributes are then used along with the extracted content \( c \), by the generator \( G \), to output the image \( G(c, a') \). Finally, the discriminator \( D \) discerns between “real” or “fake” images (\( D_{real} \)) and recognizes the domain of the generated image (\( D_{cls} \)). Here, a domain is a combination of visual attributes. The model (content and attribute extractors, generator and discriminators) is learned in an end-to-end manner.

### 3.3.1 Assumptions

The basic assumption of DWC-GAN is that each image can be decomposed in a domain-invariant content space and a domain-specific attribute space [40, 49, 75]. We let the network model the high-dimension content features, while we represent the attributes of the image through Gaussian components in a mixture. This representation allows to model the combinations of attributes in a continuous space. We can then exploit this space to work with attribute combinations that have never (or little) been observed in the data. Formally and similarly to GMM-UNIT [75], we model the attributes with a \( K \)-component \( d \)-dimensional GMM: \( p(a) = \sum_{k=1}^{K} \phi_k N(a; \mu^k, \Sigma^k) \) where \( \phi_k, \mu^k \) and \( \Sigma^k \) denote respectively the weight, mean vector and covariance matrix of the \( k \)-th GMM component (\( \phi_k \geq 0, \sum_{k=1}^{K} \phi_k = 1, \mu^k \in \mathbb{R}^d \) and \( \Sigma^k \in \mathbb{R}^{d \times d} \) is symmetric and positive definite). Therefore, we model the attributes in a domain through a corresponding GMM component. Thus, for an image \( x \) from domain \( \mathcal{X}^k \) (i.e. \( x \sim p_{X^k} \)), its latent attribute \( a \) is assumed to follow the \( k \)-th Gaussian component: \( a^k \sim N(\mu^k, \Sigma^k) \). We aim to manipulate a source image \( x \) from \( \mathcal{X}^k \) into domain \( \mathcal{X}^\ell \) through a textual command \( t^\ell \sim p_{T^\ell} \), where \( k, \ell \in \{1, \ldots, K\} \).
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3.3.2 Multi-modal image generation

In order to have a multi-modal (non-deterministic) translation, we enforce both the sampled and extracted attributes to follow the image domain distribution, that is $\forall \ell, k$:

$$G(E_c(x), a) \sim p_x^k, \quad \forall a \sim \mathcal{N}(\mu^k, \Sigma^k), x \sim p_x^\ell.$$  

We ensure these two properties with the following losses.

**Reconstruction losses.** These losses, introduced at first in [49, 149], force the output to be consistent with the original content and attributes. Specifically, the *self-reconstruction loss* ensures that the original image is recovered if its attribute and content is used in the generator. If $c_x = E_c(x)$ and $a_x = E_a(x)$, then for all $k$:

$$L_{rec.c} = \mathbb{E}_{x \sim p_x^k}[\|G(c_x, a_x) - x\|_1].$$

The *content and attribute reconstruction losses* [49] are used to constrain and learn the content and attribute extractors:

$$L_{rec.c} = \mathbb{E}_{x \sim p_x^k, a \sim \mathcal{N}(\mu^\ell, \Sigma^\ell)}[\|E_c(G(c_x, a)) - c_x\|_1],$$

$$L_{rec.a} = \mathbb{E}_{x \sim p_x^k}[\|E_a(G(c_x, a_x)) - a_x\|_1].$$

The *cycle reconstruction* loss [149] enforces consistency when translating an image into a new domain and then back to the original one:

$$L_{cyc} = \mathbb{E}_{x \sim p_x^k, a \sim \mathcal{N}(\mu^\ell, \Sigma^\ell)}[\|G(E_c(G(c_x, a)), a_x) - x\|_1],$$

where the use of the $L_1$ loss inside the expectation is motivated by previous works [50] showing that $L_1$ produces sharper results than $L_2$. To encourage the generator to produce diverse images, we explicitly regularize $G$ with the *diversity sensitive loss* [86, 25]:

$$L_{ds} = \mathbb{E}_{x \sim p_x^k, a_1, a_2 \sim \mathcal{N}(\mu^\ell, \Sigma^\ell)}[\|G(c_x, a_1) - G(c_x, a_2)\|_1]$$
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Domain losses. Similarly to StarGAN [24], for any given input image $x$, we would like the method to classify it as its original domain, and to be able to generate an image in any domain from its content. Therefore, we need two different losses, one directly applied to the original images, and a second one applied to the generated images:

$$
\mathcal{L}^D_{cls} = \mathbb{E}_{x \sim p_{x^k}, d_{x^k}}[- \log D_{cls}(d_{x^k}|x)]
$$

and

$$
\mathcal{L}^G_{cls} = \mathbb{E}_{x \sim p_{x^k}, d_{x^k}, a \sim N(\mu^\ell, \Sigma^\ell)}[- \log D_{cls}(d_{x^\ell}|G(c_x, a))],
$$

where $d_{x^\ell}$ is the label of $\ell$-th domain. Importantly, the discriminator $D$ is trained using the first loss, while the generator $G$ is trained using the second loss.

Adversarial losses. These terms enforce the generated images to be indistinguishable from the real images by following the formulation of LS-GAN [87]:

$$
\mathcal{L}^D_{GAN} = \mathbb{E}_{x \sim p_{x^k}}[D_{real}(x)^2] + \mathbb{E}_{x \sim p_{x^k}, a \sim N(\mu^\ell, \Sigma^\ell)}[(1 - D_{real}(G(c_x, a)))^2]
$$

(3.1)

$$
\mathcal{L}^G_{GAN} = \mathbb{E}_{x \sim p_{x^k}, a \sim N(\mu^\ell, \Sigma^\ell)}[D_{real}(G(c_x, a))^2]
$$

(3.2)

3.3.3 Attribute manipulation losses

As mentioned above, the underlying statistical assumption for the attributes is to follow a GMM – one component per domain. Very importantly, both the attribute representations extracted from image by $E_a$ and the attribute representations obtained from $E_t$ should follow the assumption and correspond to the correct component. We do that by imposing that the Kullback–Leibler (KL) divergence of the extracted and manipulated attributes correspond to the Gaussian component of the original and
targetted domain respectively. Recalling that $a = E_a(x)$, we write:

$$
\mathcal{L}_{KL} = \mathbb{E}_{x \sim p_{x^k}, t \sim p_T} \left[ D_{KL}(a_x \| \mathcal{N}(\mu^k, \Sigma^k)) + 
D_{KL}(E_t(t, a_x) \| \mathcal{N}(\mu^\ell, \Sigma^\ell)) \right]
$$

where $D_{KL}(p \| q) = -\int p(t) \log \frac{p(t)}{q(t)} dt$ is the KL.

Intuitively, the second KL divergence enforces the images generated from the manipulated attributes to follow the distribution of the target domain:

$$
G(c_x, E_t(t, a_x)) \sim p_{x^\ell}, \ \forall \ x \sim p_{x^k}, t \sim p_T
$$

Finally, the full objective function of our network is:

$$
\mathcal{L}_D = \mathcal{L}^D_{GAN} + \lambda_{cls} \mathcal{L}^D_{cls}
$$

$$
\mathcal{L}_G = \mathcal{L}^G_{GAN} + \lambda_{rec,s} \mathcal{L}_{rec,s} + \mathcal{L}_{rec,c} + \mathcal{L}_{rec,a} + 
\lambda_{cyc} \mathcal{L}_{cyc} - \mathcal{L}_{ds} + \lambda_{KL} \mathcal{L}_{KL} + \mathcal{L}^G_{cls}
$$

where $\{\lambda_{rec,s}, \lambda_{cyc}, \lambda_{KL}\}$ are hyper-parameters of weights for corresponding loss terms. The value of most of these parameters come from the literature. Note that these losses are required to constrain down the difficult problem of image to image translation, disentangle content and style, and achieve stochastic results by sampling from the GMM distribution of attributes. Without these losses, the problem would be much less constrained and difficult.

### 3.3.4 Domain Sampling

We propose a strategy to obtain diverse manipulated results during testing by following the assumption introduced in Section 3.3.1. After extracting the target attributes $a'$ from the original image $x$ and input text $t$, we assign it to a closest component $(\mu^*, \Sigma^*)$ of the GMM by following:

$$
k^* = \arg \max_{k \in \{1, \ldots, K\}} \{ \Phi(a'; \mu^k, \Sigma^k) \}
$$

where $\Phi$ is the Gaussian probability density function. Then, we can randomly sample several $a^*$ from the
component $\mathcal{N}(\mu^k, \Sigma^k)$. With such different sampled $a^*$’s and the trained non-linear generator $G$, our model achieves multi-modality in any domain, which is different from state-of-the-art approaches [96, 144] that use random noise sampled from a standard normal distribution $\mathcal{N}(0, 1)$ to generate multiple diverse results independently of the domain.

Sampling all the target attributes might hurt translation performance. Thus, we propose an additional constraint that the ideal attribute representation is a mixture of domain sampling $a^*$ and extracted representation $E_a(x)$, where $a^*$ copies the attribute representation from $E_a(x)$ when a target attribute is the same as the attribute in the input image.

3.3.5 Unsupervised Attention

Attention mechanisms have proven successful in preserving the visual information that should not be modified in an image-to-image translation [89, 101, 75, 76]. For example, GMM-UNIT [75] claims that models are inclined to manipulate the intensity and details of pixels that are not related to the desired attribute transformation. Therefore, we follow the state-of-the-art approaches and add a convolutional layer followed by a sigmoid layer at the end of $G$ to learn a single channel attention mask $M$ in an unsupervised manner. Then, the final prediction $\tilde{x}$ is obtained from a convex combination of the input and the initial translation: $\tilde{x} = \hat{x} \cdot M + x \cdot (1 - M)$.

3.4 Experiments

3.4.1 Datasets

CelebA. The CelebFaces Attributes (CelebA) dataset [80] contains 202,599 face images of celebrities where each face is annotated with 40 binary attributes. This dataset is composed of some attributes that are mutually
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exclusive (e.g., either male or female) and those that are mutually inclusive (e.g., people could have both blond and black hair). To be consistent with previous papers [24, 75], we select a subset of attributes, namely black hair, blond hair, brown hair, male/female, young/old, smile, eyeglasses, beard. As we model these attributes as different GMM components, our model allows the generation of images with up to $2^8$ different combinations of the attributes. Note that in the dataset only 100 combinations exist. As preprocessing, we center crop the initial $178 \times 218$ images to $178 \times 178$ and resize them to $128 \times 128$. We randomly select 2,000 images for testing and use all remaining images for training.

CUB Birds. The CUB dataset [126] contains 11,788 images of 200 bird species, and provides hundreds of annotated attributes for each bird (e.g., color, shape). We select some color attributes \{grey, brown, red, yellow, white, buff\} of three body parts \{crown, wing, breast\} of the birds, yielding a total of $K = 18$ attributes used to represent around one thousand domains appearing in the dataset. Differently from the CelebA dataset, the selected colors could appear in all selected body parts. Hence, the colors and body parts follow a hierarchical structure, requiring the model to modify the color of a specific body part. We crop all images by using the annotated bounding boxes of the birds and resize images to $128 \times 128$.

3.4.2 Automatic Text Description

The text encoder $E_t$ has to be trained with a dataset describing the changes to be made in the visual attributes of the input image. Therefore, we here propose a protocol to generate the corpus automatically for the datasets provided multiple annotated attributes or labels. Given an image $x$, we can collect a set of attributes $\{p_1, \ldots, p_N\}$ and obtain the corresponding real-valued vector $p \in \{0, 1\}^N$ for generating the description text. We denote $p'$ as the randomly assigned real-valued vector of a target image. After
observing the human-used commands of manipulating images, we propose an automatic description text generation method through three different strategies:

**Step-by-step actions.** We can compare the differences between \( p \) and \( p' \) element-by-element. For example, if the hair colors in the source image and target image are “brown” and “black”, respectively. We can describe the action like “change the brown hair to black”, “change the hair color to black”, “black hair”. Similarly, we can describe all actions that change the image one by one. For the same attributes in \( p \) and \( p' \), we can provide empty description or the no-change commands (e.g., “do not change the hair color”, “keep his hair color unchanged”). Then, the sequence of step-by-step actions are disrupted randomly. A full example for this strategy is “make the face older, translate the face to be smiling, remove the eye-glasses, do nothing on the gender, change the hair color to black, wear a beard”.

**Overall description.** In practice, it’s feasible to describe the attributes in the target images to manipulate images, which is similar to the text-to-image task \([96, 103, 104, 68]\). Here, we completely describe the appeared attributes in \( p' \). For example, “a smiling young man with black hair, wearing a beard and without eyeglasses”. In addition, the untouched attributes are not regarded as existing attributes in the target image by default.

**Mixed description.** To increase the generalization, we mix the two previous strategies by randomly mentioning some attributes in \( p \) and specifying the exact change of attributes in \( p' \). For example, translate the young miss to be an old smiling man with black hair and wearing beards and eyeglasses.”. In this case, the attributes of both the input image and input text are mentioned, which is more complex for the language model.

During training, we propose an automatic text protocol to collect the description text, which takes use of the attribute annotations only. Hence,
we launch our experiments based on two multi-label recognition or classification [80, 126] datasets. In CelebA [80] dataset, we select 8 attributes from annotated attributes \{ “Black_Hair”, “Blond_Hair”, “Brown_Hair”, “Male”, “Smiling”, “Young”, “Eyeglasses”, “No_Beard” \}, which including both the style (e.g., hair color) and content (e.g., gender, age, beard and eyeglasses). In CUB [126] dataset, we select three body parts of the birds \{ “wing”, “crown”, “breast” \} and each part can be consist of a set of colors \{ “grey”, “brown”, “red”, “yellow”, “white”, “buff” \}.

To automatically collect manipulation text, we provide some common templates and phrases to collect the text, such as “change ... to ...”, “with ... hair”, “make the face/bird ...”, “a man/woman/bird with/has ...”. We randomly permute the description sequence of the attributes and replace some words with synonymy (e.g., “change”, “translate”, “modify” and “make”) to improve the generalization. Similarly, we randomly select the synonymy named entities during generate text (e.g., “man”, “male”, “boy”, “gentleman” and “sir” for the attribute Male). We also test the sensitivity of the strategy, as the choice of the strategy might influence the results of the model. Table 3.2 shows that our model is robust to the choice of the textual strategy.

Table 3.2: Quantitative comparison on the different automatic text strategies on the CelebA dataset.

<table>
<thead>
<tr>
<th>Strategy Name</th>
<th>IS↑</th>
<th>FID↓</th>
<th>F1↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step-by-step</td>
<td>3.070</td>
<td>32.25</td>
<td>94.14</td>
</tr>
<tr>
<td>Overall</td>
<td>3.081</td>
<td>32.07</td>
<td>94.78</td>
</tr>
<tr>
<td>Mixed</td>
<td>3.078</td>
<td>32.16</td>
<td>94.80</td>
</tr>
<tr>
<td>Random</td>
<td>3.069</td>
<td>32.14</td>
<td>94.80</td>
</tr>
</tbody>
</table>
3.4.3 Metrics and Baseline Models

We quantitatively evaluate our model through the image quality, diversity and the accuracy of generated images. We evaluate the image quality through the Fréchet Inception Distance (FID) [46] and the Inception Score (IS) [109], the diversity is measured by the Learned Perceptual Image Patch Similarity (LPIPS) [145], the mean accuracy (Mean Acc) of multi-label classification, while we also measure the accuracy through a user study.

**FID and IS.** We randomly select 10000 source images and 10000 target images. The models transfer all source images with the same attributes of target images through textual commands, as shown in Section 3.4.2. Hence, the FID is estimated using 10000 generated images vs the selected target 10000 images. The IS is evaluated using Inception-v3 [118] and 10000 generated images for FID.

**LPIPS.** The LPIPS distance is defined as the $L_2$ distance between the features extracted by a deep learning model of two images. This distance has been demonstrated to match well the human perceptual similarity [145]. Thus, following [49, 150], we randomly select 100 input images and translate them to different domains. For each domain translation, we generate 10 images for each input image and evaluate the average LPIPS distance between the 10 generated images. Finally, we get the average of all distances. Higher LPIPS distance indicates better diversity among the generated images. We show in the results both the mean and standard deviation.

**Accuracy and Realism.** Through these two metrics we evaluate how humans perceive generated images. *Accuracy* measures whether the attributes of the generated images are coherent with the target attributes (0: incorrect; 1: correct). *Realism* quantifies how realistic a generated image is perceived (0: bad, unrecognizable; 1: neutral, recognizable but with obvious defects; 2: good, recognizable but with slight defects; 3: perfect,
recognizable and without any defect). We test Accuracy and Realism by randomly sampling 50 images with the same translation condition and collect more than 20 surveys from different people with various background.

To verify the priorities of our proposed method, we mainly compare with several state-of-the-art methods in both image-to-image translation and text-to-image translation fields:

**StackGAN++ [144]** is a text-to-image model that takes text as input and encodes the text into embedding for the decoding network. Here, we train/test this model by using the embedding of the manipulation text as input.

**TAGAN [96] and ManiGAN [68]** are two image-conditioned text-to-image models that take the original image and detailed description text of the target image as input. We follow the original method and train/test the model on our automatic description text.

**StarGAN [24]** is a unified multi-domain translation model that takes the original image and target attribute vector as input. Here, we add the same RNN module (i.e., the text understanding module) used in our framework to StarGAN to extract attributes from the input text. After that, we feed the embedding of the input text and original image as input. We call this modified version as StarGAN*.

For all the baseline models, we use the same pre-trained word embeddings in 300 dimensions for the input description text. The embeddings are trained by the skip-gram model described in [14] on Wikipedia using fastText\(^1\).

Regarding the baseline models, we modify the baseline models based on their corresponding released codes, including StackGAN++\(^2\), StarGAN\(^3\),

\(^1\)https://github.com/facebookresearch/fastText
\(^2\)https://github.com/hanzhanggit/StackGAN-v2
\(^3\)https://github.com/yunjey/stargan
To train StarGAN on this task, we add a module $E_t$ same as ours and learn to predict target attributes guided by binary cross-entropy loss. For fairness, all models take use the same corpus and images during the training. To test the training speed in Table 1 of the main paper we set the batch size 1 and use a single GTX TITAN Xp with 12GB Memory for all models.

Table 3.3: Quantitative evaluation on the CelebA dataset. There is no captioning text on CelebA.

<table>
<thead>
<tr>
<th>Method</th>
<th>IS↑</th>
<th>FID↓</th>
<th>LPIPS↑</th>
<th>Accuracy↑</th>
<th>Realism↑</th>
<th>Params ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>StackGAN++ [144]</td>
<td>1.444</td>
<td>285.48</td>
<td>.292±.053</td>
<td>.000</td>
<td>.00</td>
<td>50.30M</td>
</tr>
<tr>
<td>TAGAN [96]</td>
<td>1.178</td>
<td>421.84</td>
<td>.024±.012</td>
<td>.000</td>
<td>.00</td>
<td>44.20M</td>
</tr>
<tr>
<td>StarGAN* [24]</td>
<td>2.541</td>
<td>50.66</td>
<td>.000±.000</td>
<td>.256</td>
<td>1.17</td>
<td>54.10M</td>
</tr>
<tr>
<td>DWC-GAN (proposed)</td>
<td>3.069</td>
<td>32.14</td>
<td>.152±.003</td>
<td>.885</td>
<td>2.25</td>
<td>32.75M</td>
</tr>
</tbody>
</table>

Figure 3.3: Qualitative evaluation for different textual input on CelebA dataset. Our model generates high-quality images that are consistent with the textual commands.

---

4https://github.com/woozzu/tagan
5https://github.com/mrlibw/ManiGAN
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3.4.4 Results

We begin by quantitatively comparing our model with state of the art. Table 3.3 shows that our model generates better quality images than all competing methods, using around half the parameters and achieving comparable training speed. Specifically, DWC-GAN outperforms our most similar competitor, TAGAN, attaining higher IS (3.069 vs 1.178) and lower FID (32.14 vs 421.84) with less required parameters (32.75M vs 44.20M). Surprisingly, the diversity of generated images is lower than StackGAN++. However, the qualitative results show that StackGAN++ generates diverse but very noisy images, in which the attributes are not easily understandable. Contrarily, Figure 3.3 shows that DWC-GAN generates high-quality images that are also consistent with the manipulation described by the text. Our approach outperforms state of the art in all the metrics in the CUB dataset as well, as shown in both Figure 3.3 and Table 3.4. Additional results can be seen in Figure 3.1.

Differently from state of the art, DWC-GAN explicitly models the attributes of images in a smooth and continuous space through a GMM. This allows to translate images in multiple domains, but also to have multimodal results. As Figure 3.1 shows, our model generates different realizati-
Table 3.4: Quantitative evaluation on the CUB dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>IS↑</th>
<th>FID↓</th>
<th>LPIPS↑</th>
<th>Params ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>StackGAN++ [144]</td>
<td>1.029</td>
<td>278.60</td>
<td>.028±.009</td>
<td>50.30M</td>
</tr>
<tr>
<td>TAGAN [96]</td>
<td>4.451</td>
<td>50.51</td>
<td>.060±.024</td>
<td>44.20M</td>
</tr>
<tr>
<td>ManiGAN [68]</td>
<td>4.136</td>
<td>11.74</td>
<td>.001±.000</td>
<td>163.34M</td>
</tr>
<tr>
<td>StarGAN* [24]</td>
<td>4.343</td>
<td>109.89</td>
<td>.000±.000</td>
<td>54.10M</td>
</tr>
<tr>
<td>DWC-GAN (proposed)</td>
<td><strong>4.599</strong></td>
<td><strong>2.96</strong></td>
<td><strong>.081±.001</strong></td>
<td><strong>33.53M</strong></td>
</tr>
</tbody>
</table>

tions of the same manipulation. For example, in “add beards” the model synthesizes various versions of the subjects’ beards, as the command is open to more than one interpretation. State-of-the-art models such as TAGAN and StarGAN* do instead generate results with no, or low, diversity.

Our model uses the source attributes and the human-written sentence to generate the desired attributes. The results of StackGAN++ show that it is not feasible to only encode textual commands to generate meaningful target images, while StarGAN* shows that taking into account only the text attributes as an additional condition is not enough. In particular, StarGAN* exhibits a visible mode collapse in this setting. These results show that applying and modifying the existing baselines is not feasible to solve our task.

We trained our model with automatically generated text, thus without relying on human-annotated datasets as state of the art does [96, 103, 104]. We observe that while TAGAN does not perform well with our corpus, we have consistent results with different strategies of automatic text generation, and even with a text strategy that is similar to their dataset (the Overall strategy). This result proves that annotating the dataset with automatically generated textual commands is a feasible strategy to train a model that manipulates images through text.

**Human evaluation** We evaluated StarGAN* and DWC-GAN by a user study where more than 20 people were asked to judge the Accuracy and
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Realism of generated results. On average, 82.0% of the images generated by DWC-GAN were judged as correct, while StarGAN* generated only 25.6% of corrected results. Regarding Realism, DWC-GAN had an average score of 2.25, while StarGAN* had 1.17. Specifically, in 50.50% of the people said DWC-GAN were perfect, recognizable and without defects while only 2.82% of the people said the same for StarGAN*. StarGAN* results are indeed often judged “neutral, recognizable but with obvious defects” (52.91% of times). StackGAN++ and TAGAN do not achieve accuracy and realism higher than zero because they do not generate recognizable images.

These results show that DWC-GAN generates correct images, which can be mistaken with the real images at higher rates than competitors.

Progressive Manipulation A few state of the art approaches for text-to-image generation and image manipulation are expressly designed for conversational systems [23, 31, 32, 69, 94]. In Figure 3.5 we show that we can repeatedly apply our method to generated images to have a manipulation in multiples steps. This result highlights the consistency of our generated results, which can be used as input of our model, and that DWC-GAN might be applied in an interactive environment.

Domain Interpolation Our method generates interpolated images from two sentences. Figure 3.6 shows that by manipulating an image in two different ways, it is possible to generate the intermediate steps that go from one textual manipulation to the other.

User Study on Textual Commands Our training corpus is automatically generated, thus it might suffer limited generalizability. We conduct an experiment to verify these possible issues by asking 15 different people to describe in natural language how to edit an image A to make it similar to another image B. We asked people to do this experiment for 15 randomly chosen images. The resulting collected textual commands and their corresponding images are fed into our model to evaluate the results. We found
that our model can be generalized to real human-written descriptions well.

**Attention Visualization** We visualize the unsupervised attention mask in Figure 3.7. It shows the localization area of different manipulations, which indeed helps to focus on the attribute-related pixels and preserves the background pixels.

**Ablation Study** We here investigate the effect of removing some components from our architecture. Results are showed in Table 3.5. First, we remove the *Cycle consistency*, which is widely employed by the literature of image-to-image translation [49, 149, 150]. We observe that both the image quality and diversity significantly performs worse without the cycle consistency, which indicates that the Cycle consistency loss indeed constraints
3.4. EXPERIMENTS

the network on the translation. Then, when we remove the Attribute reconstruction, which is applied to learn the attribute extractor $E_a$. Here, we use an attribute classifier to measure the F1 score. It shows that the constraint on the attribute latent variable slightly decreases the classification performance. However, both image quality and diversity are slightly improved. We also evaluate the contribution of pre-trained word embeddings by using our model without them. We observe that the use of pre-trained word embeddings improves the quality of generated images and converge the training faster. We observe that diversity sensitive loss indeed increases the diversities during the sampling, while slightly reduces the performances on FID and IS. In additional, $L_{cyc}, L_{rec,a}$ and using pre-trained embeddings can also have effects on the diversities. We investigate whether the contribution of our model relies only on the use of the GMM to model the attributes. Thus, we constrain down our model to a StarGAN*-like model by setting the covariance matrix of the GMM to zero ($\forall k \Sigma^k = 0$). As expected, we observe that our model behaves similarly but with no diversity (LPIPS: .000±.000). Moreover, this proves that our model outperforms
StarGAN* even in this case (see Table 3.3 for a comparison).

Table 3.5: Ablation study performance on the CelebA dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>IS↑</th>
<th>FID↓</th>
<th>LPIPS↑</th>
<th>F1 (%)↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>DWC-GAN w/o $L_{cyc}$</td>
<td>2.589</td>
<td>97.94</td>
<td>.042±.001</td>
<td>96.32</td>
</tr>
<tr>
<td>DWC-GAN w/o embedd.</td>
<td>2.782</td>
<td>73.90</td>
<td>.033±.001</td>
<td>98.06</td>
</tr>
<tr>
<td>DWC-GAN w/o $L_{rec,a}$</td>
<td>2.961</td>
<td>32.35</td>
<td>.072±.001</td>
<td>98.49</td>
</tr>
<tr>
<td>DWC-GAN $\forall k \Sigma^k = 0$</td>
<td>2.872</td>
<td>33.17</td>
<td>.000±.000</td>
<td>98.64</td>
</tr>
<tr>
<td>DWC-GAN w/o $L_{ds}$</td>
<td>3.148</td>
<td>31.29</td>
<td>.061±.001</td>
<td>94.69</td>
</tr>
<tr>
<td>DWC-GAN</td>
<td>3.069</td>
<td>32.14</td>
<td>.152±.003</td>
<td>94.80</td>
</tr>
</tbody>
</table>

### 3.5 Conclusion

In this paper, we presented a novel method to manipulate visual attributes through text. Our model builds upon recent literature of image to image translation, using unpaired images and modeling visual attributes through a GMM. Users interact with the model by feeding an image and a text that describes the desired alteration to the original image. The model extracts from the input image the visual attributes, understand the text and the desired transformation, and sample multiple images having the content of the input image and the style of the desired output. By sampling multiple synthesized images, our model deals with the inherent ambiguity of natural language and shows the user multiple transformations (e.g., multiple shadows and styles of blonde hair) from which she/he might select the best output.

To the best of our knowledge, we are the first at exploiting automatically generated sentences and unpaired images to manipulate image attributes with textual commands. We showed that our method can model multiple attributes, and that can be applied in a wide range of situations such as interpolation and progressive manipulation. We foresee that our work
will stimulate further research on attribute-based image manipulation and generation and will stimulate software integration in virtual assistants such as Alexa or image editors such as Photoshop.

In the next Chapter 4, we discuss how to constraint the smoothness of the style latent space of a general MMUIT model in details.
Chapter 4

Smoothing Style Latent Space

4.1 Introduction

Translating images from one domain to another is a challenging image manipulation task that has recently drawn increasing attention in the computer vision community [24, 25, 49, 50, 66, 74, 113, 149]. A “domain” refers to a set of images sharing some distinctive visual pattern, usually called “style” (e.g., the gender or the hair color in face datasets) [25, 49, 149]. The Image-to-Image (I2I) translation task aims to change the domain-specific aspects of an image while preserving its “content” (e.g., the identity of a person or the image background) [49]. Since paired data (e.g., images of the same person with different gender) are usually not available, an important aspect of I2I translation models is the unsupervised training [149]. Moreover, it is usually desirable to synthesize the multiple appearances modes within the same style domain, in such a way to be able to generate diverse images for the same input image.

Recent work addresses the I2I translation using multiple domains [24, 66, 25] and generating multi-modal outputs [66, 25]. These Multi-domain and Multi-modal Unsupervised Image-to-Image Translation (MMUIT) models are commonly evaluated based on the quality and the diversity of the generated images, including the results obtained by interpolating between
two endpoints in their latent representations (e.g., see Figure 4.1). However, interpolations are usually computed using only points belonging to the same domain, and most of the state-of-the-art MMUIT methods are inclined to produce artifacts or unrealistic images when tested using across-domain interpolations. This is shown in Figure 4.2 (c), where, using the state-of-the-art StarGAN v2 [25], the inter-domain area in the style space frequently generates artifacts. Another common and related problem is the lack of graduality in both intra and inter domain interpolations, i.e., the generation of abrupt appearance changes corresponding to two close points in the latent space.

In this paper, we address the problem of learning a smoothed and disentangled style space for MMUIT models, which can be used for gradual and realistic image interpolations within and across domains. With “disentangled” we mean that the representations of different domains are well separated and clustered (Figure 4.2), so that intra-domain interpolations...
correspond to only intra-domain images. With “smoothed” we mean that the semantics of the style space changes gradually and these changes correspond to small changes in the human perceptual similarity.

The main idea of our proposal is based on the hypothesis that the interpolation problems are related to the exploration of latent space areas which correspond to sparse training data. We again refer to Figure 4.2 to illustrate the intuition behind this observation. Many MMUIT methods use adversarial discriminators to separate the distributions of different domains [25]. However, a side-effect of this disentanglement process is that some areas of the latent space do not correspond to real data observed during training. Consequently, when interpolating in those areas, the decoding process may lead to generating unrealistic images. We propose to solve this problem jointly using a triplet loss [110, 11] and a simplified version of the Kullback-Leibler (KL) divergence regularization [60]. The former separates the domains using a small margin on their relative distance, while the latter encourages the style codes to lie in a compact space. The proposed simplified KL regularization does not involve the estimation of parametric distributions [60] and it can be easily plugged in Generative Adversarial Networks (GANs) [25, 10]. On the other hand, differently from adversarial discrimination, the triplet-loss margin can control the inter-domain distances and help to preserve the domain disentanglement in the compact space. Finally, we also encourage the content preservation during the translation using a perceptual-distance based loss. Figure 4.1 shows some interpolation results obtained using our method. In Section 5.4 we qualitatively and quantitatively evaluate our approach and we show that it can be plugged in different existing MMUIT methods improving their results. The last contribution of this paper concerns the proposal of the Perceptual Smoothness (PS) metric based on the perceptual similarity of the interpolated images, to quantitatively evaluate the style smoothness in
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Figure 4.2: An illustration of the relation between smoothness and disentanglement of the style space. (a) Two well-separated distributions with a large margin in between. The intermediate area can lead to the generation of artifacts because it has not been sufficiently explored during training. (b) When the margin is reduced, the corresponding image appearance changes are smoother. (c) A t-SNE visualization of randomly sampled style codes using StarGAN v2 [25], which shows a disentangled style space but also that the inter-domain area generates images with artifacts. (d) The same visualization shows that, using our method, despite the disentanglement is preserved, the inter-domain area generates realistic images.

The contributions of this paper can be summarized as follows. First, we propose a new training strategy based on three specific losses which improve the interpolation smoothness and the content preservation of different MMUIT models. Second, we propose a novel metric to fill-in the gap of previous MMUIT evaluation protocols and quantitatively measure the smoothness of the style space.

4.2 Related Work

Unsupervised Domain Translation. Translating images from one domain to another without paired-image supervision is a challenging task. Different constraints have been proposed to narrow down the space of feasible mappings between images. Taigman et al. [119] minimize the feature-level distance between the generated and the source image. Liu et al. [72] create a shared latent space between the domains, which encourages dif-
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Different images to be mapped into the same space. CycleGAN [149] uses a cycle consistency loss in which the generated image is translated back to the original domain (an approach proved to be pivotal in the field [58, 5, 93]). However, all these approaches are limited to one-to-one domain translations, thus requiring $m(m-1)$ trained models for translations with $m$ domains. StarGAN [24] was the first single-model for multi-domain translation settings. The generation process is conditioned by a target domain label, input to the generator, and by a domain classifier in the discriminator. However, the I2I translation of StarGAN is deterministic, since, for a given source image and target domain, only one target image can be generated (no multi-modality).

Multi-modal and Multi-domain Translation. After the pioneering works in supervised and one-to-one image translations [150, 49, 85], the recent literature is mainly focused in multiple-domains and multi-modal translations. Both DRIT++ [66] and SMIT [106] use a noise input vector and a domain label to increase the output diversity. StarGAN v2 [25] relies on a multitask discriminator [73] to model multiple domains, a noise-to-style mapping network, and a diversity sensitive loss [85] to explore the image space better. However, qualitative results show changes of subtle “content” details (e.g., the color of the eyes, the shape of the chin or the background) while translating the image with respect to the style (e.g., the hair colour or the gender).

Although MMUIT models do not require any image-level supervision, they still require set-level supervision (i.e., domain labels for each image). Very recently, TUNIT [10] proposed a “truly unsupervised” task where the network does not need any supervision. TUNIT learns the set-level characteristics of the images (i.e., the domains), and then it learns to map the images to all the domains. We will empirically show that our method can be used with both StarGAN v2 and TUNIT, and significantly improve
Latent-space interpolations. There is a quickly growing interest in the recent I2I translation literature with respect to latent space interpolations as a byproduct of the translation task. However, most previous works are only qualitatively evaluated, they use only intra-domain interpolations [65, 66, 106], or they require specific architectural choices. For example, DLOW [39] is a one-to-one domain translation, and RelGAN [132] uses a linear interpolation loss at training time, but it is not multi-modal. In StarGAN v2 [25], the style codes of different domains are very well disentangled, but the inter-domain interpolations show low-quality results (e.g., see Figure 4.2). HomoGAN [22] learns an explicit linear interpolator between images, but the generated images have very limited diversity.

Interestingly, image interpolations are not limited to the I2I translation field. The problem is well studied in Auto-Encoders [60, 15, 13] and in GANs [8, 56, 57], where the image is encoded into the latent space without an explicit separation between content and style. For example, StyleGAN [56] and StyleGANv2 [57] show high-quality interpolations of the latent space, where the latter has been further studied to identify the emerging semantics (e.g. linear subspaces) without retraining the network [111, 51, 148]. Richardson et al. [105] propose to find the latent code of a real image in the pre-trained StyleGAN space. This two-stage inversion problem allows multi-modal one-to-one domain mappings and interpolations. However, these methods are not designed to keep the source-image content while changing the domain-specific appearance. Thus, they are not suitable for a typical MMUIT task.
4.3 Problem Formulation and Notation

Let $\mathcal{X} = \bigcup_{k=1}^{m} \mathcal{X}_k$ be the image set composed of $m$ disjoint domains ($\mathcal{X}_i \cap \mathcal{X}_j = \emptyset, i \neq j$), where each domain $\mathcal{X}_k$ contains images sharing the same style. The goal of a multi-domain I2I translation model is to learn a single functional $G(i, j) = \mathcal{X}_i \rightarrow \mathcal{X}_j$ for all possible $i, j \in \{1, 2, \cdots, m\}$. The domain identity can be represented either using a discrete domain label (e.g., $i$) or by means of a style code $s$, where $s \in \mathcal{S}$ is a continuous vector and the set $\mathcal{S}$ of all the styles may be either shared among all the domains or it can be partitioned in different domain-specific subsets (i.e., $\mathcal{S} = \{\mathcal{S}_1, \cdots, \mathcal{S}_m\}$). In our case, we use the second solution and we denote with $\hat{x} = G(x, s)$ the translation operation, where $x \in \mathcal{X}_i$ is the source image (and its domain implicitly indicates the source domain $i$), $s \in \mathcal{S}_j$ is the target style code and $\hat{x} \in \mathcal{X}_j$ is the generated image.

The MMUIT task is an extension of the above description in which:

a. Training is unsupervised. This is crucial when collecting paired images is time consuming or impossible.

b. The source content is preserved. A translated image $\hat{x} = G(x, s)$ should preserve domain-invariant characteristics (commonly called “content”) and change only the domain-specific properties of the source image $x$. For example, in male $\leftrightarrow$ female translations, $\hat{x}$ should keep the pose and the identity of $x$, while changing other aspects to look like a female or a male.

c. The output is multi-modal. Most I2I translations methods are deterministic, since, at inference time, they can produce only one translated image $\hat{x}$ given a source image $x$ and a target domain $j$. However, in many practical applications, it is desirable that the appearance of $\hat{x}$ depends also on some random factor, in such a way to be able to produce different plausible translations.
There are mainly two mechanisms that can be used to obtain a specific style code \( s \in \mathcal{S}_j \). The first option is to sample a random vector (e.g., \( z \sim \mathcal{N}(0, I) \)) and then use an MLP to transform \( z \) into a style code: \( s = M(z, j) \) [56], where \( j \) is the domain label. The second option is based on extracting the code from a reference image \( x' \in \mathcal{X}_j \) by means of an encoder: \( s = E(x') \). In our case, we use both of them.

### 4.4 Method

Figure 4.2 shows the main intuition behind our method. A style space in which different domains are well separated (i.e., disentangled) may not be sufficient to guarantee smooth inter-domain interpolations. When the domain-specific distributions are too far apart from each other, this may lead to what we call “training gaps”, i.e., portions of the space that are not populated with training samples. Consequently, at training time, the network has not observed samples in those regions, and, at inference time, it may misbehave when sampling in those regions (e.g., producing image artifacts). Moreover, a non-compact style space may create intra-domain “training gaps”, leading to the generation of non-realistic images when drawing style codes in these areas. Thus, we argue that smoothness is related to reducing these training gaps and compacting the latent space.

Note that the commonly adopted domain loss [24] or the multitask adversarial discriminators [25, 73] might result in domain distributions far apart from each other to facilitate the discriminative task. In order to reduce these training gaps, the domain distributions are expected to be pulled closer while keeping the disentanglement. To achieve these goals, we propose two training losses, described below. First, we use a triplet loss [110] to guarantee the separability of the style codes in different domains. The advantage of the triplet loss is that, using a small margin, the
disentanglement of different domains in the latent space can be preserved. Meanwhile, it is convenient to control the inter-domain distance by adjusting the margin. However, our empirical results show that the triplet loss alone is insufficient to reduce the training gaps. For this reason, we propose to compact style space using a second loss.

We propose to use the Kullback-Leibler (KL) divergence with respect to an a priori Gaussian distribution to make the style space compact. This choice is inspired by the regularization adopted in Variational AutoEncoders (VAEs) [60]. In VAEs, an encoder network is trained to estimate the parameters of a multivariate Gaussian given a single (real) input example. However, in our case, a style code $s$ can be either real (using the encoder $E$, see Section 4.3) or randomly sampled (using $M$, Section 4.3), and training an additional encoder to estimate the distribution parameters may be hard and not necessary. For this reason, we propose to simplify the KL divergence using a sample-based $\ell_2$ regularization.

Finally, as mentioned in Section 4.3, another important aspect of the MMUIT task is content preservation. To this aim, we propose to use a third loss, based on the idea that the content of an image should be domain-independent (see Section 4.3) and that the similarity of two images with respect to the content can be estimated using a “perceptual distance”. The latter is computed using a network pre-trained to simulate the human perceptual similarity [145].

In Section 4.4.1 we provide the details of these three losses. Note that our proposed losses can be applied to different I2I translation architectures which have an explicit style space (e.g., a style encoder $E$, see Section 4.3), possibly jointly with other losses. In Section 4.4.2 we show a specific implementation case, which we used in our experiments and which is inspired to StarGAN v2 [25].
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CHAPTER 4. SMOOTHING STYLE LATENT SPACE

4.4.1 Modeling the Style Space

Smoothing and disentangling the style space. We propose to use a triplet loss, which is largely used in metric learning [110, 117, 45, 17], to preserve the domain disentanglement:

$$L_{tri} = \mathbb{E}_{(s_a, s_p, s_n)\sim\mathcal{S}}[\max(||s_a - s_p|| - ||s_a - s_n|| + \alpha, 0)],$$  \hspace{1cm} (4.1)

where $\alpha$ is a constant margin and $s_a$ and $s_p$ (i.e., the anchor and the positive, adopting the common terminology of the triplet loss [110]) are style codes extracted from the same domain (e.g., $s_a, s_p \in \mathcal{S}_i$), while the negative $s_n$ is extracted from a different domain ($s_n \in \mathcal{S}_j, j \neq i$). These style codes are obtained by sampling real images and using the encoder. In more detail, we randomly pick two images from the same domain $i$ ($x_a, x_p \in \mathcal{X}_i$), a third image from another, randomly chosen, domain $j$ ($x_n \in \mathcal{X}_j, j \neq i$), and then we get the style codes using $s_k = E(x_k), k \in \{a, p, n\}$. Using Eq. (4.1), the network learns to cluster style codes of the same domain. Meanwhile, when the style space is compact, the margin $\alpha$ can control and preserve the disentanglement among the resulting clusters.

Thus, we encourage a compact space forcing an a prior Gaussian distribution on the set of all the style codes $\mathcal{S}$:

$$L_{kl} = \mathbb{E}_{s\sim\mathcal{S}}[D_{KL}(p(s)||\mathcal{N}(0, I))],$$  \hspace{1cm} (4.2)

where $I$ is the identity matrix, $D_{KL}(p||q)$ is the Kullback-Leibler (KL) divergence and $p(s)$ is the distribution corresponding to the style code $s$. However, $p(s)$ is unknown. In VAEs, $p(s)$ is commonly estimated assuming a Gaussian shape and using an encoder to regress the mean and the covariance-matrix parameters of each single sample-based distribution [60]. Very recently, Ghosh et al. [37] showed that, assuming the variance to be constant for all the samples, the KL divergence regularization can be simplified (up to a constant) to $L_{SR}^{CV}(x) = ||\mu(x)||_2^2$, where “CV” stands for
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Constant-Variance, and $\mu(x)$ is the mean estimated by the encoder using $x$. In this paper we propose a further simplification based on the assumption that $\mu(s) = s$ (which is reasonable if $\mu$ is estimated using only one sample) and we eventually get the proposed Style Regularization (SR) loss:

$$L_{SR} = \mathbb{E}_{s \sim \mathcal{S}}[\|s\|_2^2]. \quad (4.3)$$

Eq. (4.3) penalizes samples $s$ with a large $\ell_2$ norm, so encouraging the distribution of $\mathcal{S}$ to be a shrunk Gaussian centered on the origin. Intuitively, while the SR loss compacts the space, the triplet loss avoids a domain entanglement in the compacted region. Finally, we describe below how the style-code samples are drawn in Eq. (4.3) ($s \sim \mathcal{S}$). We use a mixed strategy, including both real and randomly generated codes. More in detail, with probability 0.5, we use a real sample $x \in \mathcal{X}$ and we get: $s = E(x)$, and, with probability 0.5, we use $z \sim \mathcal{N}(0, I)$ and $s = M(z, j)$. In practice, we alternate mini-batch iterations in which we use only real samples with iterations in which we use only generated samples.

Preserving the source content. The third loss we propose aims at preserving the content in the I2I translation:

$$L_{cont} = \mathbb{E}_{x \sim \mathcal{X}, s \sim \mathcal{S}}[\psi(x, G(x, s))], \quad (4.4)$$

where $\psi(x_1, x_2)$ estimates the perceptual distance between $x_1$ and $x_2$ using an externally pre-trained network. The rationale behind Eq. (4.4) is that, given a source image $x$ belonging to domain $\mathcal{X}_i$, for each style code $s$, extracted from the set of all the domains $\mathcal{S}$, we want to minimize the perceptual distance between $x$ and the transformed image $G(x, s)$. By minimizing Eq. (4.4), the perceptual content (extracted through $\psi(\cdot)$) is encouraged to be independent of the domain (see the definition of content preservation in Section 4.3). Although different perceptual distances can be used (e.g., the Euclidean distance on VGG features [53]), we implement
ψ(\mathbf{x}_1, \mathbf{x}_2) using the Learned Perceptual Image Patch Similarity (LPIPS) metric [145], which was shown to be well aligned with the human perceptual similarity [145] and it is obtained using a multi-layer representation of the two input images (\mathbf{x}_1, \mathbf{x}_2) in a pre-trained network.

The sampling procedure in the content preserving loss (\mathcal{L}_{\text{cont}}) is similar to the SR loss. First, we randomly sample \mathbf{x} \in \mathcal{X}. Then, we either sample a different reference image \mathbf{x}' \in \mathcal{X} and get \mathbf{s} = E(\mathbf{x}'), or we use \mathbf{z} \sim \mathcal{N}(\mathbf{0}, \mathbf{I}) and \mathbf{s} = M(\mathbf{z}, j).

We sum together the three proposed losses and we get:

\[
\mathcal{L}_{\text{smooth}} = \mathcal{L}_{\text{cont}} + \lambda_{sr} \mathcal{L}_{\text{SR}} + \mathcal{L}_{\text{tri}},
\]

where \lambda_{sr} is the SR loss-specific weight.

### 4.4.2 Smoothing the Style Space of an Existing Model

The proposed \mathcal{L}_{\text{smooth}} can be plugged in existing MMUIT methods which have an explicit style space, by summing it with their original objective function (\mathcal{L}_{\text{orig}}):

\[
\mathcal{L}_{\text{new}} = \mathcal{L}_{\text{smooth}} + \mathcal{L}_{\text{orig}}.
\]

In this subsection, we show an example in which \mathcal{L}_{\text{orig}} is the original loss of the MMUIT state-of-the-art StarGAN v2 [25].

In StarGAN v2, the original loss is:

\[
\mathcal{L}_{\text{orig}} = \lambda_{st} \mathcal{L}_{\text{sty}} - \lambda_{ds} \mathcal{L}_{\text{ds}} + \lambda_{cyc} \mathcal{L}_{\text{cyc}} + \mathcal{L}_{\text{adv}}
\]

where \lambda_{st}, \lambda_{ds} and \lambda_{cyc} control the contribution of the style reconstruction, the diversity sensitive, and the cycle consistency loss, respectively.

The style reconstruction loss [49, 150, 25] pushes the target code (\mathbf{s}) and the code extracted from the generated image (E(G(\mathbf{x}, \mathbf{s}))) to be as close as possible:

\[
\mathcal{L}_{\text{sty}} = \mathbb{E}_{\mathbf{x} \sim \mathcal{X}, \mathbf{s} \sim \mathcal{S}} \left[ \| \mathbf{s} - E(G(\mathbf{x}, \mathbf{s})) \|_1 \right].
\]
The diversity sensitive loss [25, 86] encourages $G$ to produce diverse images:

$$\mathcal{L}_{ds} = \mathbb{E}_{x \sim \mathcal{X}, s_1, s_2 \sim \mathcal{S}} [\|G(x, s_1) - G(x, s_2)\|_1]. \quad (4.9)$$

The cycle consistency [149, 24, 25] loss is used to preserve the content of the source image $x$:

$$\mathcal{L}_{cyc} = \mathbb{E}_{x \sim \mathcal{X}, s \sim \mathcal{S}} [\|x - G(G(x, s), E(x))\|_1]. \quad (4.10)$$

Finally, StarGAN v2 uses a multitask discriminator [73] $D$, which consists of multiple output branches. Each branch $D_j$ learns a binary classification determining whether an image $x$ is a real image of its dedicated domain $j$ or a fake image. Thus, the adversarial loss can be formulated as:

$$\mathcal{L}_{adv} = \mathbb{E}_{x \sim \mathcal{X}, s \sim \mathcal{S}} [\log D_i(x) + \log(1 - D_j(G(x, s)))] \quad (4.11)$$

Note that this loss encourages the separation of the domain-specific distributions without controlling the relative inter-domain distance (Section 5.3). We use it jointly with our $\mathcal{L}_{tri}$.

We refer the reader to [25] for additional details. In Section 5.4 we evaluate the combination of our $\mathcal{L}_{smooth}$ with StarGAN v2 (Eq. (4.7)).

### 4.5 Evaluation Protocols

**FID.** For each translation $\mathcal{X}_i \rightarrow \mathcal{X}_j$, we use 1,000 test images and estimate the Fréchet Inception Distance (FID) [46] using interpolation results. In more detail, for each image, we randomly sample two style codes ($s_1 \in \mathcal{S}_i$ and $s_2 \in \mathcal{S}_j$), which are linearly interpolated using 20 points. Each point (included $s_1$ and $s_2$) is used to generate a translated image. The FID values are computed using the $20 \times 1,000$ outputs. A lower FID score indicates a lower discrepancy between the image quality of the real and generated images.
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**LPIPS.** For a given domain $\mathcal{X}_i$, we use 1,000 test images $\mathbf{x} \in \mathcal{X}_i$, and, for each $\mathbf{x}$, we randomly generate 10 image translations in the target domain $\mathcal{X}_j$. Then, the LPIPS [145] distances among the 10 generated images are computed. Finally, all distances are averaged. A higher LPIPS distance indicates a greater diversity among the generated images. Note that the LPIPS distance ($\psi(\mathbf{x}_1, \mathbf{x}_2)$) is computed using an externally pre-trained network [145], which is the same we use in Eq. (4.4) at training time.

**FRD.** For the specific case of face translations, we use a metric based on a pretrained VGGFace2 network ($\phi$) [110, 17], which estimates the visual distance between two faces. Note that the identity of a person may be considered as a specific case of “content” (Section 4.3). We call this metric the Face Recognition Distance (FRD):

$$
\text{FRD} = \mathbb{E}_{\mathbf{x} \sim \mathcal{X}, \mathbf{s} \sim \mathcal{S}} \left[ \| \phi(\mathbf{x}) - \phi(G(\mathbf{x}, \mathbf{s})))\|^2 \right].
$$

(4.12)

**PS.** Karras et al. [56] recently proposed the Perceptual Path Length (PPL) to evaluate the smoothness and the disentanglement of a semantic latent space. PPL is based on measuring the LPIPS distance between close points in the style space. However, one issue with the PPL is that it can be minimized by a collapsed generator. For this reason, we alternatively propose the Perceptual Smoothness (PS) metric, which returns a normalized score in $[0, 1]$, indicating the smoothness of the style space.

In more detail, let $\mathbf{s}_0$ and $\mathbf{s}_T$ be two codes randomly sampled from the style space, $P = (\mathbf{s}_0, \mathbf{s}_1, \ldots, \mathbf{s}_T)$ the sequence of the linearly interpolated points between $\mathbf{s}_0$ and $\mathbf{s}_T$, and $A = (G(\mathbf{x}, \mathbf{s}_0), \ldots, G(\mathbf{x}, \mathbf{s}_T))$ the corresponding sequence of images generated starting from a source image $\mathbf{x}$. We measure the degree of linear alignment of the generated images using:

$$
\ell_{\text{alig}} = \mathbb{E}_{\mathbf{x} \sim \mathcal{X}, \mathbf{s}_0, \mathbf{s}_T \sim \mathcal{S}} \left[ \frac{\delta(\mathbf{x}, \mathbf{s}_0, \mathbf{s}_T)}{\sum_{t=1}^{T} \delta(\mathbf{x}, \mathbf{s}_{t-1}, \mathbf{s}_t)} \right].
$$

(4.13)

where $\delta(\mathbf{x}, \mathbf{s}_1, \mathbf{s}_2) = \psi(G(\mathbf{x}, \mathbf{s}_1), G(\mathbf{x}, \mathbf{s}_2))$ and $\psi(\cdot, \cdot)$ is the LPIPS distance.
When $\ell_{\text{alig}} = 1$, then the perceptual distance between $G(x, s_0)$ and $G(x, s_T)$ is equal to the sum of the perceptual distances between consecutive elements in $A$, thus, the images in $A$ lie along a line in the space of $\psi(\cdot, \cdot)$ (which represents the human perceptual similarity [145]). Conversely, when $\ell_{\text{alig}} < 1$, then the images in $A$ contain some visual attribute not contained in any of the endpoints. For example, transforming a short-hair male person to a short-hair girl, we may have $\ell_{\text{alig}} < 1$ when the images in $A$ contain people with long hair. However, although aligned, the images in $A$ may have a non-uniform distance, in which $\delta(x, s_{i-1}, s_i)$ varies depending on $t$. In order to measure the uniformity of these distances, we use the opposite of the Gini inequality coefficient [38]:

$$
\ell_{\text{uni}} = \mathbb{E}_{x \sim X, s_0, s_T \sim S} \left[ 1 - \sum_{i,j=1}^{T} \frac{\delta(x, s_{i-1}, s_i) - \delta(x, s_{j-1}, s_j)}{2T^2 \mu_P} \right]
$$

(4.14)

where $\mu_P$ is the average value of $\delta(\cdot)$ computed over all the pairs of elements in $P = (s_0, \ldots, s_T)$. Intuitively, $\ell_{\text{uni}} = 1$ when an evenly-spaced linear interpolation of the style codes corresponds to constant changes in the perceived difference of the generated images, while $\ell_{\text{uni}} = 0$ when there is only one abrupt change in a single step. Finally, we define PS as the harmonic mean of $\ell_{\text{alig}}$ and $\ell_{\text{uni}}$:

$$
\text{PS} = 2 \cdot \frac{\ell_{\text{alig}} \cdot \ell_{\text{uni}}}{\ell_{\text{alig}} + \ell_{\text{uni}}} \in [0, 1],
$$

(4.15)

### 4.6 Experiments

**Baselines.** We compare our method with three state-of-the-art approaches: (1) StarGAN v2 [25], the state of the art for the MMUIT task; (2) HomoGAN [22]; and (3) TUNIT [10]. Moreover, as a reference for a high image quality, we also use InterFaceGAN [111], a StyleGAN-based method (trained with $1024 \times 1024$ images) which interpolates the pre-trained se-
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Figure 4.3: Inter-domain interpolation results: (a) StarGAN v2 [25], (b) HomoGAN [22], (c) InterFaceGAN [111], (d) ours. The domains correspond to genders. Our method generates smoother results while better preserving the source-person identity.

mantic space of StyleGAN [56] (see Section 4.2). InterFaceGAN is not designed for domain translation and for preserving the source content, but it can linearly interpolate a fixed latent space, massively trained with high-resolution images. All the baselines are tested using the original publicly available codes.

Datasets. We follow the experimental protocol of StarGAN v2 [25] and we use the CelebA-HQ [55] and the AFHQ dataset [25]. The domains are: male-female, smile-no smile, young-non young in CelebA-HQ; cat, dog, and wildlife in AFHQ. For a fair comparison, all models (except InterFaceGAN) are trained with 256 × 256 images.

Settings. We test our method in two experimental settings, respectively called “unsupervised” (with only set-level annotations) and “truly unsupervised” (no annotations [10]). Correspondingly, we plug our training losses ($L_{smooth}$) in the state-of-the-art StarGAN v2 [25] and TUNIT [10] (see Section 4.4.1). In each setting, we plug our method in the original architecture without adding additional modules and adopting the original hyper-parameter values without tuning.
4.6.1 Model Architecture

Figure 4.4 shows the framework of our proposed method for MMUIT tasks. The model is composed of an image generator $G$, a discriminator $D$, an encoder $E$ and an MLP $M$. $G$ generates a new image from a source image $x_a$ and a style code $s$, which can either be extracted from a reference image (i.e., $s_p = E(x_p)$), or from a randomly sampled vector $z \sim N(0,1)$ through $s_p = M(z)$. The discriminator $D$ learns to classify an image as either a real image in its associated domain, or a fake image.

As explained in the main paper, we use $L_{tri}$, $L_{SR}$ and $L_{cont}$ to compact and disentangle the style space and to help preserving the source content. In Figure 4.4, $s_n$ is a style code of a domain different from the domain shared by $s_p$ and $s_a$.

4.6.2 Smoothness of the Style Space

Figure 4.3 shows a qualitative evaluation using the style-space interpolation between a source image and a reference style. As mentioned in Section 5.1
Table 4.1: Smoothness degree and identity preservation on the CelebA-HQ dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>PS↑</th>
<th>FRD↓</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gender</td>
<td>Smile</td>
</tr>
<tr>
<td>HomoGAN [22]</td>
<td>.401</td>
<td>.351</td>
</tr>
<tr>
<td>Ours</td>
<td>.504</td>
<td>.513</td>
</tr>
<tr>
<td>InterFaceGAN [111]§</td>
<td>.328</td>
<td>.436</td>
</tr>
</tbody>
</table>

§ Trained on 1024 × 1024 images.

Table 4.2: Image quality and translation diversity on the CelebA-HQ dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>FID↓</th>
<th>LPIPS↑</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gender</td>
<td>Smile</td>
</tr>
<tr>
<td>HomoGAN [22]</td>
<td>55.23</td>
<td>58.02</td>
</tr>
<tr>
<td>StarGAN v2 [25]</td>
<td>48.35</td>
<td>29.65</td>
</tr>
<tr>
<td>Ours</td>
<td>23.37</td>
<td>22.21</td>
</tr>
<tr>
<td>InterFaceGAN [111]§</td>
<td>13.75</td>
<td>12.81</td>
</tr>
</tbody>
</table>

§ Trained on 1024 × 1024 images.

and 5.3, StarGAN v2 frequently generates artifacts in inter-domain interpolations (see Figure 4.3 (a)). HomoGAN results are very smooth, but they change very little the one from the other, and the model synthetizes lower quality images (Figure 4.3 (b)). InterFaceGAN (Figure 4.3 (c)) was trained at a higher image resolution with respect to the other models (ours included). However, compared to our method (Figure 4.3 (d)), the interpolation results are less smooth, especially in the middle, while the image quality of both methods is very similar. Moreover, comparing our approach to StarGAN v2, our method better preserves the background content in all the generated images.

These results are quantitatively confirmed in Table 4.1. The PS scores show that our proposal improves the state of the art significantly, which
means that it increases the smoothness of the style space in all the CelebA-HQ experiments. Note that our results are also better than InterFaceGAN, whose latent space is based on the pretrained StyleGAN [56], a very large capacity and training-intensive model. Table 4.4 and Figure 4.11 show similar results also in the challenging AFHQ dataset, where there is a large inter-domain shift. In this dataset, we tested both the unsupervised and the truly unsupervised setting, observing a clear improvement of both the semantic-space smoothness and the image quality using our method.

The comparison of the qualitative results in Figure 4.3 and Figure 4.11 with the PS scores in Table 4.1 and Table 4.4, respectively, show that the proposed PS metric can be reliably used to evaluate MMUIT models with respect to the style-space smoothness. In Figure 4.6, we show additional evidence on the quality of the PS metrics and how domain separation can be controlled by tuning the margin value of the triplet loss.

Table 4.2 and 4.4 show that the improvements on the style-space smoothness and the corresponding interpolation results do not come at the expense of the image quality. Conversely, these tables show that the FID values significantly improve with our method. The LPIPS results in Table 4.2 also show that HomoGAN generates images with little diversity. However, the LPIPS scores of StarGAN v2 are higher than our method. Nevertheless, the LPIPS metric is influenced by the presence of possible artifacts in the generated images, and, thus, an increased LPIPS value is not necessarily a strength of the model.

Finally, we performed a user study where we asked 40 users to choose between the face translations generated by StarGAN v2 and our method, providing 30 random image pairs to each user. In 75.8% of cases, the image generated by our model was selected as the better one, compared to StarGAN v2 (25.2%).
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4.6.3 Analysing the Style-Space Compactness

Inter-domain Distance Distributions. In order to estimate the inter-domain distances and the degree of compactness of a high-dimensional semantic space, we compute the distribution of the distances \( (d_s(s_a, s_n) - d_s(s_a, s_p)) \). Specifically, we use the CelebA-HQ dataset [55] and we randomly sample 10,000 triplets \((s_a, s_p, s_n)\) where \(s_a \sim S_i\), \(s_p \sim S_i\) and \(s_n \sim S_j\) with \(i \neq j\). Figure 4.5 shows the distribution of \((d_s(s_a, s_n) - d_s(s_a, s_p))\) under different experimental settings.

![Figure 4.5: Distribution of \((d_s(s_a, s_n) - d_s(s_a, s_p))\) on different experimental settings on the CelebA-HQ dataset. (a) shows that \(L_{SR}\) helps to compact the style space, while \(L_{tri}\) can adjust the distance between the style clusters. (b) shows that the weight of the \(L_{SR}\) can control the compactness of the style space. (c) shows that increasing the margin \(\alpha\) in \(L_{tri}\) has an effect on the distances between clusters.](image)

Figure 4.5 (a) shows that the distance distribution of the baseline system (without using \(L_{tri}\) and \(L_{SR}\)) is relatively wide and corresponds to the largest median. Our \(L_{tri}\) loss with a small margin can slightly reduce both the range between the lower quartile to upper quartile and the range between the minimum to the maximum score. Conversely, \(L_{SR}\) (\(\lambda_{SR} = 1.0\)) compacts the space significantly. Jointly using \(L_{SR}\) and \(L_{tri}\) (\(\alpha = 0.1\)), the \(L_{SR}\)-only distribution is slightly shifted up. Figure 4.5 (b) shows the impact of \(\lambda_{SR}\) when we use \(L_{SR}\) without \(L_{tri}\). Conversely, Figure 4.5 (c) analyses the case of jointly using \(L_{SR}\) (with \(\lambda_{SR} = 1.0\)) and \(L_{tri}\) while changing the
margin $\alpha$. The latter experiment shows that the Triplet Margin loss can adjust the distance between style clusters, since the ranges between the minimum and the maximum score are shifted when using a larger $\alpha$.

The corresponding PS scores are presented in Figure 4.6, which shows that increasing $\lambda_{SR}$ helps smoothing the space, but when $\lambda_{SR} > 0.5$, only limited improvements are obtained (see Figure 4.6 (a)).

As shown in the main paper, the Triplet loss significantly influences the image quality and smoothness of I2I translations. Interestingly, the margin $\alpha$ also plays an important role. Using a small positive margin (e.g., 0.1) is enough to keep the disentanglement and achieve the best PS score, as shown in Figure 4.6 (b). Meanwhile, a large margin can push the style clusters far away from each other, which may be harmful for the smoothness degree of the space.

**An Alternative Style Regularization.** A possible alternative to the style-regularization loss ($L_{SR}$), is based on the following formulation, whose goal is to compact the style codes close to the surface of the zero-centered,
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\( n \)-dimensional unit sphere:

\[
\mathcal{L}_{sph} = \mathbb{E}_{s \sim \mathcal{S}} \left[ \|s\|_2^2 - 1 \right] \quad (4.16)
\]

where \( \| \cdot \|_2 \) is the \( L_2 \) norm. Note that, since the volume of the whole \( n \)-sphere is larger than the volume of its surface, \( \mathcal{L}_{sph} \) leads to a much more compact space compared to \( \mathcal{L}_{SR} \). Table 4.3 quantitatively compares \( \mathcal{L}_{sph} \) with \( \mathcal{L}_{SR} \) and shows that a very compact space (\( \mathcal{L}_{sph} \)) leads to a higher smoothness but with a low diversity. This finding is qualitatively confirmed in Figure 4.7. This comparison indicates that there exists a trade-off between the smoothness of the space and the diversity of generated images.

Table 4.3: A comparison between \( \mathcal{L}_{SR} \) and \( \mathcal{L}_{sph} \) on a gender translation task using the CelebA-HQ dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>FID ↓</th>
<th>LPIPS ↑</th>
<th>PS ↑</th>
<th>FRD ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{L}_{SR} )</td>
<td>23.37</td>
<td>.337</td>
<td>.504</td>
<td>.837</td>
</tr>
<tr>
<td>( \mathcal{L}_{sph} )</td>
<td>23.66</td>
<td>.103</td>
<td>.897</td>
<td>.808</td>
</tr>
</tbody>
</table>

Figure 4.7: Visual comparisons between (a) \( \mathcal{L}_{SR} \) and (b) \( \mathcal{L}_{sph} \).

A Space Visualization Experiment. We perform an additional experiment on the MNIST dataset [61] to interpret the results of our model and directly visualize the distributions of style codes. In this experiment, we consider the categories of handwritten digits as “styles” and we set the dimension of style codes to 2, such that they can be easily plotted in a two-dimensional coordinate system without reducing the representation...
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Figure 4.8: The distributions of style codes on a MNIST-based toy experiment. The original latent style space (a), using only $\mathcal{L}_{SR}$ with different loss weights $\lambda_{SR}$ (b), and using $\mathcal{L}_{SR}$ ($\lambda_{SR} = 1.0$) and $\mathcal{L}_{tri}$ with different margin values $\alpha$ (c).

dimensionality with non-linear projections (e.g. t-SNE). As shown in Figure 4.8 (a), the original style codes without using our proposed losses, is scattered in a non-compact space, where there are many “training gaps”. Once we increase the weight of $\lambda_{SR}$, the style codes are pushed in a more compact space. However, the clusters (i.e., the domains) are highly entangled, as shown in Figure 4.8 (b). Conversely, the triplet loss alleviates this issue by separating the compacted clusters, as shown in Figure 4.8 (c).

Moreover, we select two clusters with large “training gaps” (i.e., “2” (green color) and “7” (grey color)) in the original space Figure 4.8 (a). Figure 4.9 (a) shows an example of interpolation results between “2” and “7” with large “training gaps”, showing, as expected, that the generated images contain artifacts. Figure 4.9 (b) refers to the same interpolation between “2” and “7” in the setting with $\lambda_{SR} = 1.0$. It seems that, due to the cluster overlapping, the interpolation traverses another cluster (i.e., “4”) while moving from “2” to “7”. Finally, the triplet loss is able to disen-
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4.6.4 Identity Preservation

MMUIT models aim at translating images from one domain to another while keeping the content unchanged. While this goal is clear, the degree of content preservation is usually evaluated only qualitatively. Thus, we use the FRD (Section 4.5) and the most popular I2I translation task (face translation) to measure the content preservation of the compared models.
Table 4.1 shows that our FRD is the lowest over all the methods compared on the CelebA-HQ dataset, indicating that our method better maintains the person identity of source images. Qualitatively, Figure 4.10 shows that our method better preserves some distinct face characteristics (e.g., the eye color, the chin shape, or the ethnicity) of the source image while changing the style (i.e., the gender). This result also suggests that our model might be less influenced by the CelebA-HQ biases (e.g., Caucasian people).

### 4.6.5 Ablation Study

In this section, we evaluate the importance of each proposed component. Table 5.3 shows the FID, LPIPS, PS and FRD values for all the configurations, where each component is individually added to the baseline StarGAN v2, using CelebA-HQ. First, we observe that adding the $L_{tri}$ loss to the baseline improves the quality, the diversity and the content preservation of the generated images. However the PS score decreases. This result suggests that better disentanglement might separate too much the styles between domains, thus decreasing the interpolation smoothness. The addition of $L_{SR}$ helps improving most of the metrics but the diversity, showing that a more compact style space is a desirable property for MMUIT. As mentioned before, we note that higher diversity (LPIPS) might not be strictly related to high-quality images.

The combination of the two proposed smoothness losses dramatically improves the quality of generated images and the smoothness of the style space. This suggests that the style space should be compact and disentangled, while keeping the style clusters of different domains close to each other. Finally, $L_{cont}$ further improves the FID, the PS and the FRD scores. The final configuration corresponds to our full-method and confirms that all the proposed components are helpful.
4.7. CONCLUSION

In this paper, we proposed a new training strategy based on three specific losses which jointly improve both the smoothness of the style space and the content preservation of existing MMUIT models. We also proposed the PS metric, which specifically evaluates the style smoothness of I2I transla-
tion models. The experimental results show that our method significantly improves both the smoothness and the quality of the interpolation results and the translated images.

In the next Chapter 5, we show a novel method to use pretrained unconditional GANs for MMUIT tasks at high resolution (e.g., 1024×1024).
Chapter 5

Implicit Style Function

5.1 Introduction

Generative methods have become increasingly effective at synthesizing realistic images at high resolution, stimulating new practical applications in academia and industry. Many different tasks have been proposed, from super-resolution [63, 90] to image manipulation [64, 52], from image-to-image and text-to-image translations [24, 25, 67, 75] to video generation [114, 123]. Yet, training these task-specific models at high resolution (e.g., 1024 × 1024) is very computationally expensive. For this reason, recent works have interpreted and exploited the latent space of pre-trained high-resolution unconditional Generative Adversarial Networks (GANs) to solve several generative tasks without training a generator from scratch [1, 2, 3, 4, 98, 121, 146]. Most of these approaches are based on StyleGAN ([56, 57]), the state-of-the-art of unconditional image generation. StyleGAN maps a noise vector \( z \sim \mathcal{N}(0, I_n) \) to an intermediate and learned latent space \( \mathcal{W}^+ \), which exhibits some intriguing disentangled semantic properties [26, 43, 134] that can be interpreted and exploited. For example, InterFaceGAN [111, 112] identifies the semantic attributes in \( \mathcal{W}^+ \) to manipulate the semantics of a latent code and change the facial attributes of images. However, existing models manipulating StyleGAN latent codes
allow to edit just one attribute per time or fail to preserve the content of the image not involved in the manipulation, resulting, for example, in identity changes when gender is manipulated (see Figure 5.1). Moreover, most existing models are deterministic (i.e., not multi-modal). Altogether, these issues make existing approaches unsuitable for Multi-modal, and Multi-domain Unsupervised Image-to-image Translation (MMUIT) [25, 78].

Figure 5.1: Our model focuses on Multi-modal and Multi-domain Unsupervised Image-to-image Translation. In this figure, we show a male→female translation, in which we wish to change the gender of the input image without changing some facial features that allows us to recognize that the input image and the output image depict the same person. Additionally, we want to generate multiple diverse images for each translation. We can observe that state-of-the-art models based on StyleGAN, do not usually maintain the content of the original image (e.g., background and people’s identity), do not generate images with correct semantics, and have limited diversity. Our model better adheres to these properties.

An ideal MMUIT model should be able to change the domain-specific parts of the image while preserving the content of the image (e.g., the background and the identity of people) and synthesize images considering the multiple appearance modes within each domain [25, 78]. Here, domain
refers to a set of images having some distinctive visual pattern, usually called *style*. For example, we can group images based on the gender of people in pictures (see Figure 5.1). Since paired images (e.g., pictures of the same person with different gender) are usually not available, the model should be unsupervisedly trained [24, 25, 78, 49].

This paper proposes an implicit style function (ISF) that allows leveraging a pre-trained unconditional image generator to do MMUITs. The proposed method works directly on the latent space and enables the change of multiple semantic attributes at a time without affecting any content of the image that is not involved in the translation. Given a latent code in the latent space of pretrained GANs (e.g., $\mathbf{W}^+$ in StyleGAN [56]), also called style code, $\mathbf{w}$, a semantic attribute label $\mathbf{d}$, and a noise vector $\mathbf{z} \sim \mathcal{N}(\mathbf{0}, \mathbf{I}_n)$, the ISF outputs a new style code $\mathbf{w}^*$ that contains the desired semantic attributes. By randomly sampling multiple $\mathbf{z}$, several variants of the desired image translation (e.g., multiple hairstyles in gender manipulations) can be generated.

As a consequence, our proposed method can be used for multiple tasks, including Multi-domain Multi-modal Unsupervised Image-to-image Translation [25, 66] and smooth semantic interpolation [22]. When used in conjunction with GAN inversion techniques, which find the most similar style code given an input image (e.g., [2, 105]), our proposed method can also translate real images at high-resolution.

To enable better manipulations of StyleGAN’s latent codes, we propose a simple extension of Adaptive Instance Normalization (AdaIN) [48], namely Adaptive Layer Normalization (AdaLN). AdaLN normalizes the latent code through Layer Normalization [9] instead of Instance Normalization [124] and goes beyond the assumption of independence between channels by computing the normalization for each sample across all the channels. Quantitative and qualitative results in face manipulations show
that our proposed method outperforms state-of-the-art methods.

Our contributions can be summarized as follows:

- We propose an implicit style function for editing multiple semantics of the input image at once by StyleGAN latent space manipulations. The images generated from the edited latent codes preserve the content/identity of input images while changing the user-specified semantics;

- We propose AdaLN, a simple extension of the popular normalization method AdaIN [48] to enable better arbitrary style transfer in the StyleGAN latent space;

- At the best of our knowledge, we are the first to address multi-domain and multi-modal unsupervised image-to-image translation by a pre-trained and fixed image generator, which allows having image translations at high resolution (i.e., 1024×1024).

5.2 Related Work

Unsupervised MMUIT models aim at learning a mapping between different visual domains unsupervisedly. They require that: 1) the domain-invariant part of the image, also called content, is preserved; 2) the model can map multiple domains; and 3) the output is multi-modal (i.e., diverse translations can be generated with the same input image).

To the best of our knowledge, there are no works, based on pre-trained and fixed unconditional GANs, that simultaneously meet all the requirements of unsupervised MMUIT models. However, we here review the literature of MMUIT models, StyleGAN-based latent space manipulations and StyleGAN-based inversion techniques.
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Image-to-image Translation. Early attempts in Image-to-image Translation are based on paired images [50, 150, 115, 47] and one-to-one domain mappings [149, 49, 65, 101, 86, 131]. More recently, many studies have focused on training a single model that maps images into multiple domains and overcomes the deterministic (i.e., one-to-one) translation often assumed by previous works (e.g., [24, 72, 101]). We refer to these methods as MMUIT models. For example, DRIT++ [66] assumes the existence of a domain-independent (“content”) and a domain-specific (“style”) image representation and obtain this using two separate encoders. Then, DRIT++ allows multi-modal translations injecting random noise in the generation process. GMM-UNIT [75, 74] uses a Variational Auto-Encoder approach [60] where a style encoder maps the image into a Gaussian Mixture Model, from which it is possible to sample multiple different styles to be used in the generation process. StarGAN v2 [25, 78] proposes an architecture composed by a style encoder, which maps an existing image to a style code, and a mapping function, which starts from random noise and a domain code to generate a style code. In doing so, they achieve state-of-the-art performance in high-resolution (i.e., 256 × 256) and diversity of translated images.

The current state-of-the-art models in MMUIT field show results usually at 256 × 256 resolution and require training a generator from scratch. We here aim at enabling high-resolution MMUIT without training a generator.

StyleGAN Latent Space Manipulation. Most conditional GANs are trained at low and medium resolutions (i.e., up to 256 × 256 pixels). Scaling the image generators to higher resolutions to solve specific tasks requires a substantial computational budget. For this reason, scholars have recently started exploring and interpreting the latent code semantics of large unconditional networks for image synthesis such as PGGAN [55] and StyleGAN [56, 57]. The general idea is to adapt unconditional GANs to
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solve specific tasks at high resolution without training task-specific generators [121]. For example, Härkönen et al. [43] identify important latent directions based on Principal Component Analysis (PCA) to control properties such as lighting, facial attributes, and landscape attributes. Shen et al. [112] use an off-the-shelf classifier to find the linear hyperplanes of semantic facial attributes. InterFaceGAN [111, 112] learns the latent semantics through linear hyper-planes, which rely on multiple SVMs that have to be specifically trained on each domain translation. Then, it edits face images moving the latent code with linear transformations. PSP [105] learns an encoder and a mapping function that enables multi-modal domain translations but does not support multi-domain translation. Chai et al. [19] propose to learn an imperfect masked encoder that finds the latent code that best resembles the input masked or coarsely-edited image. Then, it uses the fixed generator to synthesize photo-realistic results showing applications in image composition, image inpainting and multi-modal editing. Finally, StyleFlow [3] proposes to have attribute-controlled sampling and attributed-controlled editing through StyleGAN. They learn a function \( \Phi(z, d) \) to sample StyleGAN latent codes conditioned to a semantic attribute vector, and they allow editing specific blocks of the StyleGAN latent space to edit pre-defined semantic categories.

However, existing latent space manipulation models based on StyleGAN are not suitable for MMUIT tasks. They are either limited on single-attribute at a time (e.g., [112, 111]) or one-domain translations (e.g., [105]). Moreover, they have very limited if no diversity in the manipulations (e.g., [112, 111, 105]) and, more importantly, manipulations along one attribute can easily result in unwanted changes along with other attributes (e.g., identity changes in hair color manipulations). We propose a simple and effective Implicit Style Function to manipulate the StyleGAN latent code and enable MMUIT at high resolution with a pre-trained and fixed
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StyleGAN model.

**GAN inversion in StyleGAN latent space.** Solving the GAN inversion problem is essential to use pre-trained GANs with real images. GAN inversion techniques aim to find the generator’s latent code that best corresponds to a given image.

Existing inversion approaches typically fall into two categories: encoder-based and optimization-based methods. The former [105] uses LBFGS [71] or similar optimizers to find the latent code $z$ that best recovers the image $x$ with $z^* = \arg\min_z (\text{dist}(G(z), x))$ where dist is a metric distance function in the image space. The latter models (e.g., [1, 2, 42]) instead speeds-up the process at inference time by learning an encoder $E$. Then, the optimal $z$ is simply the result of a feed-forward pass through $E$, more formally: $z^* = E(x)$.

**Fusion methods.** A noteworthy application of Image-to-image Translation is image fusion, which aims to exploit images obtained by different sensors to generate better and more robust images. For example, Fusion-GAN [82] focuses on fusing the thermal radiation information in infrared images and the texture detail information in visible images to generate images through a GAN. Pan-GAN [81] instead focuses on fusing the thermal radiation information in infrared images and the texture detail information in visible images to generate images through a GAN. The latter focuses on remote sensing images fusing different layers of information to do pan-sharpening and better preserve the spectral and spatial information in images.

### 5.3 Method

An unconditional generator $G : \mathcal{Z} \rightarrow \mathcal{X}$ learns to synthesize an image $x \in \mathcal{X}$ given a vector $z \in \mathcal{Z}$, lying in a low-dimensional latent space. In
Figure 5.2: We train an Implicit Style Function $\mathcal{M}$ that manipulates a style code $w$ into $w^*$ given a randomly sampled noise $z$ and a semantic attribute label $d$. $\mathcal{M}$ is trained so that the image generated by $G$ should have the semantics specified by $d$ without changing anything along other attributes (e.g., face identity). $G$ is a pre-trained and fixed uncoditional GANs (e.g., StyleGAN). We also train a discriminator $D$ that discriminates between real/fake images and classifies the image attributes.

In this work, we focus on StyleGAN v1 [56] and StyleGAN v2 [57], which first learn a non-linear mapping $f: \mathcal{Z} \rightarrow \mathcal{W}^+$ that outputs $w = f(z) \in \mathbb{R}^{18 \times 512}$, and then generates the image from $\mathcal{W}^+$ space: $x = G(w)$.

We aim at manipulating $w$ such that it follows some user-specified semantic attributes $d \in \mathcal{D} \subset \mathbb{R}^m$ that refer to a $m$-dimensional semantic space, while best preserving the attribute-invariant content (e.g., face identity) of the source images. In other words, we want to learn a non-linear neural Implicit Style Function (ISF) $\mathcal{M}: \mathcal{W}^+ \rightarrow \mathcal{W}^+$ that outputs a manipulated code $w^*$ in which:

1. The output looks realistic. The generated image $x^* = G(w^*)$ should look as realistic as the images generated from non-manipulated latent codes;

2. Generated images exhibit the desired semantics. The translation from $w$ to $w^*$ should be semantically correct;

3. The source content is preserved. A translated image $x^* = G(w^*)$ should maintain the attribute-invariant characteristics of the image
and change only the attribute-specific properties of the source image $x$. For example, in smile $\leftrightarrow$ non-smile translations, $x^*$ should maintain the pose and identity of the source image $x$;

4. *The output is multi-modal*. Translations are inherently ambiguous, thus it is desirable to have a model that generates different, plausible translations. Note that we are not here interested in images whose appearance is almost identical but e.g. individual hairs are placed very differently (such in StyleGAN [56]);

5. *Training is multi-domain*. A single function $\mathcal{M}$ should be able to map each style code into multiple, different domains.

Simultaneously meeting these properties allows to overcome several limits of existing approaches and enable MMUITs using *pre-trained* and *frozen* unconditional GANs.

To fulfill the above properties, we propose a multilayer perceptron (MLP) as Implicit Style Function $\mathcal{M}$, which can be formulated as:

$$ w^* = \mathcal{M}(w, z, d), \quad (5.1) $$

where $\mathcal{M}(\cdot)$ predicts a target latent code $w^*$ from a source latent code $w$, a noise vector $z$ randomly sampled from a standard Gaussian (i.e., $z \sim \mathcal{N}(0, I_n)$), and a target semantic vector $d$. The source latent code $w$ represents the latent code to be manipulated and $z$ ensures the stochasticity of the manipulation process.

In order to learn such $\mathcal{M}$ in an unsupervised scenario, we assume to have a discriminator at training time which consists of two sub-tasks: (1) a binary classifier to distinguish the generated images from realistic images, and (2) a multi-label classifier $f : \mathcal{X} \rightarrow \mathcal{D}$ to distinguish whether the images are with expected visual semantics. Thus, the $\mathcal{M}$ is learnt in an adversarial approach.
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5.3.1 Learning the Implicit Style Function

We propose to train our ISF $\mathcal{M}$ in an adversarial fashion [41] with the help of a multi-task discriminator $D$, which is learned together with $\mathcal{M}$. At training time, we only optimize the parameters in the networks $\mathcal{M}$ and $D$, while we do not update the parameters of the pre-trained generator $G$. Such a strategy helps our method requiring fewer resources than traditional models that train a generator from scratch. The detailed architecture is depicted in Figure 5.2.

We use several objective functions to constraint the training process and learn the ISF $\mathcal{M}$.

**Realism & Semantic Correctness.** Inspired by recent literature (e.g., [24, 78]), we use a discriminator $D$ with two branches namely $D_{\text{cls}}$, devoted to domain classification, and $D_{t/f}$, which learns a binary classification determining whether an image $\mathbf{x}$ is real or fake. More formally, we ensure the realism of the synthesized images through:

$$L_{t/f} = \mathbb{E}_{\mathbf{w}, \mathbf{z}, \mathbf{d}}[\log D_{t/f}(G(\mathbf{w})) + \log(1 - D_{t/f}(G(\mathcal{M}(\mathbf{w}, \mathbf{z}, \mathbf{d}))))].$$

To ensure a manipulated code $\mathbf{w}^* = \mathcal{M}(\mathbf{w}, \mathbf{z}, \mathbf{d})$ generates an image with the specified semantics $\mathbf{d}$, we impose a domain classification loss when optimizing $D$ and $\mathcal{M}$. More formally, $D$ calculates the cross-entropy loss on the generated images over the non-manipulated latent codes by:

$$L_{\text{cls}}^D = \mathbb{E}_{\mathbf{w}, \mathbf{d}_0}[-\log D_{\text{cls}}(\mathbf{d}_0|G(\mathbf{w}))],$$

where $\mathbf{d}_0 = f(G(\mathbf{w}))$ refers to the attribute vector extracted from the image generated from $G(\mathbf{w})$ by utilizing the pre-trained attribute classifiers $f$. We will explain $f$ in the Experiments Section. To learn classifying images, $\mathcal{M}$ tries to minimize the classification error of images generated.
with manipulated latent codes with:

$$L_{\text{cls}}^M = \mathbb{E}_{s,z,d} \left[ - \log D_{\text{cls}}(d|G(\mathcal{M}(s,z,d))) \right]. \quad (5.4)$$

**Content Preservation.** We propose to preserve the content during the latent code manipulation with the following loss:

$$L_{\text{cont}} = \mathbb{E}_{s,z,d} \left[ \psi(G(s), G(\mathcal{M}(s,z,d))) \right], \quad (5.5)$$

where $\psi(x_1, x_2)$ estimates the perceptual distance between image $x_1$ and image $x_2$ using an externally pre-trained network. Eq. (5.5) minimizes the perceptual distance between $G(w)$ and any image generated with a manipulated code (i.e., $G(\mathcal{M}(w,z,d))$). Similarly to Liu et al. [78], Eq. (5.5) implies that some perceptual features should be maintained during the manipulation process. Although different perceptual distances can be used (e.g., the $\ell_2$ distance on VGG features [53]), we implement $\psi(x_1, x_2)$ using the Learned Perceptual Image Patch Similarity (LPIPS) metric [145], which has been proved to be better aligned with the human perceptual similarity.

To further help the network to preserve the content of the input image, we also introduce a **neighbouring constraint**:

$$L_{\text{nb}} = \mathbb{E}_{w,z,d} \left[ \| w - \mathcal{M}(w,z,d) \|_2 \right]. \quad (5.6)$$

Eq. (5.6) is motivated by previous literature that has shown neighbouring latent codes in StyleGAN exhibit similar semantic properties [56, 57].

Finally, we also encourage the **cycle consistency** [149, 24, 25], which is typically used in most MMUIT models, to stabilize the training process. The cycle consistency loss encourages the image generated by the original latent code $w$ and the image synthesized by the latent code mapped back into the original domain $\mathcal{M}(w^*, z, d_0)$ to be as similar as possible. More formally, the cycle consistency loss is:

$$L_{\text{cyc}} = \mathbb{E}_{w,z,d,d_0} \left[ \| G(w) - G(\mathcal{M}(w^*, z, d_0)) \|_1 \right]. \quad (5.7)$$
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Multi-modality. We aim at having multi-modal outputs through the randomly sampled noise $z$ injected in $M$. However, to further encourage $M$ to produce diverse outputs, we employ the diversity sensitive loss [25, 86]:

$$\mathcal{L}_{ds} = \mathbb{E}_{w,d,(z_1,z_2) \sim \mathcal{N}(0, I)}[ \| G(M(w, z_1, d) - G(M(w, z_2, d)) \|_1], \quad (5.8)$$

where $M$ is conditioned on two random noise vectors $z_1$ and $z_2$. We maximize $\mathcal{L}_{ds}$ to have generated images that are as different as possible from each-other. To stabilize the learning process, we linearly decay the weight of the loss to zero during the training.

Overall Objective The full objective functions can be summarized as follow:

$$\min_M \max_D = \lambda_{r/f} \mathcal{L}_{r/f} + \lambda_{cls} \mathcal{L}_{cls} + \lambda_{cont} \mathcal{L}_{cont} + \lambda_{nb} \mathcal{L}_{nb} + \lambda_{cyc} \mathcal{L}_{cyc} - \lambda_{ds} \mathcal{L}_{ds}$$

(5.9)

where $\lambda_{r/f}$, $\lambda_{cls}$, $\lambda_{cont}$, $\lambda_{nb}$, $\lambda_{cyc}$ and $\lambda_{ds}$ are the hyper-parameters for each loss term. We note that the minus term before $\lambda_{ds}$ allows to maximize Equation (5.8).

5.3.2 Injecting the domain and multi-modality

As shown in Figure 5.2, $M$ is implemented through two MLP function $f_1$ and $f_2$ and an AdaLN layer between them, which we explain in this Section. The non-linear $f_1$ function maps the concatenation of a domain vector and a random noise to a hidden latent variable $h = f_1(d \oplus z)$. Then, $h$ goes through AdaLN, which is based on the widely used Adaptive Instance Normalization (AdaIN) [48]. Several state of the art approaches in I2I translation use AdaIN to inject the style features into the generating process and thus transfer the desired style into the output image. AdaIN assumes that images with the same style have a common mean and variance. Thus, existing methods usually extract the channel-wise mean and
variance from images. However, previous literature has shown that the channels in the $W^+$ latent codes of StyleGAN are correlated. For example, Karras et al. [56] has shown that bottom style layers in $W$ (i.e., the first channels of $W^+$) control high-level aspects such as pose, general hair style, face shape, and eyeglasses, middle-layers are about facial features, hair style, eyes open/closed, while higher layers are about color scheme and micro-structure.

Thus, we propose a simple modification to AdaIN by replacing Instance Normalization [124] with Layer Normalization:

$$
\text{AdaLN}(w, \gamma, \beta) = \gamma \frac{w - \mu(w)}{\sigma(w)} + \beta,
$$

where the $\mu(\cdot)$ and $\sigma(\cdot)$ are calculated by the Layer Normalization, $\gamma$ and $\beta$ are parameters generated by a linear mapping function with the input $h$. Layer Normalization [9] computes the normalization for each sample across all the channels, avoiding destroying valuable information in the latent code. The parameters in the AdaLN module are learnt during the training.

The output of AdaLN goes through a second MLP function $f_2$ to obtain the edited style code $w^* = f_2(\text{AdaLN}(w, \gamma, \beta))$.

## 5.4 Experiments

We focus the experiments of the proposed ISF-GAN on StyleGAN v1 [56] and StyleGAN v2 [57], the two most prominent state-of-the-art unconditional GANs. However, we note that our methodology can be applied to several GANs such as PG-GAN [55].

**Baselines.** We compare our proposal with two state-of-the-art methods employing pre-trained and fixed unconditional GAN to manipulate faces: InterFaceGAN [111] and StyleFlow [3]. Moreover, we compare the ISF-
GAN to StarGAN v2 [25] and its smooth extension [78] on gender translation, which are two state-of-the-art methods for MMUITs. We use the officially released code for all the baselines in all these comparisons.

**Datasets.** InterFaceGAN [111] and StyleFlow [3] were trained and tested on different conditions. To have a fair evaluation between the proposed method and the baselines, we collect the following datasets:

- **Set1:** we randomly sample 90K latent codes and collect the corresponding images through StyleGAN v1 [56] pre-trained on FFHQ dataset [56]. Then, we use an off-the-shelf classifier [56] to label each latent code with the corresponding semantic attributes. We randomly split the dataset into 80K and 10K samples for the training and testing sets;

- **Set2:** we collect the dataset released by StyleFlow [3], where 10K training images and 1K testing images are provided with annotated attributes and latent codes for StyleGAN v2 [57] pretrained on FFHQ dataset [56].

In each dataset, we model four key facial attributes commonly-used by InterFaceGAN [111] and StyleFlow [3] for analysis, including gender, smile (expression), age, and eyeglasses. We note that it is easily possible to plug in more semantic attributes as long as an attribute classifier is available.

**Evaluation metrics.** We evaluate both the visual quality and the diversity of generated images using Fréchet Inception Distance (FID) [46], the Learned Perceptual Image Patch Similarity (LPIPS) [145] and the Accuracy, evaluated through an off-the-shelf classifier provided by [56].

Moreover, we propose to use the state-of-the-art face recognition method ArcFace [27] to evaluate the content preservation in MMUITs. We define a new metric called Face Recognition Similarity (FRS) that estimates the similarity between features extracted from two facial images. More for-
mally:

\[
FRS = \mathbb{E}_{s,z,d} \left[ \langle \omega(G(s)), \omega(G(M(s, z, d))) \rangle \right]
\] (5.11)

where \( \omega(\cdot) \) refers to the pre-trained ArcFace network, \( \langle \cdot, \cdot \rangle \) refers to cosine similarity between two input vectors. The extracted face regions are resized to 112\(\times\)112 before being fed into \( \omega \). An high FRS score shows the two faces have more similar identities, which indicates that a model better preserves the identities of faces during image manipulations.

**Training Details.** ISF-GAN is trained for 40K iterations with batch size 4. The training time takes about 16 hours on 4 Tesla V100 GPUs with our implementation in PyTorch [99]. Compared to the state-of-the-art MMUIT model StarGAN v2 [25], the training time is reduced by half while having a much higher resolution (i.e., from 256 \(\times\) 256 to 1024 \(\times\) 1024). We set \( \lambda_{r/f} = 1 \), \( \lambda_{cls} = 1 \), \( \lambda_{cont} = 1 \), \( \lambda_{nb} = 0.1 \), \( \lambda_{cyc} = 1 \) and \( \lambda_{ds} = 2.0 \). We adopt the non-saturating adversarial loss [41] with R1 regularization [91] using \( \gamma=1 \). We use the Adam [59] optimizer with \( \beta_1=0 \) and \( \beta_2=0.99 \). The learning rates for \( M \) and \( D \) are set to \( 10^{-5} \).

**5.4.1 Latent Codes Manipulation**

We start by evaluating the performance of our framework on manipulating StyleGAN latent codes. Given a randomly sampled StyleGAN latent code \( w \) with its corresponding attribute vector \( d \), we choose a desire attribute vector \( d^* \) and use \( M \) to estimate a target \( w^* \). Intuitively, an ideal model should well manipulate the original latent code \( w \) to make the generated image \( x^* = G(w^*) \) with correct semantics. Figure 5.3 suggests that the proposed ISF-GAN correctly learns the different semantics in StyleGAN v1 latent codes and allows to generate realistic translations. Compared to InterFaceGAN, our synthesized faces preserve the identity of the input image better, while correctly lying on the desired semantics. Similarly, as
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Figure 5.3: Visual comparisons between InterFaceGAN [111] and ISF-GAN on various attribute manipulations tested on the Set1.

shown in Figure 5.4, the proposed method not only translate the input images with correct visual semantics but better preserves the face identity also in StyleGAN v2.

As shown in Table 5.1, the overall quantitative evaluation verifies the superiority of the proposed method. The proposed ISF-GAN achieves better performance on FID and LPIPS, which indicates ISF-GAN synthesizes
more realistic images and enables the generation of diverse images. This observation is consistent with the visual comparisons presented in Figure 5.3 and Figure 5.4. Table 5.1 shows that InterFaceGAN scores 0.00 in the LPIPS as the model is deterministic and does not allow diverse translations for the same input code. The only way to have diversity is to generate style latent codes in very close range to the translated latent
code. This way scores 0.06 and 0.05 for Set_1 and Set_2, which is a result comparable to StyleFlow. However, changing the style codes in this way might affect the entire content of the generated image, including the identity of the person. Thus, it is not trivial to have multi-modal translations with InterFaceGAN.

We note that ISF-GAN can modify more than one attribute at a time, as shown in Figure 5.5 while InterFaceGAN \cite{111, 112} relies on multiple learned hyper-planes and requires users to translate multiple attributes in multiple steps (e.g. female→male→smile). StyleFlow \cite{3} can manipulate multiple attributes at a time, but achieves lower accuracy than our model on the domain label used as a target of the translation (see mAcc in Table 5.1).

We also note that we could not test StyleFlow on Set_1 as the authors did not release the model for StyleGAN v1. Thus, we could not have a fair comparison with them.

![Figure 5.5: Visual results on multi-attributes manipulation at a time, where “G”, “EP”, “A” and “EG” refer to gender, expression, age and eyeglasses attributes, respectively.](image)
Table 5.1: Quantitative comparisons on image quality, diversity, content preservation and accuracy of generated images based on pre-trained StyleGAN v1 [56]/v2[57]. The proposed ISF-GAN outperforms all state-of-the-art methods.

<table>
<thead>
<tr>
<th>Model</th>
<th>Set_1</th>
<th></th>
<th></th>
<th></th>
<th>Set_2</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FID↓</td>
<td>LPIPS↑</td>
<td>FRS↑</td>
<td>mAcc↑</td>
<td>FID↓</td>
<td>LPIPS↑</td>
<td>FRS↑</td>
<td>mAcc↑</td>
</tr>
<tr>
<td>StyleFlow [3]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>50.42</td>
<td>0.04</td>
<td>0.62</td>
<td>72.23</td>
</tr>
<tr>
<td>InterFaceGAN [112]</td>
<td>50.89</td>
<td>0.00</td>
<td>0.32</td>
<td>94.17</td>
<td>29.85</td>
<td>0.00</td>
<td>0.66</td>
<td>78.95</td>
</tr>
<tr>
<td>Ours</td>
<td>29.44</td>
<td>0.16</td>
<td>0.75</td>
<td>95.45</td>
<td>23.93</td>
<td>0.22</td>
<td>0.66</td>
<td>96.52</td>
</tr>
</tbody>
</table>

Figure 5.6: Multi-modal results obtained randomly sampling multiple $z$ and collect diverse synthesized images.

Content preservation. Quantitatively evaluating content preservation is very challenging. However, in face translation, the content is mainly related to the identity of people. Thus, we here evaluate whether the identity is preserved during the manipulation tasks. Table 5.1 shows that FRS increases by 121% in InterFaceGAN with Set_1. In Set_2, improvements are only slight perhaps due to the smoother style latent space of StyleGANv2.
Figure 5.6 shows that the identity preservation is also stable when we use randomly sample different noise codes $z$.

**Latent space separation.** The FID, LPIPS and FRS results do not come at the expense of the semantic correctness of generated images. We calculate the classification accuracy of the generated images by using off-the-shelf classifiers, in which the test set is composed of 1,000 positive samples and 1,000 negative samples for each manipulated attribute. In Table 5.1, our proposed method achieves better performance in both the $Set_1$ and $Set_2$. We also compare the semantic accuracy of our method with the baselines Table 5.1. Our proposed method achieves the best performances on almost all of the four attributes. It indicates that ISF-GAN correctly disentangles the different semantics contained in the StyleGAN latent code better than the start-of-the-art methods, thus allowing to synthesize images into the desired semantic specified by attribute vector $d$.

![Figure 5.7: Smooth inter-domain interpolations of our proposed ISF-GAN on various face attributes.](image)

### 5.4.2 Semantic Interpolation

Evaluating semantic interpolations is important for two main reasons. On the one hand, semantic interpolation allows to generate a smooth flow
between two semantics (e.g., males and females), enabling users to generate intermediate images (e.g., non-binary gender or people transitioning gender) that are rarely present in existing datasets. On the other hand, interpolating latent codes allows qualitatively and quantitatively evaluating the smoothness of the latent space.

To semantically interpolate in the StyleGAN space, we first randomly sample a style \( s \), then we manipulate its semantic with \( s^* = M(s, z, d) \), where \( d \) changes exactly one attribute from the attribute vector of \( s \). Then, we linearly interpolate \( T \) equi-distant points along the interpolation line between \( s \) and \( s^* \). Finally, we generate the images in the path: \([G(s_0), G(s_1), \ldots, G(s_T)]\), where \( s_0 = s \) and \( s_T = G(s^*) \).

Figure 5.7 shows multiple semantic interpolations where we change the age, gender, expression and eyeglasses of some randomly sampled StyleGAN latent codes. We observe that the interpolations are very smooth, having almost imperceptible perceptual differences between neighbouring images. More visual comparisons with state-of-the-art are presented in Figure 5.8 and Figure 5.9.

Figure 5.8: Comparisons on gender interpolations between InterFaceGAN [111] and our proposed method tested on Set1. Compared to InterFaceGAN, our method preserves better the face identity along the interpolations.
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Figure 5.9: Comparisons on gender interpolations between InterFaceGAN [111], StyleFlow [3] and our proposed method tested on Set2. Compared to InterFaceGAN and StyleFlow, our method preserves better the face identity along the interpolations.

To quantitatively evaluate the smoothness of interpolated images we rely on the Perceptual Path Length (PPL) [56] and a metric we propose: the Perceptual Interpolation Range (PIR). PPL measures the perceptual variation between pairs of images generated under small perturbations $\epsilon$ in the latent space:

$$PPL = \mathbb{E}_{s, s^*, s, t \sim U(0, 1)} \left[ \frac{1}{\epsilon^2} \Phi(\text{lerp}(s, s^*, t), \text{lerp}(s, s^*, t + \epsilon)) \right]$$  \hspace{1cm} (5.12)

where $\Phi(s_i, s_j) = d(G(s_i), G(s_j))$, and $d(\cdot, \cdot)$ refers to the L2 distance between VGG [116] features.

PIR instead measures the semantic smoothness along the entire interpolation path between two latent codes. Specifically, PIR computes the range between the maximum and the minimum perceptual distance between two consecutive style codes along the interpolation path as $\max_{t=1}^{T} \phi(s_{t-1}, s_t) - \min_{t=1}^{T} \phi(s_{t-1}, s_t)$.
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\[ \min_{t=1} T \phi(s_{t-1}, s_t) \]. Very smooth interpolations between \( s_0 \) and \( s_T \) are expected to have \( \max_{t=1} T \phi(s_{t-1}, s_t) \approx \min_{t=1} T \phi(s_{t-1}, s_t) \), thus resulting in \( PIR \approx 0 \). Interpolations with abrupt changes would have \( \max_{t=1} T \phi(s_{t-1}, s_t) \gg \min_{t=1} T \phi(s_{t-1}, s_t) \), resulting in a high PIR. Since the perceptual distance along the interpolation path might be different depending on the sampled \( s_0 \) and \( s_T \) we normalize the computed range by \( \phi(s_1, s_T) \). Thus:

\[
PIR = \mathbb{E}_{s_1, s_T \sim S} \left[ \frac{\max_{t=1} T \phi(s_{t-1}, s_t) - \min_{t=1} T \phi(s_{t-1}, s_t)}{\phi(s_1, s_T) + \epsilon} \right] \tag{5.13}
\]

where \( \epsilon \) is used for numerical stability. PIR uses the LPIPS \[145\] as the perceptual distance \( d \), as LPIPS has been shown to be well aligned with human perceptual similarity.

Table 5.2 shows the quantitative results of the tested models. Both the PPL and PIR results show that the latent codes of our model are less entangled and that the perceptual path is substantially shorter than InterFaceGAN in \( Set_1 \). Similarly, although the PPL results are comparable between StyleFlow, InterFaceGAN and the proposed ISF-GAN in \( Set_2 \), PIR results suggest that there are less drastic changes between images generated along the interpolation path in ISF-GAN.

Table 5.2: Comparisons on the smoothness of semantic interpolations on gender translation.

<table>
<thead>
<tr>
<th>Method</th>
<th>Dataset</th>
<th>PPL↓</th>
<th>PIR↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>InterFaceGAN [111]</td>
<td>Set(1)</td>
<td>28.76</td>
<td>0.06</td>
</tr>
<tr>
<td>Ours</td>
<td>(10.23)</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>StyleFlow [3]</td>
<td>Set(2)</td>
<td>63.06</td>
<td>0.11</td>
</tr>
<tr>
<td>InterFaceGAN [111]</td>
<td>(60.47)</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>62.06</td>
<td>0.07</td>
<td></td>
</tr>
</tbody>
</table>
5.4.3 Comparisons with Traditional MMUIT Models

We evaluate ISF-GAN with the state-of-the-art model of MMUITs, namely StarGAN v2 [25]. We test all the models on gender translation, following the main results of StarGAN v2.

ISF-GAN achieves better performance compared to StarGAN v2 (20.67
Figure 5.10 shows that ISF-GAN not only generates more realistic images with correct semantics but also preserves better face identity and background. We also compare our model with SmoothLatent [78], which improves StarGAN v2 to have smooth inter-domain interpolations. ISF-GAN achieves better performance compared to SmoothLatent (0.050 vs 0.062 on PIR score). Figure 5.11 shows that the inter-domain interpolations are smoother in both visual semantics and background.

We note that training ISF-GAN requires fewer resources than training StarGAN v2 and its extension.

5.4.4 Manipulating Real Face Images

Figure 5.12: Manipulations of real images from CelebA-HQ [55] through ISF-GAN and an image embedding method [1].

Figure 5.12 shows an example of manipulation of real images. First,
we map the source images into the StyleGAN latent space through Abdal et al. [1], in which they search the latent code that best approximates the given image. Then, we use our model to translate images into multiple semantics. The results show that ISF-GAN can achieve high-quality results with such inverted latent codes of real images. Moreover, it indicates a promising application that ISF-GAN is used in conjunction with an off-the-shelf method to do GAN inversion in StyleGAN (either through an encoder or an optimization method) for unsupervised image-to-image translation.

5.4.5 Beyond Face Translations

To verify the generalization of the proposed method, we apply it to a two-domain image translation (e.g., Cat ↔ Dog) task. We collect a pre-trained StyleGAN v2 on the AFHQ dataset [25] (using only “cat” and “dog” images). The model is trained with images at 256×256 resolution, batch size 8 and 1e5 iterations on 4 Tesla V100 GPUs. Figure 5.13 shows several randomly sampled generated images based on the pre-trained StyleGAN v2.

Similar to the procedure in Section 5.4, we randomly sample 11K latent codes (10K for training and 1K for testing) in the $W^+$ space and collect the corresponding images through the pre-trained GAN. Furthermore, in order to automatically distinguish the cat and dog faces, we also train a two-class classifier (i.e., a standard ResNet-50 [44]) on the AFHQ dataset. Finally, we train the proposed ISF-GAN on such pre-trained GAN and aim to do Cat↔Dog translation. As shown in Figure 5.14, ISF-GAN performs well on this task, which indicates the excellent generalization ability of the proposed method.
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Figure 5.13: Random sampling in the latent space of pretrained StyleGAN v2 on Cat↔Dog dataset [25].

Figure 5.14: Visual results of ISF-GAN for Cat ↔ Dog translations based on a pre-trained StyleGAN v2.
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5.4.6 Ablation Study

We here study the importance of each component of our proposed method. As shown in Table 5.3, the FID, LPIPS, FRS and PIR values for all the configurations where we removed or replaced components of our proposal Table 5.3-A. We repeated the experiments five times to compute the standard deviation of each metric.

First, we observe that FID and FRS significantly decrease by removing the neighbouring constraints $L_{nb}$, but the diversity in the generated images (see Table 5.3-B) is evidently improved. This result suggests that constraining the latent codes to be similar in features to neighbouring latent codes helps disentangle the attributes from the attribute-invariant part of the image, thus improving the content preservation and quality of synthesized images.

Second, when we remove $L_{cont}$, which encourages manipulated images to be perceptually similar to the original image, the LPIPS also improves but FID and FRS decrease. It shows a similar tendency as Table 5.3-B. However, $L_{cont}$ has a more significant effect on the interpolation smoothness compared to $L_{nb}$. This result suggests that perceptual loss is significant for better image quality and content preservation. From qualitative results, we see that $L_{cont}$ helps the ISF-GAN better preserve some distinct face characteristics (e.g., the chin shape). The network without $L_{cont}$ generates more diverse images because it also changes the identity of people.

We also ablate the proposed AdaLN by replacing it with AdaIN. Table 5.3-D shows that all metrics get worse. This suggests that StyleGAN latent codes do not have a channel-wise style distribution and that a channel-wise normalization destroys valuable information in it. Thus, the experiment verifies that the proposed AdaLN is more suitable for manipulating the latent codes of StyleGAN.
Table 5.3: Ablation study on our proposed losses and AdaLN on gender manipulations with $Set_1$.

<table>
<thead>
<tr>
<th>Model</th>
<th>FID</th>
<th>LPIPS</th>
<th>FRS</th>
<th>PIR</th>
</tr>
</thead>
<tbody>
<tr>
<td>A: Our proposal</td>
<td>29.44 ± 0.08</td>
<td>0.16 ± 0.00</td>
<td>0.754 ± 0.005</td>
<td>0.009 ± 0.003</td>
</tr>
<tr>
<td>B: A w/o $L_{nb}$</td>
<td>36.31 ± 0.15</td>
<td>0.29 ± 0.00</td>
<td>0.512 ± 0.001</td>
<td>0.029 ± 0.009</td>
</tr>
<tr>
<td>C: A w/o $L_{cont}$</td>
<td>31.20 ± 0.13</td>
<td>0.29 ± 0.00</td>
<td>0.646 ± 0.003</td>
<td>0.014 ± 0.002</td>
</tr>
<tr>
<td>D: A w AdaIN</td>
<td>30.44 ± 0.13</td>
<td>0.13 ± 0.00</td>
<td>0.695 ± 0.002</td>
<td>0.012 ± 0.003</td>
</tr>
</tbody>
</table>

Finally, we ablate the value of $\lambda_{ds}$, which controls how much the model should focus on diversity. As expected, Table 5.4 shows that the bigger is the value, the higher is the diversity of generated images. However, we also see that the changes on FID, FRS and PIR seem to be negatively correlated with the changes on LPIPS. This result is explained by the image quality and diversity trade-off previously discussed in [78]. It is easier for the model to collapse to images very similar to the target domain, thus obtaining a lower FID and LPIPS, than creating very diverse images that sometimes contain features (e.g., a lot of different hairstyles) that are not present in the source domain images.

In our paper, we chose to have a higher FID but having higher LPIPS. However, we note that our improvements in FID from the state of the art models are still substantial, as depicted in Table 5.1.

Table 5.4: Image quality - diversity trade-off on $Set_2$.

<table>
<thead>
<tr>
<th>Model</th>
<th>FID</th>
<th>LPIPS</th>
<th>FRS</th>
<th>PIR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our proposal w $\lambda_{ds} = 0.2$</td>
<td>22.60</td>
<td>0.05</td>
<td>0.76</td>
<td>0.05</td>
</tr>
<tr>
<td>Our proposal w $\lambda_{ds} = 1$</td>
<td>23.64</td>
<td>0.16</td>
<td>0.67</td>
<td>0.06</td>
</tr>
<tr>
<td>Our proposal w $\lambda_{ds} = 2$</td>
<td>23.93</td>
<td>0.22</td>
<td>0.66</td>
<td>0.07</td>
</tr>
</tbody>
</table>
5.5 Conclusion

In this paper, we propose an Implicit Style Function to manipulate the semantics of StyleGAN latent codes. We show that our approach enables multi-modal manipulations controlled by an attribute vector through qualitative and quantitative results. Moreover, these manipulations are smoother than the state-of-the-art approaches and better preserve the attribute-invariant visual parts of the original latent code. Altogether, our experimental results show that our model represents a competitive approach for applying pre-trained and fixed large-scale generators to Multi-modal and Multi-domain Unsupervised Image-to-image Translation tasks.
Chapter 6

Conclusion and Future Work

Unsupervised image-to-image translation (UNIT) aims at learning a mapping between several visual domains by using unpaired training images. Recent work has shown remarkable performance on various tasks (e.g., scene translation (segmentation map ↔ street view image), attribute manipulation (gender translation for faces), style transfer (winter ↔ summer)). In this thesis, we have explored four vital issues in the multi-modal and multi-domain unsupervised image-to-image translation (MMUIT) task.

In Chapter 2, we propose a method named GMM-UNIT to train only a single model to achieve multi-modal and multi-domain UNIT, which is based on a content-attribute disentangled representation where the attribute space is fitted with a GMM. Each GMM component represents a domain, and this simple assumption has two prominent advantages. First, it can be easily extended to most MMUIT tasks. Second, the continuous domain encoding allows for interpolation between domains and for extrapolation to unseen domains and translations.

In Chapter 3, we extend the GMM-UNIT to a challenging scenario to interpret the multi-media input (i.e., text and images). Here the model not only has to learn the manipulation without the ground truth of the desired output but also has to deal with the inherent ambiguity of nat-
ural language. To achieve these goals, we propose a novel unsupervised approach, based on image-to-image translation, that alters the attributes of a given image through a command-like sentence such as “change the hair color to black”. Our proposed model disentangles the image content from the visual attributes, and it learns to modify the latter using the textual description, before generating a new image from the content and the modified attribute representation. Because text might be inherently ambiguous (blond hair may refer to different shadows of blond, e.g. golden, icy, sandy), our method generates multiple stochastic versions of the same translation.

In Chapter 4, we propose a new training protocol based on three specific losses which help a translation network to learn a smooth and disentangled latent style space in which: 1) Both intra- and inter-domain interpolations correspond to gradual changes in the generated images and 2) The content of the source image is better preserved during the translation. Moreover, we propose a novel evaluation metric to properly measure the smoothness of latent style space of I2I translation models. The proposed method can be plugged into existing translation approaches, and our extensive experiments on different datasets show that it can significantly boost the quality of the generated images and the graduality of the interpolations.

In Chapter 5, we propose an implicit style function (ISF) to straightforwardly achieve multi-modal and multi-domain image-to-image translation from pre-trained unconditional GANs. The ISF manipulates the semantics of an input latent code to make the image generated from it lie in the desired visual domain. Our results in the human face and animal manipulations show significantly improved results over the baselines. Our model enables cost-effective multi-modal unsupervised image-to-image translations at high resolution using pre-trained unconditional GANs.

Recently, Visual Transformers (VTs) have drawn booming attention in
the computer vision community. Particularly, they have been achieving significant improvements on image classification [30, 122, 79], object detection [18, 79], semantic segmentation [129, 79] and even some low-level vision tasks [70]. We have been also exploring this field in our present and future work:

- Efficient training VTs on small datasets without expensive pre-training. We empirically analyze different VTs, comparing their robustness in a small training set regime, and we show that, despite having a comparable accuracy when trained on ImageNet [108], their performance on smaller datasets can be largely different. Moreover, we propose an auxiliary self-supervised task which can extract additional information from images with only a negligible computational overhead. This task encourages the VTs to learn spatial relations within an image and makes the VT training much more robust when training data is scarce. Our task is used jointly with the standard (supervised) training and it does not depend on specific architectural choices, thus it can be easily plugged in the existing VTs. We have verified this direction in our latest publication [77].

- Interpreting the self-attention mechanism to have better content-aware self-attention heads. We propose a regularization method based on a spatial formulation of the information entropy. By minimizing the proposed spatial entropy, we explicitly ask the VT to produce “spatially ordered” attention maps, this way including an object-based prior during training. In extensive experiments, we show that the proposed regularization approach is beneficial with different training scenarios, datasets, downstream tasks and VT architectures.

- Exploring the super-resolution task with VTs as backbones to extract better features. Exploring the latent space of well-trained generative
models have achieved great success for face super-resolution (FSR). However, there is always a trade-off issue between the pixel-wise alignment and perceptual similarity in these methods. In the meanwhile, Reference-based Super-Resolution (Ref-SR) methods have shown another promising direction to enhance a low-resolution (LR) image by transferring the details from a high-resolution (HR) reference image. Although it alleviates the trade-off issue, it requires a manually selected reference image with similar content as the LR image. Instead of using GAN-inversion methods to generate the HR target images directly, we only generate neighboring reference images which are close to the target HR images in the latent space. With a coarse SR image recovered from a basic SR network and the neighboring high-quality synthesized references, our reference attention Transformer (RA-Transformer) can generate more realistic super-resolved images with better performance on both pixel-wise alignment and perceptual similarity.
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