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Abstract—Lung ultrasound (LUS) is nowadays gaining growing attention from both the clinical and technical world. Of particular interest are several imaging-artifacts, e.g., A- and B-line artifacts. While A-lines are a visual pattern which essentially represent a healthy lung surface, B-line artifacts correlate with a wide range of pathological conditions affecting the lung parenchyma. In fact, the appearance of B-lines correlates to an increase in extravascular lung water, interstitial lung diseases, cardiogenic and non-cardiogenic lung edema, interstitial pneumonia and lung contusion. Detection and localization of B-lines in a LUS video are therefore tasks of great clinical interest, with accurate, objective and timely evaluation being critical. This is particularly true in environments such as the emergency units, where timely decision may be crucial. In this work, we present and describe a method aimed at supporting clinicians by automatically detecting and localizing B-lines in an ultrasound scan. To this end, we employ modern deep learning strategies and train a fully convolutional neural network to perform this task on B-mode images of dedicated ultrasound phantoms in-vitro, and on patients in-vivo. An accuracy, sensitivity, specificity, negative and positive predictive value equal to 0.917, 0.915, 0.918, 0.950 and 0.864 were achieved in-vitro, respectively. Using a clinical system in-vivo, these statistics were 0.892, 0.871, 0.930, 0.798 and 0.958, respectively. We moreover calculate neural attention maps that visualize which components in the image triggered the network, thereby offering simultaneous weakly-supervised localization. These promising results confirm the capability of the proposed method to identify and localize the presence of B-lines in clinical lung ultrasonography.

Index Terms—Lung Ultrasound Imaging, B-lines, Deep Learning, Class Activation Mapping

I. INTRODUCTION

Despite the strong artefactual nature of lung ultrasound images, which is due to the combined presence of air and soft tissue in the field of view and by the lack of signal processing techniques designed around the peculiarities of lung tissue, the application of ultrasound imaging to the diagnosis and monitoring of lung diseases is nowadays receiving growing attention from both the clinical and technical world. Specifically, well defined imaging artifacts are of great clinical interest, e.g., A- and B-line artifacts [1], [2], [3], [4], [5], [6], [7]. A-lines can be described as multiple equidistant hyper-echoic horizontal lines, which are generally visualized across the entire image and that are parallel to the pleura-line. Essentially, they represent the normal pattern of the lung if pneumothorax is excluded. The genesis of A-lines is explainable by the fact that a healthy lung, formed by a cloud of closely packed 200-300 microns large air-bubbles (i.e. the alveoli), behaves essentially as a perfect reflector to ultrasound waves [4], [5]. Consequently, the ultrasound pulse emitted by the probe can be reflected multiple times between the probe and the soft-tissue/air interface, i.e. the pleura-line, before its amplitude is such that is no longer sufficient to be visualized in the ultrasound image. Differently, B-line artifacts, defined as hyper-echoic vertical artifacts that originate from a point along the pleura-line and lie perpendicular to the latter, show a high correlation with a wide range of pathological conditions of the lung. Their presence has been linked to an increase in extravascular lung water, interstitial lung diseases, cardiogenic and non-cardiogenic lung edema, interstitial pneumonia and lung contusion [1], [3], [4], [5]. In all these conditions, the normal structure of the lung is modified, and the size and spatial distribution of the air spaces are altered.

In working conditions where the time to evaluate the ultrasound videos in search of B-lines is scarce, a tool able to support the clinicians in this task may reveal extremely helpful. To this end, we employ modern deep learning strategies and train a fully convolutional neural network to perform this task. Weakly-supervised B-line localization is then performed by calculating neural attention maps through class-activation-mapping [8]: only information on the presence or absence of B-lines in a given frame is provided for learning, after which the method automatically derives a map indicating the location of the artifact in the frame. This map reflects the importance of a given pixel with respect to the classification process of that frame as a frame with or without B-lines. The method is first tested on B-mode images of dedicated ultrasound lung-mimicking phantoms able to reproduce A- and B-lines artifacts [9]. Then, results on a set of clinical B-mode images are shown, which confirm the capability of the proposed method to identify the presence of B-lines also in clinical data.

In the literature, different automated approaches have been proposed for B-line detection [10], [11], [12], [13]. Others have applied a data-driven approach and opted to, e.g., leverage a single-shot convolutional neural network to predict bounding boxes for B-lines [14]. The authors train their network on swine lung pathology models with full expert annotations of these bounding boxes. A similar approach was then used to diagnose pneumonia in patients [15]. In contrast,
the method we present in this paper is the first to explore weakly-supervised deep learning techniques, requiring only a single label per frame for training, and that has been applied and tested both in-vitro and in-vivo [16]. Notably, the proposed method enables B-line detection in real-time, reaching an inference rate of 276 frames/second when exploiting GPU acceleration (Titan Xp, NVIDIA).

Beyond the intuitive task of detecting and localizing B-lines for the purpose of clinical assessment, the presented approach can also serve as a region-of-interest selector for further quantitative analysis of segments in the ultrasound data that contain the most relevant information [9]. This does not only reduce the computational load of such operations, and thus the time needed to present a result to the clinician, it may also aid the specificity of the system by automatically discarding irrelevant signals.

The paper is organized as follows. In sections II-A to II-B2, the phantom design, the ultrasound equipment and data acquisition protocol are described. Then, in sections II-C and II-D, the adopted neural network architecture and training strategy are presented. Our approach to weakly-supervised localization from supervised detection is given in section II-E. The results are presented in section III, and finally, in section IV these results are discussed and conclusions derived.

II. METHODS

A. Lung Mimicking Phantoms

Two different populations of mono-disperse air-filled micro-bubbles having diameter equal to 170 and 80 μm, respectively, were used to fabricate two distinct populations of lung mimicking phantoms. Both sizes were chosen to attain a cluster of air-bubbles which were smaller in size than a normal alveolar sac, whose diameter is approximately 280 μm [17], thus mimicking a pathological condition where a reduction of the volume of the air spaces is induced by, e.g. the presence of liquid, blood, contusion. The micro-bubbles were generated using the MicroSphere Creator (Tide Microfluidics, Enschede, the Netherlands) and were used to form bubble clouds trapped in tissue mimicking gel. Five phantoms were fabricated with each micro-bubble population [9].

B. Ultrasound data acquisition

1) ULA-OP in-vitro data: Standard B-mode ultrasound videos of the tissue mimicking phantoms were obtained using the ULA-OP [18] research platform and the LA533 (Esaote, Florence, Italy) linear-array probe. A center frequency of 4.5 MHz and a 0.5-μS Gaussian pulse, and a 64 elements sub-aperture (both in transmit and receive mode) were used for imaging. Similarly to a standard clinical examination, the ultrasound videos were acquired by manually operating the ultrasound probe, and the tissue mimicking phantoms were scanned as to cover the entire bubble cloud (2 to 3 cm in diameter). These phantoms showed capable to reproduce the typical A- and B-line artifacts observable in lung ultrasound images [9]. Figure 1 shows how the phantoms were fabricated, together with examples of ultrasound images showing A- and B-line artifacts, respectively. Ten phantoms were scanned, generating 10 ultrasound videos for a total of 3162 frames, which were stored for further analysis. Subsequently, video-frames were labeled as either ‘B-line’ or ‘no B-line’ by a clinical lung ultrasound expert with 20 years of experience. Four of these data-sets were used as a hold-out test set for evaluation of detection performance. All acquired B-mode scans were re-scaled to 256×256 pixels and normalized between 0 and 1 prior to the analysis.

2) ULA-OP in-vivo data: The same instrumentation and imaging modality as described above was used to acquire ultrasound videos in a clinical setting. Data as acquired from 10 patients (obtained within the study number 1089 comitato etico sperimentazione clinica CEAVNO [ethical committee for clinical trial]) were used to test the performance of the algorithm described in this work. In total, 15 ultrasound videos for a total of 1552 frames were used for the analysis and labeled according to II-B. Nine scans obtained from six patients were used for training, while six scans from the four other patients were used as a separate hold-out test set. As before, all acquired B-mode scans were re-scaled to 256×256 pixels and normalized between 0 and 1.

3) Toshiba in-vivo data: In addition, we acquired freehand ultrasound videos (from the same patient group as described above) with a commercial clinical system, i.e. the Aplio XV (Toshiba, Tokyo, Japan) scanner. The system was used together with an 11L5 linear-array probe, recording a total of 4218 frames across 12 scans. Of these, 7 were used for training, and the remaining 5 for testing. All acquired B-mode scans were re-scaled to 256×352 pixels and normalized between 0 and 1.

C. Neural network architecture for B-line detection

We designed a convolutional neural network (CNN) [19] consisting of 6 convolutional blocks, each comprising two convolutional layers and a 2×2 max pool operation. Convolutional layers were followed by a ReLU activation to introduce nonlinearity while mitigating vanishing gradients [20]. The output of this sequence of nonlinear convolutional transformations was then spatially average-pooled to yield a single feature-vector representation per image. This feature vector was then processed by two fully-connected layers followed by a Softmax activation to assign scores to the two classes (B-line or no B-line present). An overview of the network architecture is given in Figure 2 and further detailed in Table I. The use of global aggregation (through pooling) after the convolutional layers promotes learning of a set of explicit feature detectors of which the activation in the resulting feature maps relates directly to the two output classes via the subsequent fully connected layers. These feature maps, and their relation with the Softmax score for the positive class (B-line present in the image) will then be used for localization, as described in Section II-E.

D. Training strategy

A training batch consisted of 32 randomly selected images containing B-lines, and 32 others without, which were then
Figure 1: Micro-bubble microscope images of population 1 and 2 (top left), together with a drawing and a picture of a phantom (top right). The direction of the depth coordinate with respect to the phantom structure is also indicated. Examples of ultrasound images obtained from different phantoms and showing A- (bottom left) and B-line (bottom-right) artifacts are also shown.

Figure 2: Overview of the proposed method for B-line detection and weakly-supervised localization through class activation mapping. The latter is a relevance-weighted combination of the convolutional feature maps, with the weights dictated by the gradients of features (global-average-pooled feature maps) with respect to the positive class.
heavily manipulated on-line to attain high data diversity during training, and therewith generalization at inference. This manipulation included varying degrees of affine transformations, elastic warping, cropping, and blurring, and contrast distortion.

![Figure 3: Receiver-operator-characteristics (ROC) curve area (AUC) on the ULA-OP in-vivo test set as a function of train iterations. An AUC equal to 1 implies an ideal performance, where both Sensitivity and Specificity are equal to 1.](image)

**Table 1: Architectural details of the adopted convolutional neural network for B-line detection.**

<table>
<thead>
<tr>
<th>#</th>
<th>Type</th>
<th>Kernel dim</th>
<th>Activation</th>
<th>Output shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Convolutional</td>
<td>3 x 3</td>
<td>ReLU</td>
<td>(256,256,32)</td>
</tr>
<tr>
<td>2</td>
<td>Convolutional</td>
<td>3 x 3</td>
<td>ReLU</td>
<td>(256,256,32)</td>
</tr>
<tr>
<td>3</td>
<td>Max pooling</td>
<td>2 x 2</td>
<td>-</td>
<td>(128,128,32)</td>
</tr>
<tr>
<td>4</td>
<td>Convolutional</td>
<td>3 x 3</td>
<td>ReLU</td>
<td>(128,128,64)</td>
</tr>
<tr>
<td>5</td>
<td>Convolutional</td>
<td>3 x 3</td>
<td>ReLU</td>
<td>(128,128,64)</td>
</tr>
<tr>
<td>6</td>
<td>Max pooling</td>
<td>2 x 2</td>
<td>-</td>
<td>(64,64,64)</td>
</tr>
<tr>
<td>7</td>
<td>Convolutional</td>
<td>3 x 3</td>
<td>ReLU</td>
<td>(64,64,64)</td>
</tr>
<tr>
<td>8</td>
<td>Convolutional</td>
<td>3 x 3</td>
<td>ReLU</td>
<td>(64,64,64)</td>
</tr>
<tr>
<td>9</td>
<td>Max pooling</td>
<td>2 x 2</td>
<td>-</td>
<td>(32,32,64)</td>
</tr>
<tr>
<td>10</td>
<td>Convolutional</td>
<td>3 x 3</td>
<td>ReLU</td>
<td>(32,32,64)</td>
</tr>
<tr>
<td>11</td>
<td>Convolutional</td>
<td>3 x 3</td>
<td>ReLU</td>
<td>(32,32,64)</td>
</tr>
<tr>
<td>12</td>
<td>Max pooling</td>
<td>2 x 2</td>
<td>-</td>
<td>(16,16,64)</td>
</tr>
<tr>
<td>13</td>
<td>Convolutional</td>
<td>3 x 3</td>
<td>ReLU</td>
<td>(16,16,128)</td>
</tr>
<tr>
<td>14</td>
<td>Convolutional</td>
<td>3 x 3</td>
<td>ReLU</td>
<td>(16,16,128)</td>
</tr>
<tr>
<td>15</td>
<td>Max pooling</td>
<td>2 x 2</td>
<td>-</td>
<td>(8,8,128)</td>
</tr>
<tr>
<td>16</td>
<td>Convolutional</td>
<td>3 x 3</td>
<td>ReLU</td>
<td>(8,8,128)</td>
</tr>
<tr>
<td>17</td>
<td>Convolutional</td>
<td>3 x 3</td>
<td>ReLU</td>
<td>(8,8,128)</td>
</tr>
<tr>
<td>18</td>
<td>Average pooling</td>
<td>8 x 8</td>
<td>-</td>
<td>128</td>
</tr>
<tr>
<td>19</td>
<td>Fully-connected</td>
<td>-</td>
<td>ReLU</td>
<td>256</td>
</tr>
<tr>
<td>20</td>
<td>Fully-connected</td>
<td>-</td>
<td>Softmax</td>
<td>2</td>
</tr>
</tbody>
</table>

As well as the addition of normally distributed white noise. We regularized the model by using dropout during training, with neurons dropped with a probability of 0.5 in dense layers, and a probability 0.3 in convolutional layers [21]. The model acts as an ensemble of models during testing. The neural network parameters were then learned by maximizing log-likelihood using the Adam [22] optimizer with a learning rate of $1e^{-3}$, stochastically minimizing the cross-entropy between annotated labels and predictions.

### E. Weakly-supervised localization by class-activation mapping

Class activation mapping (CAM) enables interpretation of CNN predictions by revealing regions in the image that trigger a specific classification decision. Since B-lines are local image phenomena, we here exploit CAM to perform weakly-supervised B-line localization directly from the class annotations, without requiring e.g. fully annotated segmentations. To this end, we specifically leverage gradient-weighted CAM (grad-CAM) [8], a broadly applicable variant of CAM for which we first compute the gradients of the positive class score $y_{pos}$ with respect to the pixels in each image feature map, as obtained after the last convolutional layer in the CNN. Their spatial averages reflect the importance of the $k^{th}$ feature map $A_k$ for B-line detection, captured by the weights $w_k$:

$$w_k = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} \frac{\partial y_{pos}}{\partial A_k(i,j)},$$

where $M$ and $N$ denote respectively the width and height of the maps. For the architecture defined in Table I, $M$ and $N$ are both 8. The weights are then used to construct a class activation map $C$ for every input image, being an importance-weighted combination of the corresponding CNN feature maps followed by a ReLU activation, further scaled by the class scores to reflect the overall B-line likelihood:

$$C = y_{pos} \text{ReLU} \left( \sum_{k=0}^{K-1} w_k A_k \right),$$

where $K$ denotes the amount of feature maps, here being 128 (see Table I). We expect the feature maps to reflect specific visual patterns, with each pixel activated by the presence of such a pattern (e.g. the reverberant appearance of a B-line) within its receptive field [8].

### III. Results

Model convergence for the ULA-OP data is indicated in Figure 3, displaying the Receiver-Operator-Characteristics (ROC) curve area for B-line detection on the test set as a function of the number of train iterations. Saturating at around 0.9, perfect classification is not achieved for the test set, for a large part attributed to the ambiguity of classifying and annotating frames around the onset and fading of B-lines. Similar results have been obtained for the Toshiba data.

Several illustrative B-mode images from four phantoms in the hold-out test set are given in Figure 4, clearly displaying the B-line artifacts. Qualitatively, detected B-lines are
adequately localized through CAM. When B-lines are less prominent, e.g. when moving out of plane, activation maps also display a reduced intensity, following the fading of the artifact (Figure 4a).

In Figures 6 and 7, we show how this translates towards clinical application using the two different ultrasound scanners - the ULA-OP research platform and a clinical Toshiba system, respectively - displaying how the proposed method enables robust detection and simultaneous weakly-supervised localization of B-lines, not requiring expert-annotated segmentation or delineation. The performance characteristics of both scanners are visualized in Figure 5 through ROC curves.

Table II provides an overview of the overall frame-wise classification performance, reaching an in-vitro accuracy, sensitivity and specificity of 0.917, 0.915, and 0.918, respectively. These numbers are 0.839, 0.786, and 0.868 for the ULA-OP in-vivo measurements, and 0.892, 0.871, 0.930 for the Toshiba in-vivo scans. Sensitivity and specificity are well-balanced, which can be attributed to training on batches with an equal amount of samples from both classes. The B-line detection rate as assessed by a clinical lung ultrasound specialist using the entire CAM videos was as high as 91.25%. For the Toshiba in-vivo data, we performed an additional 3-fold cross-validation (each fold consisting of 8 train sets and 4 test sets), yielding an average accuracy, sensitivity, specificity, and area under the ROC curve of 0.832, 0.856, 0.697, and 0.874, respectively.

Higher resolution class activation maps can be obtained by using a convolutional architecture that exhibits less pooling (downsampling) prior to global average pooling of the feature maps. Figure 8 shows such maps for a network in which the last 2 max pooling layers (see Table I) have been removed, illustrating how this permits detection of multiple B-lines.

IV. CONCLUSIONS AND DISCUSSION

Lung ultrasound imaging is nowadays an established tool used to evaluate the condition of the lung [3]. Notwithstanding the poor understanding on the actual mechanism behind the formation of the artefactual patterns that appear in lung ultrasound

<table>
<thead>
<tr>
<th>Dataset</th>
<th>ACC</th>
<th>SEN</th>
<th>SPC</th>
<th>NPV</th>
<th>PPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>ULA-OP in-vitro</td>
<td>0.917</td>
<td>0.915</td>
<td>0.918</td>
<td>0.950</td>
<td>0.864</td>
</tr>
<tr>
<td>ULA-OP in-vivo</td>
<td>0.839</td>
<td>0.786</td>
<td>0.868</td>
<td>0.882</td>
<td>0.763</td>
</tr>
<tr>
<td>Toshiba in-vivo</td>
<td>0.892</td>
<td>0.871</td>
<td>0.930</td>
<td>0.798</td>
<td>0.958</td>
</tr>
</tbody>
</table>

Figure 4: B-mode input data (top) and corresponding class activation maps (CAM) of B-line detection by the deep neural network for in-vitro acquisitions in 4 test phantoms (a-b). Blue boxes indicate detection.

Figure 5: Receiver-operator-characteristics (ROC) curve for the ULA-OP and Toshiba in-vivo test sets, respectively.
Figure 6: B-mode input data (top) and corresponding class activation maps (CAM) of B-line detection by the deep neural network for in-vivo acquisitions in 4 test patients (a-d). The activation map intensity indicates how relevant a specific pixel was for classifying the frame as one that contains a B-line, and therefore serves as a proxy for local B-line presence. Blue boxes indicate frame-based detection. The white arrow indicates a B-line in a wrongly classified image, which nevertheless appears (though less pronounced) in the CAM. See supplementary materials for the corresponding videos.

Figure 7: B-mode input data (top) and corresponding class activation maps (CAM) of B-line detection by the deep neural network for an illustrative in-vivo sweep using the clinical Toshiba ultrasound system, showing how B-lines that enter the imaging plane are well-indicated by the proposed method. Blue boxes indicate detection. See supplementary materials for the corresponding video.

images in the presence of an alteration of the lung structure, the simple identification and localization of such patterns (e.g. B-lines) is already providing important diagnostic information for the clinician.

In this paper, we present an image analysis method based on
convolutional neural networks, which was developed to detect and localize B-lines in an ultrasound video. The method was tested both on \textit{in-vitro} and \textit{in-vivo} data, with good results in terms of accuracy, sensitivity, specificity, negative and positive predictive value. \textit{In-vivo} experiments were performed using two different scanners: a research platform (ULA-op) and a clinical system (Apio XV, Toshiba). On the former, we observed a performance drop compared to the \textit{in-vitro} performance of the high-end clinical system (Aplio XV, Toshiba). This adds additional complexity and variability to the patterns present in the image. Overall the inferior performance on \textit{in-vivo} data may be related to the physical limitations of the phantom model. However, when assessing \textit{in-vivo} performance on the clinical system, we observed retention of the original \textit{in-vitro} scores, yielding an ROC curve area of 0.957 compared to 0.909 on the research platform. We hypothesize that the higher image quality of this high-end clinical system plays an important role in achieving this performance gain.

Notably, the proposed method enables B-line detection in real-time, reaching an inference rate of 276 frames/second when exploiting GPU acceleration (Titan Xp, NVIDIA). Limitations of this study include the small number of patients enrolled from one single center (10) and the small number of videos analyzed (27).

The presented method for localization is ‘weakly supervised’, i.e. only image-based class labels were used to achieve localization, thereby alleviating annotators from the tedious and time-consuming task of manual delineation and segmentation of the B-lines. Relying only on image-level classes moreover mitigates the influence of inter- and intra-annotator variability in delineation, which may benefit training of the neural network and its robustness at inference. In [23], segmentation of ambiguous (but plausible) delineations from multiple readers was managed through the use of a generative segmentation model. Here we implicitly produce localizations by leveraging gradient-based class activation mapping [8]. A similar approach to weakly-supervised segmentation was presented in [24].

Spotting and identifying the part of the images where a B-line artefact is present can serve not only the clinician’s workflow, but also enable dedicated region-of-interest-based processing of a subset of data to extract additional quantitative information of clinical relevance [9], [25]. In fact, the specificity of lung ultrasound B-lines is suboptimal: in addition to pulmonary congestion, these are visible in pulmonary fibrosis, flogistic or granulomatous lung interstitial diseases, atelectasis, lymphangitis, lung contusion, cardiac failure and acute respiratory distress syndrome. Dedicated signal processing approaches may instead have the power to discriminate between different pathological conditions [9]. Future work will focus on the characterization and differentiation of the detected B-line artifacts to enable adequate phenotyping of various lung pathologies [5]. Of particular interest is the development of a method able to automatically differentiate between pathological conditions where the original lung structure is altered but substantially intact (e.g. cardiogenic pulmonary edema) from conditions where the lung structure is not anymore anatomically intact (e.g. acute respiratory distress syndrome) [26].
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