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Abstract—In this paper, we propose a new pan-sharpening 
method that disentangles low spatial resolution multispectral 
(LRMS) and panchromatic (PAN) images in terms of 
sensor-specific features and common features. These features are 
obtained by defining mutual information-based transformers 
designed to achieve disentangled learning. In the proposed 
method, LRMS and PAN images are cross-reconstructed by 
cross-coupled transformers to facilitate the disentanglement of the 
common features and sensor-specific features. To ensure 
compatibility among the disentangled features, 
self-reconstructions of LRMS and PAN images are imposed on 
them, and source images are reconstructed by self-coupled 
transformers. In addition to the reconstruction-guided 
disentangled learning, we maximize the mutual information (MI) 
between the common features of LRMS and PAN images to 
improve the correlation of the common features from different 
images. We also minimize the MI between the common features 
and sensor-specific features from the same image to reduce the 
redundancy among them. Through the reconstruction and 
disentangled representation of source images, sensor-specific 
features and common features can be decomposed efficiently. 
Finally, all disentangled features are integrated by a fusion 
transformer to generate the high spatial resolution multispectral 
image. Experiments on different datasets demonstrate that the 
proposed method produces competitive fusion results. The code is 
available at https://github.com/RSMagneto/DRFormer. 
 

Index Terms—Pan-sharpening, disentangled representation, 
mutual information, transformer, remote sensing image. 

I. INTRODUCTION 

EMOTE sensing images with high spatial and spectral 
resolutions contain abundant information about ground 

objects. The rich texture, shape, and color characteristics in 
these images offer sufficient foundations for the efficient 
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implementations of downstream tasks, such as environmental 
monitoring [1] and land survey [2]. However, owing to the 
technical limitations of imaging sensors, it is difficult to acquire 
remote sensing images with high spatial and spectral 
resolutions [3]. Most of the satellites, such as QuickBird and 
WorldView-3, can collect a high spatial resolution 
panchromatic (PAN) image and a low spatial resolution 
multispectral (LRMS) image at the same time. To generate the 
high spatial resolution multispectral (HRMS) image, 
pan-sharpening techniques are advanced to integrate the spatial 
and spectral information in PAN and LRMS images. 

At present, the deep neural network (DNN) era has brought a 
new generation of pan-sharpening methods, and various 
advanced DNNs are applied to this task. For example, Sheng et 
al. [4] proposed a unified pansharpening model based on 
few-shot learning. Zheng et al. [5] introduced an uncertainty 
mechanism to capture the spatial-variant distributions between 
source images. In addition, variation optimization is also 
incorporated with DNNs for better modeling of spatial and 
spectral priors [6]-[9]. For instance, Wu et al. [6] derived an 
iterative algorithm for the variational model and introduced a 
DNN to learn the details to be injected. Yan et al. [7] built a 
variation model for pan-sharpening and unfolded its 
optimization algorithm as a cascaded memory-augmented 
network. Yang et al. [8] proposed a variational network for 
fusion, in which the deep prior regularized variational fusion 
model was solved by the half-quadratic splitting algorithm. 
Thanks to the powerful learning capability, DNN-based 
methods characterize the spatial and spectral features in LRMS 
and PAN images more efficiently and produce state-of-the-art 
fusion results. However, the information content existing in 
extracted features is not analyzed insightfully. 

As LRMS and PAN images are collected from the same 
scene, both of them tend to contain some common features, 
such as contours and shapes. In Fig. 1, we can see that the 
common features from LRMS and PAN images are highly 
correlated. In addition to the common features, LRMS and 
PAN images contain sensor-specific features since they 
represent the scene information from different perspectives and 
are acquired by different imaging sensors. The abundant spatial 
details in the PAN image are regarded as sensor-specific 
features. For instance, the sensor-specific features of the PAN 
image in Fig. 1 contain a large number of subtle edges or 
textures. Compared with the PAN image, the sensor-specific 
features of the LRMS image are related to spectral information. 
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The sensor-specific features and common features are distinct 
in terms of both information content and redundancy among 
them. Therefore, to reduce the redundancy among features 
extracted by DNNs, it is necessary to disentangle the common 
features and sensor-specific features in LRMS and PAN images 
for a better reconstruction of the fused image. 
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Fig. 1. Example of sensor-specific features and common features in LRMS and 

PAN images. 

Disentangled representation aims to explore the 
low-dimensional representations of data and discover different 
underlying factors of data variations. Thanks to its 
interpretability, disentangled representation has been 
developed a lot [10]-[11]. In the image fusion field, Xu et al. 
[12] separated the visible and infrared images into the scene- 
and sensor-related representations through different encoders. 
Hong et al. [13] proposed a decoupled-and-coupled network to 
divide MS and hyperspectral images into common components 
and sensor-specific components. In [14], LRMS and PAN 
images were decomposed as the common features and unique 
features under the framework of convolutional sparse coding. 
In these methods, the disentanglement of the common features 
and sensor-specific features is performed in a 
self-reconstruction or cross-reconstruction manner. Besides, 
Zhou et al. [15] minimized the mutual information between 
features of source images to obtain the sensor-specific features. 
Then, these features are considered to generate the desired 
HRMS image. Although good fusion results are produced, only 
sensor-specific features of LRMS and PAN images are used for 
reconstruction. The common features between source images 
are discarded. However, some information of the observed 
information still exists in common features. The absence of 
common features results in the information loss of the observed 
scene, which limits the fusion performance of this model. 

To effectively disentangle the features in source images and 
exploit their global properties, we propose a novel mutual 
information-based transformer for disentangled representation 
(DRFormer) to sharpen the LRMS image by using the PAN 
image. In the proposed method, the reconstructions of LRMS 
and PAN images are introduced to facilitate the 
disentanglement of the common and sensor-specific features. In 
particular, to ensure the disentanglement of these features, the 
features extracted by encoders are recombined to achieve the 
cross-reconstruction of source images. The self-reconstructions 
of source images are imposed on the disentangled features to 
improve the compatibility among them. In addition to the 

reconstruction-guided disentangled representation, we 
maximize the mutual information (MI) between the common 
features of LRMS and PAN images to force consistency in 
terms of distribution. For each source image, the MI between 
the common features and sensor-specific features is minimized 
to eliminate the high coupling among them. Considering the 
semantic gap between the common features and sensor-specific 
features, the attention mechanism in the transformer is utilized 
to obtain coupled features when reconstructing source images. 
Based on the coupled features, source images can be 
reconstructed better by decoders. Finally, all disentangled 
features are integrated by the cross-attention in the transformer 
to produce the fused HRMS image. The experimental results 
demonstrate that the proposed DRFormer has a competitive 
performance compared to some state-of-the-art methods on 
GeoEye-1 and QuickBird datasets. 

The main contributions of the proposed DRFormer are 
summarized as follows.  

1) It introduces a disentangled learning representation into 
the pan-sharpening task to decompose source images into 
common features and sensor-specific features. 

2) It adopts the image cross- and self-reconstruction 
techniques to balance the disentanglement and compatibility in 
the extracted features. The transformer is considered to enhance 
the coupling between the common features and sensor-specific 
features when source images are reconstructed. 

3) It exploits an MI disentanglement loss to separate 
common features and sensor-specific features in source images 
efficiently. In the loss, the MI between the same kinds of 
features is maximized. Meanwhile, the MI between different 
kinds of features is minimized. 

The remainder of the paper is organized as follows. Section 
II summarizes different kinds of pan-sharpening methods. 
Section III introduces the proposed DRFormer in detail, 
describing the reconstruction-guided disentanglement, the 
disentanglement via mutual information, the fused image 
reconstruction, the network details, and the optimization 
strategy. Section IV demonstrates the experimental results on 
reduced-scale and full-scale datasets. Conclusions are given in 
Section V. 

II. RELATED WORK 

Over the past three decades, researchers have developed 
various pan-sharpening methods and produced satisfactory 
fused images [16]-[18]. According to the widely adopted 
taxonomy, these methods are clustered into traditional methods 
and DNN-based methods. 

A. Traditional Methods 

As typical pan-sharpening paradigms, component 
substitution (CS) and multiresolution analysis (MRA) have 
been extensively developed. CS methods generally substitute 
the spatial component of the LRMS image with the PAN image 
to generate the desired HRMS image. For example, the 
intensity-hue-saturation (IHS) method [19], the Gram-Schmidt 
(GS) method [20], and the principal component analysis (PCA) 
[21] fall into this category. Moreover, some adaptive methods, 
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such as adaptive IHS [22] and band-dependent spatial detail 
(BDSD) [23], are developed to generate the spatial component 
more accurately. MRA methods inject the spatial details 
extracted from the PAN image into the up-sampled LRMS 
image under the assumption that the spatial details are absent in 
the LRMS image. Considering the complex spatial structures in 
source images, various MRA techniques, such as wavelets [24], 
curvelets [25], and support value transform (SVT) [26], are 
used for the extraction of spatial details. 

In traditional methods, the model-based paradigm also 
attracts a lot of attention. This kind of methods [27]-[28] 
assumes that LRMS and PAN images are viewed as the 
counterparts of the fused image after spatial and spectral 
degradations, respectively. Then, the degradation relationships 
are described quantitatively according to a specific sensor 
model. Due to the ill-conditioned problem, the fused HRMS 
image cannot be accurately reconstructed by exclusively 
solving the degradation models. Therefore, the solution space 
of the degradation models is further regularized by many 
efficient priors existing in the images, such as sparsity [29], 
low-rank property [30]-[31], and non-negativity [32]. Finally, 
variational algorithms [33]-[34] are employed to optimize these 
prior-regularized models for the generation of fused images. In 
addition, some model-based methods [35]-[36] are presented to 
improve the robustness against misregistration. 

B. DNN-Based Methods 

For DNN-based methods, they can learn the mapping 
relationships between source images and the fused image 
efficiently. Nowadays, the common convolution neural 
network (CNN) has been used for the learning of nonlinear 
mapping. For example, Masi et al. [37] proposed a 
pan-sharpening neural network (PNN) that adopted a 
three-layer convolutional architecture. Subsequently, Scarpa et 
al. [38] presented an advanced version of PNN (A-PNN) by 
exploring the influences of architectural variations on the fused 
result. To enhance the spatial details in the LRMS image, Cai et 
al. [39] employed progressive residual networks to extract the 
high-frequency information in the PAN image. A progressive 
injection framework was also adopted in [40] to improve the 
spatial resolution of the LRMS image. Yang et al. [41] 
introduced residual modules into a dual-stream CNN to 
integrate the residuals at different levels. Fu et al. [42] 
combined residual learning with multiscale dilated blocks to 
preserve the spatial structures in the fused HRMS image. In 
addition, generative adversarial networks (GANs) [43]-[44] are 
considered to better reconstruct the fused image in terms of the 
data distribution. For instance, Zhou et al. [43] constructed two 
discriminators to improve the generalization of the trained 
model on the full-scale image pairs. 

With network types growing exponentially, researchers are 
shifting their focus to the attention mechanism. Lei et al. [45] 
proposed a nonlocal attention residual network to characterize 
the similarity among all pixels in source images. Qu et al. [46] 
exploited the self-attention mechanism to achieve the 
unsupervised sharpening of the LRMS image. To capture the 
global properties in images, the recently proposed neural 

network based on transformer utilized the self-attention 
mechanism [47]. For example, Zhang et al. [48] used the 
multiscale transformer to learn the features in source images, 
which are then merged by a spatial-spectral interaction 
attention module. Similarly, a pyramid transformer [49] was 
also designed to model the global features in images. Sun et al. 
[50] considered the transformer as a backbone to extract spatial 
and spectral information in LRMS and PAN images. 

To simultaneously use the decent interpretability of 
model-based methods and the good learning ability of DNNs, 
researchers develop model-driven DNNs for better fusion of 
LRMS and PAN images. For instance, Yan et al. [51] 
integrated model-driven and data-driven techniques and 
advanced a network, named MD3Net, for pan-sharpening. Li et 
al. [52] unfolded the optimization of nonlocal 
similarity-regularized fusion model different network modules 
to learn the priors in images. Zhang et al. [53] proposed a dual 
back-projection network consisting of spatial and spectral 
projections to reconstruct the fused image. Zhou et al. [54] 
proposed a memory-augmented deep unfolding network 
derived from the alternating optimization of the fusion model 
and applied it to pan-sharpening. Li et al. [55] introduced 
cross-attention into the unfolding iteration network to improve 
its representation capability. 

C. Disentangled Representation 

Nowadays, disentangled representation has been widely 
explored in various tasks. For example, Ji et al. [56] used 
disentangled representation to separate the content and haze 
information for image dehazing. Disentangled representation is 
also applied to the image fusion task and different loss 
functions are advanced for efficient disentanglement. For 
instance, Luo et al. [57] designed contrastive constraints to 
decompose the common and private components in images. 
Gao et al. [58] disentangled images as content and modal 
features via a cycle adversarial loss. In [59] and [60], the 
disentangled features are extracted by cross-reconstruction 
losses, in which the disentangled features are recombined to 
approximate source images. Besides, Zhao et al. [61] obtained 
the common and sensor-specific features by minimizing the 
correlation between them. In the proposed DRFormer, we 
employ mutual information as a metric for disentangled 
learning and minimize it to disentangle source images as 
common and sensor-specific features. Meanwhile, we also 
maximize the mutual information between common features of 
LRMS and PAN images to improve their consistency. The self- 
and cross-reconstructions of source images are also introduced 
to ensure the compatibility between these features. Compared 
to the above methods, common and sensor-specific are 
disentangled better by the proposed DRFormer, and their 
redundancy is further reduced. 

III. PROPOSED DRFORMER 

An overview of the proposed DRFormer can be seen in Fig. 2. 

Given the up-sampled LRMS image H W B L   and the PAN 

image H WP   to be fused, we first employ two encoders to 
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embed them into the feature domain rather than disentangling 
them in the original domain. H  and W  are the height and 
width of the image. B  denotes the number of bands in the MS 
image. Then, the extracted features are fed into two 
convolutional blocks for disentangled representation. For P , 
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S
 L   are considered to ensure the compatibility of 

these features. The reconstruction-guided disentanglement of 
source images will be explained in detail in Section II.A. The 
disentanglement via mutual information, described in Section 
II.B, is further implemented on the disentangled features to 
eliminate the coupling among them. After the disentangled 
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the reconstruction of the fused image H W B H  , LS , PS , 

and C  are integrated into the fusion transformer described in 
Section II.C. Finally, the reconstruction losses, MI loss, and 
fusion loss are minimized for training. 

Encoder

Encoder

Self-Coupled 
Transformer

3×
3 

C
o

nv
 (

4)
 s

=
1

L
ea

ky
R

el
u

3×
3 

C
o

nv
 (

4)
 s

=
1

L
ea

ky
R

el
u

3×
3 

C
on

v 
(4

) 
s=

1
L

ea
ky

R
el

u
3×

3 
C

on
v

 (
1)

 s
=

1
L

ea
ky

R
el

u
3×

3 
C

on
v

 (
1)

 s
=

1
L

ea
ky

R
el

u

Up-sampled
LRMS image

PAN image

Decoder

1×
1 

C
on

v
 (

12
8

) 
s=

1
1×

1 
C

o
nv

 (
12

8)
 

s=
1

1×
1 

C
on

v 
(1

28
) 

s=
1

1×
1 

C
o

nv
 (

12
8)

 
s=

1

F
us

ed
 i

m
ag

e
S

el
f-

R
ec

o
ns

tr
uc

te
d

P
A

N
 i

m
ag

e
C

ro
ss

-R
ec

o
ns

tr
uc

te
d 

P
A

N
 i

m
ag

e
S

el
f-

R
ec

o
ns

tr
uc

te
d

L
R

M
S

 i
m

ag
e

C
ro

ss
-R

ec
on

st
ru

ct
ed

L
R

M
S

 i
m

ag
e

H W B L 

H WP 

256
8 8

H W

LF
 



256
8 8

H W

PF
 



128
8 8

H W

LC
 



128
8 8

H W

LS
 



128
8 8

H W

PS
 



H W B
S

 L 

H W B
C

 L 

H W B H 

H W
C

P 

H W
S

P 

Cross-Coupled
Transformer

Decoder

Decoder

Decoder

DecoderSelf-Coupled 
Transformer

Cross-Coupled
Transformer

Fusion
Transformer

C

LS

PS

Addition:

Number of filters: Conv (n) 

Convolution stride: s

LS

PS

LF

PF

128
8 8

H W

PC
 

 PC

PC

LC

LC

 
Fig. 2. Architecture of the proposed DRFormer. 

A. Reconstruction-Guided Disentanglement 

In the proposed DRFormer, the cross- and 
self-reconstructions of source images are simultaneously used 
to facilitate their disentangled learning. Through the 
reconstructions of source images, the common features from 
different images will be the same in terms of information 
content. Meanwhile, the sensor-specific features are modeled to 
reflect the attribute gap between LRMS and PAN images. 

1) Cross-Reconstruction Disentanglement: For the 
cross-reconstruction of the LRMS image, the sensor-specific 
features 

LS  and the common features 
PC  are combined. 

Because 
LS  and 

PC  are from different images, the 

cross-coupled transformer shown in Fig. 3 is designed to 
improve the coupling between them. In the cross-coupled 

transformer, the inputs are first projected by the corresponding 
convolution blocks. Then, the projected features are coupled by 
the multiscale multi-head attention (MMHA). A residual block 
(ResBlock) is introduced to refine the coupled features. The 
operation performed by the cross-coupled transformer is 
formulated as: 

     

 
 

,1 1 ,2 2 ,3 3

,1 ,2 ,3MMHA , ,

ResBlock

L L P P P P

L L L P P

L L L

S P S C P C C P C

M S S C C

H M M

  

 

 

         (1) 

where  1P  ,  2P   and  3P   stand for the convolution blocks 

in Fig. 3. 
LH  is the output of the cross-coupled transformer 

which is fed into the corresponding decoder for the 
cross-reconstruction of the LRMS image 

CL . 
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Fig. 3(a) shows the MMHA module designed to exploit the 
global dependencies of source images at different scales. Fig. 
3(b) shows the structure of the MMHA module. After the 

projections of 
1P , 

2P , and 
3P  we can obtain the embedded ,1LS , 

,2PC , and ,3PC . Each of them is split into four parts along the 

channel dimension in the MMHA module. For each part, the 

size is 32
8 8

H W
  . Then, the split features are unfolded as the 

matrix form. The unfolding and folding operations are 

displayed in Fig. 3(c). Taking one split part from ,1LS  as an 

example, it is first segmented as non-overlapping patches with 

the size of 
1 18 2 8 2i i

H W
 


 
. i=1, 2, 3, 4 is the index of scale in 

Fig. 3(b) and the patch size varies with the index of scale to 
model the multiscale spatial information in images. After 

segmentation, 14i  patches are obtained and each patch is 

flattened as one vector with the length of 
12 4i

HW


 considering 

all 32 channels in this patch. Then, all vectors corresponding to  

14i  patches are used to form the matrix 
1

1
4

2 4

i
i

HW

iQ




 . For the 

split features of ,2PC  and ,3PC , they are also unfolded in the 

same way to produce iK  and iV  for following attention 

estimation among them: 

 , ,
T

i i
i i i i

i

Q K
Attention Q K V softmax V

d

 
  

 
 

            (2) 

where 
id  is the number of columns in 

iQ . Then, we fold the 

result of (2) as the feature with the size of by the corresponding 
inverse operation as shown in Fig. 3(c). Through the MMHA 
module, we get the weighted features by folding and 
concatenation. The semantic gap among these features is 
reduced by MMHA. Then, these features are refined by the 
ResBlock. Finally, the output of the cross-coupled transformer 
is sent into the corresponding decoder for the generation of the 
cross-reconstructed LRMS image 

CL . Through the MMHA 

module, we can reconstruct the LRMS better, due to the 
coupling among the weighted features. 
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Fig. 3. Detailed illustration of the proposed cross-coupled transformer. (a) Cross-coupled transformer, (b) MMHA, (c) Unfold and fold.

Similarly, we integrate the sensor-specific feature 
PS  and 

the common feature LC  for the cross-reconstruction of the 

PAN image. 
PS  and 

LC  are fed into the cross-coupled 

transformer, which has the same structure as that in Fig. 3(a). 
Specifically, the inputs 

LS  and 
PC  in Fig. 3(a) are replaced by 

PS  and 
LC , respectively. Then, 

LS  and 
PC  are coupled by: 

     

 
 

,1 1 ,2 2 ,3 3

,1 ,2 ,3MMHA , ,

ResBlock

P P L L L L

P P P L L

P P P

S P S C P C C P C

M S S C C

H M M

  

 

 

          (3) 

where 
PH  is the output and also the input of the corresponding 

decoder for the cross-reconstruction of the PAN image 
CP . 

According to the cross-reconstructions of L  and P , their 
losses are written as: 

2 2

D C CF F
   L L P P                   (4) 

When the source images are cross-reconstructed, the common 
and sensor-specific features are disentangled effectively. 

2) Self-Reconstruction Constraint: In the above part, the 
cross-reconstructions of source images improve the 
complementarity between the common and sensor-specific 
features from different images. However, it is difficult to 
preserve the compatibility between the common and 
sensor-specific features from the same image. So, we introduce 
the self-reconstruction tasks to constrain the extracted features. 
To improve the compatibility between 

LS  and 
LC , a 

self-coupled transformer is built when the LRMS image is 
self-reconstructed. Here, the structure of the self-coupled 
transformer is the same as that of the cross-coupled transformer 
except for inputs. In the self-coupled transformer, the inputs are 

all 
LF . Specifically, when all inputs in Fig. 3(a) are replaced by 

LF , the cross-coupled transformer becomes the self-coupled 

counterpart. Then, the output of the self-coupled transformer is 
used to synthesize 

SL  by the corresponding decoder. 
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In the same way, the self-reconstruction of the PAN image is 
also completed to make 

PS  and 
PC  more compatible. Then, 

the self-reconstruction losses are defined as: 
2 2

S S SF F
   L L P P                    (5) 

Through the self-reconstructions of L  and P , the 
compatibility between disentangled features is enhanced, 
which avoids the information loss caused by the feature 
decomposition. 

B. Disentanglement via Mutual Information 

The disentanglement in Section II.A is implemented by the 
image reconstruction in terms of the information content. In 
this part, we further use the MI regularization to reduce the 
redundancy among the common features and the 
sensor-specific features from the same image. Meanwhile, the 
MI between the common features 

LC  and 
PC  is also 

maximized to achieve a high correlation in terms of 
distributions. For the MI of 

LS  and 
LC , it is calculated as: 

       , ,L L L L L LMI S C E S E C E S C               (6) 

where  E   denotes the entropy.  LE S  and  LE C  are 

marginal entropies, respectively.  ,L LE S C  stands for the 

joint entropy of 
LS  and 

LC . The conditional entropies between 

LS  and 
LC  can be computed by the Kullback-Leibler 

divergence (KL): 

     

     
L

L

L L C L L

L L S L L

KL S C E S E S

KL C S E C E C

 

 
                  (7) 

where  
LC LE S  and  

LS LE C  are the cross-entropies. By the 

sum of (6) and (7), we obtain: 

       

    

, ,
L LL L C L S L L L

L L L L

MI S C E S E C E S C

KL S C KL C S

  

 
         (8) 

Considering the nonnegativity of  ,L LE S C , we optimize the 

following loss to minimize the MI between LS  and LC : 

     

    

,
L LMI L L C L S L

L L L L

S C E S E C

KL S C KL C S

 

 


        (9) 

By minimizing the loss, the redundancy between 
LS  and 

LC  is 

reduced. Similarly, the MI loss between PS  and PC  is also 

defined according to the form in (9). In addition, we maximize 

the MI of LC  and PC  to enforce the distribution similarity 

among them. Then, the final MI loss is defined as: 

     , , ,MI MI L L MI P P MI L PS C S C C C          (10) 

Given the source images, the minimization of (10) achieves the 
disentanglement of the features with different attributes and the 
consistency between the common features simultaneously. 

C. Fused Image Reconstruction 

After the disentangled learning described in Sections III.A 
and III.B, we use the decomposed features to produce the fused 
image. In Fig. 2, 

LS , 
PS , and C  flow into a fusion 

transformer to improve their coupling. The proposed fusion 
transformer is shown in Fig. 4. It includes two MMHA modules 
to mix the common features and the disentangled features. First, 

C  is projected by two convolution blocks 2O  and 3O . LS  and 

PS  are also embedded by the projections 
1O  and 

4O , 

respectively. Then, the coupling in the MMHA modules is 
written as: 

      
      

1 1 2 3

2 4 3 2

=MMHA , ,

=MMHA , ,

L

P

G O S O C O C

G O S O C O C
           (11) 

where 
1G  and 

2G  are the outputs of the two MMHA modules. 

Then, 
1G  and 

2G  are concatenated together and processed by a 

ResBlock. Finally, we send the output of the fusion transformer 
into the corresponding decoder for the generation of the fused 
image. The reconstruction error of the fused image is modeled 
as: 

2

F F
 H R                               (12) 

where H W B R   is the reference image. Through the 
optimization of (12), the information in LS , PS , and C  is 

integrated by the fusion transformer and the corresponding 
decoder. 
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LeakyRelu
1×1 Conv (128) s=1

LeakyRelu
1×1 Conv (128) s=1

LeakyRelu
1×1 Conv (128) s=1

LS C PS

LeakyRelu
1×1 Conv (128) s=1

LeakyRelu
3×3 Conv (128) s=1

LeakyRelu
3×3 Conv (128) s=1

1O 2O 3O 4O

 
Fig. 4. Architecture of the proposed fusion transformer. 
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Fig. 5. Architectures of (a) encoder and (b) decoder. 
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D. Encoders and Decoders 

In the proposed DRFormer, the disentangled learning of 
source images is implemented in feature domain. Therefore, we 
adopt two encoders with the same structure to extract the 
features from the LRMS and the PAN images. Fig. 5(a) shows 
the architecture of the encoders used in Fig. 2. The encoders are 
made up of 6 cascaded convolution blocks. The features are 
gradually down-sampled by strided convolutions to reduce the 
computational complexity of the disentangled representation. 
For the reconstructions of the source images and the fused 
image, the decoder in Fig. 5(b) is introduced into the proposed 
DRFormer. The five decoders in Fig. 2 have similar structures. 
In these decoders, feature maps are progressively up-sampled 
to the size of the fused image. In the skip connections of the 
decoder, we introduce an up-sampling operator with a ratio of 4 
to concatenate the feature maps from shallow layers. For the 

self-reconstructions of source images, c in the two decoders is 
set to 256. In the other three decoders, we set c as 128. 

E. Training and Test 

In the final step, we optimize the overall loss to train the 
proposed DRFormer. The overall loss is calculated as: 

D S MI F                                   (13) 

where   is a tradeoff parameter. We empirically set   as 
0.0001. We train the proposed DRFormer on the PyTorch 
framework by the Adam optimizer. The batch size and the 
learning rate are set to 4 and 0.0001, respectively. The training 
is completed after 1000 epochs. In the test stage, the 
reconstructions of source images are removed. The 
disentangled features are just fed into the fusion transformer to 
obtain the fused image. 

TABLE I. DATASETS FOR TRAINING, VALIDATION, AND TEST. 

Satellite Image Size # Image pairs for training #Image pairs for validation 
#Image pairs for test 

Reduced scale Full scale 

GeoEye-1 
LRMS 64×64×4 

1800 20 30 30 
PAN 256×256 

QuickBird 
LRMS 64×64×4 

960 20 30 30 
PAN 256×256 

IV. EXPERIMENTS 

In this section, comparison experiments are conducted on 
different datasets to demonstrate the effectiveness of the 
proposed method. In the ablation study, the contribution of each 
part in the DRFormer is also explored. Besides, we also 
investigate the influences of different architectures on the 
fusion results. 

A. Experimental Settings 

The experiments are implemented on two datasets from 
GeoEye-1 and QuickBird satellites. In these datasets, the 
original PAN and MS images are smoothed and down-sampled 
with a ratio of 4 to obtain the image pairs to be fused. Then, the 
original MS image is considered the reference image. When the 
training is completed, the proposed DRFormer is tested on the 
reduced- and full-scale image pairs. More details about the 
constructed datasets are reported in Table I. 

We compare the proposed DRFormer with 10 methods, 
including BDSD [23], AWLP [24], SVT [26], LRP [31], 
VPLGC [62], TFNet [63], PanNet [64], GPPNN [65], M-GAN 
[66], and MIP [15]. All DNN-based methods are trained and 
tested on a server with Intel Core i7-9700 processors, 3.0GHz, 
an NVIDIA 2080Ti GPU, and 128G memory. Then, Q4 [16], 
spectral angle mapper (SAM) [16], and erreur relative globale 
adimensionnelle de synthèse (ERGAS) [16] are utilized to 
evaluate the fusion results on reduced-scale datasets. The 
fusion results at full scale are assessed by D , 

SD , and quality 

without reference (QNR) [67]. 

B. Experiments on Reduced-Scale Datasets 

In this section, we conduct pan-sharpening experiments on 

the reduced-scale datasets from GeoEye-1 and QuickBird 
satellites. Fig. 6 displays the pan-sharpened images of all 
methods on the GeoEye-1 dataset. A local region from the 
fused image is enlarged for a more detailed analysis. In addition, 
we also plot the difference map between the reference image 
and each fused image in Fig. 6. From the analysis of the images, 
one can see that some spatial details are injected excessively 
into the result of BDSD. The results of LRP and VPLGC are 
affected by blurring effects. For example, the edges of the 
building in the enlarged areas are smoothed when we compare 
the fused images in Figs. 6(e) and 6(f) with the reference one. 
Traditional pan-sharpening methods have larger differences 
than DNN-based methods. Compared with the fusion results of 
other DNN-based methods, the M-GAN result suffers from 
obvious spectral distortions and large errors can also be found 
in its difference map. The MIP result shows better spatial 
details thanks to the separation of redundant features. The result 
of the proposed DRFormer is close to the reference image in 
terms of visual performance. Moreover, the reconstruction 
errors of the proposed DRFormer are very small, which 
demonstrates the effectiveness of the disentangled 
representation. 

Table II gives the average values of all indexes on 30 LRMS 
and PAN image pairs from the GeoEye-1 dataset. We use bold 
font to highlight the best value for each index. The proposed 
DRFormer has the best performance in terms of all indexes. In 
addition, we can find that the index values of DRFormer are 
slightly better than those of MIP. The performance gain results 
from the common information between LRMS and PAN 
images are retained more reasonably. In MIP, the common 
information among source images is omitted by the 
minimization of mutual information. 
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(a) (b) (c) (d) (e) (f)

(h)(g) (i) (j) (l)(k)

 
Fig. 6. Qualitative evaluations on the reduced-scale GeoEye-1 dataset. (a) Reference image; (b) BDSD; (c) AWLP; (d) SVT; (e) LRP; (f) VPLGC; (g) TFNet; (h) 

PanNet; (i) GPPNN; (j) M-GAN; (k) MIP; (l) Proposed DRFormer. 

TABLE II. QUANTITATIVE EVALUATIONS OF THE REDUCED-SCALE GEOEYE-1 DATASET 

Index BDSD AWLP SVT LRP VPLGC  TFNet PanNet GPPNN M-GAN MIP 
Proposed 

DRFormer 

Q4 0.8271 0.8403 0.7950 0.6930 0.7871 0.8638 0.8549 0.8567 0.8221 0.8672 0.8681 

SAM 5.0332 4.1979 4.9870 4.4823 3.9308 2.8672 3.5864 3.2569 5.0713 2.8252 2.8163 

ERGAS 1.6718 1.3804 1.5322 2.0664 1.4757 0.9417 1.2129 1.0462 1.7801 0.8962 0.8954 

 

Fig. 7 shows the fused images of all methods on the 
reduced-scale QuickBird dataset. The magnified regions and 
difference maps are also presented for a more detailed analysis. 
The fused images in Fig. 7 contain many buildings and 
abundant texture information. However, traditional methods 
cannot restore the texture information well, as one can see in 
the difference maps. For example, there are some contours of 
buildings in the difference maps of LRP and VPLGC. 
Moreover, some spectral distortions exist in the results of 
BDSD and SVT. DNN-based pan-sharpening methods 
reconstruct the fused image better than traditional methods. 
However, the errors in difference maps cannot be ignored. For 
instance, we can see some blocking effects in the results of 
PanNet and GPPNN. Compared with other methods, the 
proposed DRFormer enhances the texture information better, 
because the redundancy among features from sub-networks is 
reduced by the disentangled representation. 

Besides, 30 image pairs from the QuickBird dataset are 

tested and evaluated. The average results of all fused images are 
reported in Table III. The proposed method provides the best 
Q4, SAM, and ERGAS, which implies that the proposed 
DRFormer preserves spatial and spectral information better. 

C. Experiments on Full-Scale Datasets 

In this section, the full-scale pan-sharpening experiments are 
implemented on the datasets from GeoEye-1 and QuikBird 
satellites. Fig. 8 shows the fusion results of all methods on the 
full-scale GeoEye-1 dataset. An interesting area containing a 
swimming pool is selected and represented at the bottom left 
corner of the fused image. The results of AWLP and SVT have 
similar appearances in terms of buildings, and the color of roofs 
in the SVT result is different from that in the results of other 
methods. Blurring effects are observed in the result of LRP, in 
which the subtle structures may be destroyed by the invalid 
assumption in LRP. The spatial details in the result of PanNet 
are over-enhanced. From the magnified region of PanNet, one 
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can see that some spatial artifacts arise in the flat area of the 
swimming pool. The hue of the M-GAN result is also different 
from those of other methods, which may be caused by the 

excessive constraint on the SAM loss in M-GAN. The proposed 
DRFormer enhances spatial information better and avoids the 
introduction of spectral distortions. 

(a) (b) (c) (d) (e) (f)

(g) (h) (i) (j) (l)(k)

 
Fig. 7. Qualitative  evaluations on the reduced-scale QuickBird dataset. (a) Reference image; (b) BDSD; (c) AWLP; (d) SVT; (e) LRP; (f) VPLGC; (g) TFNet; (h) 

PanNet; (i) GPPNN; (j) M-GAN; (k) MIP; (l) Proposed DRFormer. 

TABLE III. QUANTITATIVE EVALUATIONS OF THE REDUCED-SCALE QUICKBIRD DATASET 

Index BDSD AWLP SVT LRP VPLGC  TFNet PanNet GPPNN M-GAN MIP 
Proposed 

DRFormer 

Q4 0.8910 0.9250 0.8788 0.7528 0.8510 0.9450 0.9069 0.9335 0.9407 0.9487 0.9528 

SAM 3.5645 2.3342 4.4927 3.6586 2.6213 1.7102 3.7227 2.6668 2.0677 1.5521 1.4864 

ERGAS 1.2415 0.8954 1.5196 1.3356 1.0448 0.6235 1.3138 0.8420 0.7288 0.6061 0.5929 

(a) (b) (c) (d) (e) (f) (g)

(h) (i) (j) (k) (m)(l)  
Fig. 8. Qualitative  evaluations on the full-scale GeoEye-1 dataset. (a) LRMS image; (b) PAN image (c) BDSD; (d) AWLP; (e) SVT; (f) LRP; (g) VPLGC; (h) 

TFNet; (i) PanNet; (j) GPPNN; (k) M-GAN; (l) MIP; (m) Proposed DRFormer. 
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TABLE IV. QUANTITATIVE EVALUATIONS OF THE FULL-SCALE GEOEYE-1 DATASET 

Index BDSD AWLP SVT LRP VPLGC  TFNet PanNet GPPNN M-GAN MIP 
Proposed 

DRFormer 

D  0.0819 0.0962 0.0615 0.0380 0.0421 0.0553 0.0495 0.0545 0.0736 0.0555 0.0392 

SD  0.0444 0.0452 0.0386 0.0709 0.0620 0.0315 0.0310 0.0319 0.0355 0.0320 0.0298 

QNR 0.8777 0.8632 0.9025 0.8938 0.8994 0.9151 0.0736 0.9154 0.8936 0.9143 0.9322 

 
We list the average values of all indexes on the full-scale 

GeoEye-1 dataset in Table IV. The dataset is composed of 30 

LRMS and PAN image pairs. The best spectral index, D , is 

given by LRP, but the D  of the proposed DRFormer is the 

second-best and very close to that of LRP. Moreover, the best 
values of other indexes are from DRFormer, which confirms 
the effectiveness of disentanglement learning. 

Fig. 9 illustrates the fusion results on the full-scale 
QuickBird dataset. Some vegetation regions are included in the 
source images to be fused. For SVT, it is difficult to preserve 
the color information of the vegetation regions and serious 
spectral distortions appear. We can also see some spectral 
distortions in the magnified area of LRP. The results of TFNet 
and PanNet suffer from some blocking effects, which may 

result from the skip connections between shallow layers and 
deep layers. The results of GPPNN and MIP are slightly blurry. 
For instance, the textures in its magnified region are lost. The 
blurring effects in the magnified region of MIP may result from 
the information loss of the observed scene because the common 
features between LRMS and PAN images are removed by the 
constraint of mutual information and not introduced into the 
reconstruction of the fused image. Compared with other 
DNN-based methods, the proposed DRFormer has a better 
balance between spatial and spectral information. Table V 
reports the index values on 30 LRMS and PAN image pairs. 
The proposed DRFormer produces the best numerical results 
on this dataset. 

(a) (b) (c) (d) (e) (f) (g)

(h) (i) (j) (m)(k) (l)  
Fig. 9. Qualitative evaluations on the full-scale QuickBird dataset. (a) LRMS image; (b) PAN image (c) BDSD; (d) AWLP; (e) SVT; (f) LRP; (g) VPLGC; (h) 

TFNet; (i) PanNet; (j) GPPNN; (k) M-GAN; (l) MIP; (m) Proposed DRFormer. 

TABLE V. QUANTITATIVE EVALUATIONS OF THE FULL-SCALE QUICKBIRD DATASET 

Index BDSD AWLP SVT LRP VPLGC  TFNet PanNet GPPNN M-GAN MIP 
Proposed 

DRFormer 

D  0.0491 0.0649 0.1844 0.0477 0.0539 0.0438 0.0589 0.0470 0.0494 0.0510 0.0397 

SD  0.0418 0.0500 0.1756 0.0537 0.0486 0.0282 0.0347 0.0327 0.0534 0.0326 0.0280 

QNR 0.9113 0.8888 0.6738 0.9008 0.8997 0.9293 0.9088 0.9221 0.8994 0.9184 0.9335 

(a) (b) (c) (d) (e) (f) (g) (h)

 
Fig. 10. Ablation study on the reduced-scale GeoEye-1 dataset. (a) Reference image; (b) Case 1; (c) Case 2; (d) Case 3; (e) Case 4; (f) Case 5; (g) Case 6; (h) 

DRFormer. 
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TABLE VI. ABLATION STUDY OF LOSS FUNCTIONS ON THE REDUCED-SCALE GEOEYE-1 DATASET. 

Loss 
2

C F
L L  2

C F
P P  2

S F
L L  2

S F
P P   ,MI L LS C   ,MI P PS C   ,MI L PC C  Q4 SAM ERGAS 

Case 1        0.8554 3.3387 1.0669 

Case 2        0.8568 3.2846 1.0537 

Case 3        0.8576 3.2666 1.0499 

Case 4        0.8569 3.2511 1.0426 

Case 5        0.8554 3.2968 1.1418 

Case 6        0.8545 3.3509 1.0929 

DRFormer        0.8681 2.8163 0.8954 

D. Ablation Study 

In this section, we investigate the influences of loss functions 

on the fused images. In (13), D  and S  control the 

cross-reconstructions and self-reconstructions of source images, 
respectively. The correlations among spatial and spectral 

features are optimized by MI . Thus, the three terms are 

removed to show their influence on the fusion results. The 
related fusion results are shown in Figs. 10(b), 10(c), and 10(e), 
which correspond to case 1, case 2, and case 4. In case 3, we 

retain the MI loss between LC  and PC  in the total loss to 

analyze the influence of common features. In addition, we only 
remove the losses of the LRMS image in case 5 to demonstrate 
the influences in terms of spectral information. Similarly, the 
losses of the PAN image are also omitted in case 6. The fusion 

results of the two cases are displayed in Figs. 10(f) and 10(g). 
We can see that the fusion results of different loss functions 
have similar visual performance. However, DRFormer with the 
total loss function produces the best-reconstructed result when 
we compare the difference maps in the second row of Fig. 10. 

Table VI presents the average results of DRFormer with 
different losses on 30 LRMS and PAN image pairs from the 
reduced-scale GeoEye-1 dataset. When the cross- or 
self-reconstruction loss is removed, the index values become 
inferior. Compared with case 4, the Q4 of case 3 is better, 
which means better overall performance, because the loss of 
common features is kept. In cases 5 and 6, the losses of the 
LRMS or PAN image are removed, and the spatial and spectral 
quality of the fused images becomes poor. When all losses are 
considered, the proposed DRFormer obtains the best values. 

(d) (e) (f) (g) (h)(a) (b) (c)

 
Fig. 11. Qualitative comparison of the fused images produced by different network architectures. (a) LRMS image; (b) PAN image; (c) Reference image; (d) w/o 

multiscale; (e) w/o self-coupled transformer; (f) w/o cross-coupled transformer; (g) w/o fusion transformer; (h) Complete DRFormer. 

E. Analysis of Network Architectures 

In the proposed DRFormer, some modules have significant 
influences on the fusion result. For example, the multiscale 
formulation in the MMHA module is introduced to exploit the 
global properties of source images at different scales. 
Self-coupled and cross-coupled transformers are employed to 
produce highly coupled features for better reconstructions of 
source images. In addition, features from different 
sub-networks are coupled by the fusion transformer. To verify 
their effectiveness, these modules are removed from DRFormer 
in this section. 

Fig. 11 shows the fusion results of DRFormer with different 
architectures. A region containing one building is also chosen 
for specific comparisons. In the magnified region of Fig. 11(d), 
one can find that the edges of the building are distorted when 
the multiscale setting is removed from DRFormer. Results in 
Figs. 11(e) and 11(f) show some blurring artifacts in the 

magnified areas due to the lack of constraint of self-coupled or 
cross-coupled transformers. Fig. 11(g) shows that the spectral 
information is slightly distorted. We can see that the spatial and 
spectral information is preserved better in the result of the 
complete DRFormer. The error maps in the second row of Fig. 
11 also demonstrate that the complete DRFormer can 
reconstruct the fused image better. 
TABLE VII. QUANTITATIVE EVALUATIONS OF DIFFERENT NETWORKS ON THE 

REDUCED-SCALE GEOEYE-1 DATASET. 

 Q4 SAM ERGAS 

w/o multiscale 0.8545 3.2953 1.0623 

w/o self-coupled transformer 0.8574 3.2392 1.0361 

w/o cross-coupled transformer 0.8581 3.2234 1.0382 

w/o fusion transformer 0.8552 3.3500 1.0682 

Complete DRFormer 0.8681 2.8163 0.8954 

Table VII provides the average results on the reduced-scale 
GeoEye-1 dataset. Multiscale formulation and fusion 
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transformer have greater influences on the fusion results than 
self-coupled and cross-coupled transformers. The reason for 
this may be that the multiscale formulation and the fusion 
transformer are contained in the sub-network for the 
reconstruction of the fused image. They directly affect the 
quality of the fused image. Self-coupled and cross-coupled 

transformers are used to reconstruct the source images, which 
have a lesser impact on the fusion result. However, the ablation 
of self-coupled and cross-coupled transformers still degrades 
the numerical performance. So, the values in Table VII show 
the effectiveness of each module in the proposed DRFormer. 

(b) (c) (d) (e) (f)(a) (g)

 

Fig. 12. Qualitative comparison of the fused images produced by different tradeoff parameters. (a) Reference image; (b) 0.1 0.1 0.0001D S MI F      ; (c) 

0.01 0.01 0.0001D S MI F      ; (d) 0.1D S MI F      ; (e) 0.01D S MI F      ; (f) 0.001D S MI F      ; (g) 0.0001D S MI F      . 

(a) (b) (c) (d) (e) (f) (g) (h)

 
Fig. 13. Qualitative comparison of the reconstructed source images and the fused image on the reduced-scale GeoEye-1 dataset. (a) LRMS image; (b) PAN image; 
(c) Reference image; (d) Cross-reconstructed LRMS image; (e) Self-reconstructed LRMS image; (f) Cross-reconstructed PAN image; (g) Self-reconstructed PAN 

image; (h) Fused image. 

F. Analysis of Loss Functions 

In this part, we analyze the influences of loss functions with 
different tradeoff parameters on the GeoEye-1 dataset. In (13), 

we keep the tradeoff parameter of F  as 1 and adjust the 

settings of other terms, including D , S , and MI . Because 

D  and S  are both introduced for the constraint of 

disentangled features, the two terms adopt the same tradeoff 

parameters. Specifically, the tradeoff parameters on D  and 

S  vary from 0.01 to 1. For MI , its tradeoff parameter 

decreases from 0.1 to 0.0001. Fig. 12 and Table VIII show the 
fusion results and evaluation results of the proposed DRFormer 
with different tradeoff parameters, respectively. In Fig. 12, the 
error maps of fusion results are also shown for a more direct 
comparison. Although the visual performance of the fused 
images in Fig. 12 is close, reconstruction error maps 
demonstrate the influences of different parameter settings. One 
can find that the fused image is reconstructed better when the 

tradeoff parameters of D , S , and MI  are set as 1, 1, and 

0.0001. In Table VIII, the best values are labeled in bold and we 

can find that the variations of the tradeoff parameters on D  

and S  have larger influences on Q4 and SAM. It proves that 

sufficient constraints on D  and S  can guarantee the 

compatibility between disentangled features and these features 

are integrated better in the fused image. For MI , the influence 

of the tradeoff parameter is smaller but over-constrained MI  

may have a negative effect on the compatibility of disentangled 

features. Finally, we set the tradeoff parameters of D , S , and 

MI  as 1, 1, and 0.0001, respectively. 

TABLE VIII. QUANTITATIVE EVALUATIONS OF LOSS FUNCTIONS WITH 

DIFFERENT TRADEOFF PARAMETERS ON THE REDUCED-SCALE GEOEYE-1 

DATASET. 

D  S  MI  Q4 SAM ERGAS 

0.1 0.1 0.0001 0.8551 3.3290 1.0790 

0.01 0.01 0.0001 0.8552 3.2827 1.0750 

1 1 0.1 0.8620 2.9283 1.0662 

1 1 0.01 0.8606 2.9221 1.0633 

1 1 0.001 0.8634 2.8967 1.0350 

1 1 0.0001 0.8681 2.8163 0.8954 

G. Reconstructions of Source Images 

In the proposed method, source images are reconstructed for 
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the disentanglement of sensor-specific and common features. In 
this section, we compare the reconstructed source images with 
the original source images. Fig. 13 shows the reconstructed 
source images and the fused image on the reduced-scale 
GeoEye-1 dataset. For the reconstructions of the LRMS image, 
some larger errors can be found in difference maps. These 
errors are focused on the building areas with high exposure. 
Slight block effects appear in the magnified areas of the 
reconstructed LRMS images. The reason for this may be the 
down-sampling and up-sampling operations in the proposed 
network. However, the overall performance of the 
reconstruction of the LRMS image is satisfactory. In addition, 
we can find that the PAN image is reconstructed better than the 
LRMS image. Indeed, the errors in difference maps are very 
small. Moreover, the fused image is also very close to the 
reference image. Thus, the introduction of auxiliary 
reconstruction tasks contributes to the quality improvement of 
the fused image. 

H. Running Time and Model Size 

Table IX presents the training time and model sizes of 
DNN-based pan-sharpening methods. The model size of the 
proposed DRFormer is close to that of the M-GAN and larger 
than those of other methods. For M-GAN, most parameters are 
from the generator because a very deep network is adopted to 
ensure the pan-sharpening performance. For the proposed 
DRFormer, its model size is much larger than those of TFNet, 
PanNet, and GPPNN. The reason for this is that four 
sub-networks are introduced as auxiliary means to reconstruct 
LRMS and PAN images for disentangled representation. The 
extra sub-networks increase the model size of DRFormer 
significantly. Meanwhile, with the introduction of four 
sub-networks, its computational complexity is also further 
boosted. However, the reconstruction tasks are removed when 
the proposed method is in the test phase. The extracted features 
need only to be fed into the corresponding decoder to generate 
the final fused image. Moreover, the training time of the 
proposed method is smaller than that of M-GAN. Besides, the 
proposed method also behaves better than GPPNN in terms of 
training time, although its model size is larger than that of 
GPPNN. In GPPNN, many blocks are cascaded to synthesize 
the fusion result. 

TABLE IX. NUMBER OF PARAMETERS AND TRAINING TIME OF DIFFERENT 

METHODS. 

 TFNet PanNet GPPNN M-GAN DRFormer 

#Para. (MB) 2.36 0.15 0.12 15.4 15.1 

Training time (h) 50.8 6.2 84.9 103.3 59.4 

V. CONCLUSION 

In this paper, we have presented a novel pan-sharpening 
method, DRFormer, to disentangle the sensor-specific features 
and common features in LRMS and PAN images. In the 
proposed method, LRMS and PAN images are decomposed as 
sensor-specific and common features by cross- and 
self-reconstructions in the feature space. Cross-coupled 
transformers and self-coupled transformers are designed to 
integrate the disentangled features, by which source images can 

be better reconstructed. In addition, the maximization of MI is 
imposed on the common features of LRMS and PAN images to 
ensure consistency among them. The MI between 
sensor-specific features and common features is also 
minimized to separate them effectively. Finally, the fused 
image is produced by combining all disentangled features. We 
have conducted extensive experiments on GeoEye-1 and 
QuickBird datasets. Experimental results show that the 
proposed DRFormer obtains state-of-the-art pan-sharpening 
results. Owing to the introduction of four auxiliary 
sub-networks, the model size and complexity of the proposed 
DRFormer are boosted significantly. For future work, we will 
design more efficient disentangled representation techniques to 
separate the sensor-specific and common features. 
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