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Abstract

Current standards for video compression achieve good performances in terms of data compaction and
signd to noise ratio of the decoded signd. Nevertheless, there are some known problems concerning the
visud qudity of recongtructed images, which can be partidly solved using gppropriate post-processing
agorithms. The paper proposes a new adaptive anisotropic filter (AAF) that ams at unifying the treatment
of different sources of perceptive digtortion in MPEG sequences. The process is driven by a locd
classfication of blocks and sngle pixes of decoded frames, taking into account severa parameters
(digribution of DCT coefficient energy, presence of sharp variations, spatid podtion of DCT block
boundaries). Experimentd results show that the proposed agorithm outperforms existing enhancement

gpproaches, in particular when congraints on complexity and red-time processng are compelling.

1. Introduction

The most widdly used techniques for source coding in visua communication applications are DCT-based
video coding techniques. They afford good results in terms of compaction ratio, which is essentid for the
transmission of red-time multimedia gpplication data at contained costs in most transport networks, and
make it feasible to use digitd video in severd application frameworks. Severd standards based on this
coding strategy (such as MPEG-1,2 [1] and H.26x [2]) have been defined. These are used in many
goplications, ranging from home entertainment to industrid systems, and soon they will dso be deployed in
mobile entertainment. The price to pay is a percaivable distortion in the decoded video, mainly conssting of
annoying visud artifects that are especidly noticeable a medium and low bitrates. The best known is the
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blocking or tiling effect, congsting of the introduction of artificid edges at the 8x8 DCT block boundaries,
due to independent quantization of the transform coefficients in each block. These edges are perceived by
the human eye as unnatura geometrica contours, and lead to serious degradation of the overdl subjective
quality of the encoded video sequence. Quantization of DCT-coefficients so causes blurring of red
contours present in the image, due to the cut in high frequency components in the transformed blocks. This
cut has an additiond side effect, i.e. some retained frequencies remain ‘unbaanced’ causing ripples near
edge locations. Such a digtortion is particularly annoying during rendering of video sequences, where small
regions a high frequency appear, move, and disappear a random points of the scene, capturing the
observer’ s attention. This behavior is where the name, mosquito noise, comes from.

A practica solution © achieve visud enhancement of compressed images is post-processing. It has the
advantage of not implying a bitrate increase in the compressed stream, and does not require any changes to
exigting coding sandards. Nevertheless, one only solution for al thisis not easy to find, as the problems are
drictly intercorrdlated. As an example, a classca adgorithm for contrast enhancement or edge sharpening
will of course reduce edge blurring, but at the same time it will worsen blocking and mosguito effects.

In next section, a brief review of date-of-the-art agorithms for post-processing of decoded video is
provided. In section 3, we propose a new method that ams at reducing the visuad impact of tiling, edge
blurring, and mosquito distortions in one operation. The method is based on an adaptive anisotropic filter
(AAF) driven by a pixel classfication. Experimenta testing demondrates that AAF outperforms existing
enhancement approaches, especidly when condraints on complexity and red-time processng are
compelling. These properties are displayed in sections 4 and 5, which respectively propose eva uations of
the computationa complexity of the agorithm and the results achieved with the amulaions. Findly, in the
appendix some specific distortion measures that have been used to better evauate the performance of the

proposed technique are described and compared with competing state- of- the-art methodologies.



2. Analysis of State-of-the-Art Post-Processing Methodologies for Video
Enhancement

In this section, some proposed solutions to the problem of visua quality enhancement in decoded video are
reviewed. It should be pointed out that in general these methods are targeted to the remova of a specific
type of digtortion, and in particular blocking effects. A few solutions are also proposed for mosguito noise.
Furthermore, the methodologies presented in this section are characterized by low or medium
computational complexity, in order to be comparable with the proposed approach.

As dready mentioned, the main source of distortion derives from the independent quantization of the DCT
coefficients of each block. This problem can be faced working in the spatial domain after the reconstruction
of the video sgnd, or in the transform domain directly operating on the encoded data stream.

Among the methods working in the spatid domain, a classical approach is to filter the video frames with
properly designed convolution kernels. The use of a 3x3 Gaussan smoothing filter for post-processing of
the pixels directly adjacent to block boundaries [3] is a smple approach to reduce blocking effects, but it
has the drawback of introducing edge and texture blurring close to block borders. Better results are
achieved using directiona smoothing filters with a stronger effect on the direction orthogona to the block
boundaries [4]. Jarske et d. observed that the performance of such methods is increased by applying high-
emphasis filtering after Gaussan smoothing to improve the sharpness of the pixels near block borders [5).
This solution however re-introduces noise problems.

The use of one-dimensiond filtersis proposed in [6], where the kerndl is applied in the direction orthogona
to the block edge to be removed. The filter is spatidly adapted by evaluating locd digtortion and its
vighility based on the characteridics of the human visud sysem: to this extent, gamma function and
Weber'slaw are used to edtimate digtortion visbility.

In [7], the activity of each block is estimated by computing the maximum difference among dl 3x3 sub-

blocks ingde the block, not counting the interna boundary. The activity parameter is then used to tune a



smoothing filter kernel chosen among three types. inverse gradient, thresholded average and Gaussian.
Findly, acontour enhancement is operated by high-passfiltering.

The solution proposed in [8] trangposes the problem of estimating and reducing the blocking effect into a
Constrained Least Squares (CLS) problem, which must be solved for each image block. This approach
has many desirable properties, such as non-linear processing to protect edges, efficient characterization of
block distortion, and fast convergence. After estimating the amount of blocking in the image, a non-linear
filtering that reduces the tiling effect is applied while preserving real contours. Further work on the subject
has determined that it is possible to smplify the estimation by consdering only a few key transform
coefficients.

A different class of methods is based upon projections onto convex sets (POCS), usudly implemented
through iterative dgorithms. Discontinuities among blocks can in fact be identified as high horizonta or
vertica frequencies, whereby projections of the degraded image onto a set of band-limited sgnds can be
used to decrease blocking, tus introducing a regularization condraint in the quantization levels of the
transformed coefficients [9]. In [10], the convex set for blocking reduction is made up of al the images for
which the sum of the squared pixd differences across block boundariesis smdler than a given threshold.

In [11], the innovative concept of boundary-orthogona bi-dimensiond functions is introduced. The am is
to caculate the coefficients of a set of boundary orthogond 2-D functions that, summed pixée-by-pixd to
the corrupted image, minimize blocking. Furthermore, it is shown that good artifact reduction is possible if
three of the usual DCT basdline functions are used.

The method presented in [12] is based on three parameters. the globa dope, which represents the
difference between the centra pixels of two adjacent blocks, the block dope, which is the difference
between internd and boundary block pixels, and the local dope, which is computed as the difference
among pixes insde each adjacent block. Based on these values, the method defines an adaptive operator

that makes the block dope of two adjacent blocks equa to their common globa dope while maintaining



the loca dopes. The result isthat blocking effect is reduced, while high frequency components close to the
block boundary remain unaffected by the process.

Among the agorithms that work in the frequency domain, the one proposed in [13] is based on the
classfication of the blocks and the estimation of the blocking distortion strength. Here, the basic assumption
is that tiling is more likely to be perceived by the human visud system in low activity regions (smooth

areas). On this basis each block is classified as smooth or non-smooth, and only the smooth blocks are
filtered to compensate fa se contours by low-pass FIR filters, which are locally adapted to the magnitude of
the undesired contour. Artifact vishility is estimated through the square difference between internd and
external block boundaries, and is approximated as a function of the DC coefficient and of the AC
coefficients on the first row and column. Thanks to the direct gpplication of the estimates in the DCT

domain, it is possible to achieve low complexity implementation.

A smilar approach is employed in [14], where an enhancement agorithm is developed garting from two
ample assumptions: the firdt, that smoothing of artificia discontinuities between blocks improves visud

image qudity; the second, that smoothing of actud image edges degrades image qudity. To discriminate
between these two cases, the quantization error of each DCT coefficient is estimated for each image block
usng datisicd models. By averaging the estimates over the entire image, a relidble measure of the
quantization error associated to each block can be achieved. Artificid discontinuities can then be efficiently
removed with a non-linear atenuation technique that ams a reducing the strength of the discontinuity under
the visibility threshold set by Weber'slaw.

Concerning mosguito noise, classca pogt-processing techniques make use of nortlinear filters. As an
example, rank-order filters (in particular, the median filter) can remove isolated noise pesks without
corrupting the nearby regions [15]. Other approaches have been proposed that need some processing a
the encoder. The most interesting are the standard-compliant pre-processing techniques. here, knowledge

of the mosquito noise characteristics is exploited to make the image more robust to the distortion [16].



3. Video Enhancement by Adaptive Anisotropic Filtering
As mentioned in the introductory section, the objective of the proposed method is to jointly reduce the
appearance of mos annoying artifacts introduced by DCT-based video coding standards, namely,
blocking, edge blurring, and mosquito effects. The man advantage of a comprehensive method liesin the
fact that it dlows to reduce one defect without increasing the vishility of another. For instance when an
edge enhancement filter is applied to reduce contour blurring, it dso causes an increase in tiling and
maosquito — a problem that could easily be overcome by a comprehensive method.
The three types of distortion so far introduced can be regarded as different noise sources, characterized by
a non-uniform digtribution over the image. To achieve fectiveness in the gpplication of the dgorithms for
digtortion removal, therefore, we must firg identify which areas are involved by which problems. Blocking
digortion is very easy to locate, for it necessarily occurs a the boundary between adjacent blocks.
Differently, edge blurring and mosquito noise are content-dependent, as they are a dde effect of the
compression procedure when gpplied to image areas containing high spatia frequencies. To obtain better
knowledge of these phenomena, the following considerations should be taken into account:
maosquito noise typicaly affects image blocks crossed by sgnificant luminance trangitions, and is located
near edges. It is due to the cut-off of high frequency DCT coefficients;
blurring affects image blocks containing textures and edges, and causes loss of accuracy in amdl ddtalls
and overal sharpness reduction. It is due to severe quantization of DCT coeffidents;
blocking and mosquito artifacts are more critical in smooth areas than on textures, due to spatid
masking effects.
Although the above observations provide some conceptua indght into the problem, a more accurate
assessment can only be achieved by defining a quantitative measure of the digtortion. A very smple but

effective gpproach conssts of analyzing the variation of loca contrast caused by the co-decoding process.



As a matter of fact, edge and texture blurring produce areduction in loca image definition, while mosquito
noise atificidly increases contrast. The following formula defines the normalized variation of loca contrast

[20]:

NVLC(i) = HORH0) (1)

maxiL.S 4 ()]
where s, (i) and s, (i) represent the variance computed on a 3x3 window centered on pixd i for the
origina and compressed images, respectively. The NVLC index is expected to be postive and increasing
with compression in edge and texture pixels, due to loss of sharpness. An opposite behavior is expected in
the pixels surrounding edges, where mosquito can be present.
An experimentd evidence of this fact comes from the observation of the chartsin Fig. 1 They have been
obtained by anayzing the behavior of NVLC on a video frame compressed by a JPEG-like technique at

various compression factors, CF. The chart in FHg. 1.a plotsthe meanvauesof NVLC intheimage areas

surrounding the edges: the curves NVLCEF( j) areobtained by averagngthe NVLC parameter over a

st of pixds tha lie at an equa distance j from the rdevant edge. The chart in Fig. 1.b plots the mean

NVLC vduesin the textured image aress. in this case the curves NVLC, (j) areobtained by averaging
the NVLC index over a set of pixes lying a an equd distance j from the border of the rdevant DCT
block. In both cases, the city block distance was used as a topological measure. Thefirg graph shows loss
of contrast on edge pixels (j = 0), where the curves have postive vaues that increase with compression,
and enlarged contrast at intermediate distances from the edge ( = 2, 6), where the curves become
negative. The second graph shows a completdy different behavior, the contrast being increased near the
block borders (j = 0) due to thetiling effect, and dightly reduced a higher distances (j 2 1) due to texture
smoothing.

The above concepts are very important for both the design and testing of the proposed post-processing

sysem. In particular, by imposng the equdization of the NVLCeC’tF (j) curves for a given compresson



factor, it is possible to tune the system parameters correctly in order to achieve contrast values smilar to
those of the origina image, thus augmenting edge sharpness and reducing the artifacts on smooth aress. To
achieve this god, it is essentid to introduce rdigble techniques to extract the gpatid festures
(edges/textures) of the frame to be processed, and to classfy the blocks and single pixels for successve
filtering.

According to the above congderations, a post- processing architecture has been defined as shown in Fig. 2.
It has been cdled Adaptive Anisotropic Filtering (AAF) as it is based on atunable filter that adaptively
selects loca convolution kernels based on the spatiad context of the pixel. The architecture includes three
main modules: block classfication, pixel classfication, and filter bank. The firs module analyzes the energy
digribution within the DCT coefficient matrix, and consequently classifies each block in three classes

edged, flat, or textured. The second module produces a classfication map by marking each pixd on the
basis of four parameters: the block class, the spatia position within the block, the distance from the closest
edge, and the relevant direction. The last two parameters are used for edged blocks only, in which case
edges are previoudy extracted by a separate module. Findly, based on the classification map, a filtering

procedure is applied to each pixel usng abank of pre-defined kerndls through a discrete convolution.

For the implementation of each specific module, a congraint that was carefully taken into account is the
integration of the post-processor in a hw decoder architecture a low-codts. This involves the use of
agorithms that require light computation, low storage requirements, and dight changes in the decoder

architecture. Iterative solutions were therefore discarded, as well as solutions that require heavy access to
the bitstream and to decoded data. In particular, it is supposed that only one dice is available & atime,

possibly including the rdlevant maotion vectors. The last condraint is typicaly caused by redrictions in the
use of data buses to access the buffered stream and decoded reference frames. Thefollowing sub-sections

describe in detall the definition of the three main components of the system
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3.1 Block Classification Module

The system architecture defined in Fig. 2 emphasizes the strong dependence of loca processing on the
result of block and pixe classfication, and points out the great influence of classfier performance on overdl
post-processing achievement. As an example, an inaccurate discrimination among textured and edged
regions would imply the selection of ingppropriate kernels for locd filtering, thus causing further worsening
of the distortion

The fird leve of dassfication ams at distinguishing among three block categories. *edged’, ‘smooth’, and
‘textured’. The procedure usad in this context works in the DCT domain, with the double advantage of low
computational complexity and satisfactory performance. It is based on the approach proposed in [17]. The
transformed coefficients are divided into four groups (see Fig. 3): the DC coefficient, the low-frequency
group, the edge group, and the high-frequency group. Then, the parameters L, E, and H are computed by
summing the magnitudes of the coefficients within the last three groups. It was experimentaly established

that large values of the rétios % and % denote the presence of edges, while the sum (E+H)

provides a good approximation of the block texture energy. Each intra-coded block can therefore be
directly classfied usng smple combinations of the relevant transform coefficients, followed by a heurigtic
thresholding procedure. The adopted procedure is explained in detal in [17], and uses a set of thresholds
obtained from experimentd evidence. Fig. 4 shows the result of gpplying this block dlassification procedure
to an I-frame of the Claire sequence.

A specia procedure is used for P- and B-frames, where motion information can be used to predict the
class of each block, in order to speed up dassfication To this purpose, each block in the current frame
inherits the class of the dominant block in the reference frame (j.e., the block that shows maximum spatia

overlgpping with the current one). This procedure ensures an exact result only if the block pointed by the
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motion vector exactly matches a DCT block in the reference frame, otherwise it can produce errors with
possible propagation to subsequent frames. Fig. 4.c showsthe result of the ‘inter’ classfication applied to a
P-frame of the Claire sequence . A comparison with the corresponding ‘intral classfication showed that
tempora prediction achieves correct results in 95% of the cases. Further andysis demongtrated that almost
dl misclassfied blocks were overlgpped in similar proportion to two or more DCT blocksin the reference
frame. This observation suggested that the small percentage of blocks that suffer from this problem should
be treated in a special way. The adopted procedure is based on a smple edge detection performed in the
gpatid domain: after the detection, if the block is crossed by significant contoursit is dassfied as‘ edged’,

otherwise as ‘textured'.

3.2 Pixel Classification Module
After Hock classfication, the exact type of filtering to be applied to each pixel must be defined: to this
purpose, a pixe-leve classfication is introduced. Five classes of pixes have been defined: blocking,
mosquito, edge, texture, and non-processed. The fird two classes represent the pixels potentialy
afected by the reevant sources of distortion; edge and texture pixds are usudly affected by a more or
less vigble blurring effect; non-processed pixels identify the areas that do not require post-processing.
Obvioudy, the pixd classfier operates differently depending on its block class, in particular (see Fig. 5):
» pixelsbeonging to ‘smooth’ blocks are marked as.
- ‘blocking pixels at the block boundaries
- ‘nonprocessed pixds intheinternd area
» pixelsbelonging to ‘textured’ blocks are marked as.
- ‘nonprocessed pixels at the block boundaries
- ‘texture pixds intheinternd area

» pixdsbedonging to ‘edged’ blocks are marked as:



- ‘edgepixeds at the block boundary with D? > Ty, orininternd areawithD? > T,
- ‘blocking pixels at the block boundaries with D? < Ty
‘mosguito pixels otherwise

As can be noticed, while for smooth or textured blocks the postion isthe only parameter used to classify
pixds, in the case of edged blocks an additional parameter D? is used to verify some threshold conditions.
D? derives from the application of a Sobel operator [18], and provides an estimation of the position and
srength of a contour pixel. It is defined asfollows:
D?=D}+D?, 2
where D, and D, gpproximate the discrete derivatives along the horizontal and the vertical directions, and

are achieved by convolution with the following kernes my, my:
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In the thresholding operation, two thresholds achieved by experimenta anadlyss have beenused, T, and T.
The lower threshold T, is used in the interna area of the block to distinguish red edges from background
noise. Sobe being a quadratic filter intringcaly quite robust to noise, T, can be fixed a-priori independently
of image type and compression. The higher threshold Ty is used at the block borders. It can be obtained
by incrementing T, by a vaue proportiond to the compression factor in order to avoid the detection of
fase edges due to blocking. Typicd Ty vauesrange from 1.5 to 2X, depending onthe CF.

The Sobd filter provides an additiond parameter, which is useful in the filtering module. In fact, theinverse

tangent of D, /D, gives an estimate of the contour direction This parameter can be roughly quantized into

four orientations (S-N, SW-NE, W-E, and NW-SE) to drive a directiond filtering, as explained in the

following section



3.3 Filtering Bank

In the filtering module, the result of pixel classfication is used to select the proper kernd for distortion
removal. An exception is represented by pixels, marked as ‘non-processed’, which are left unchanged.
No-process pixels are located at the boundaries of textured blocks as well as in the internd aress of
smooth blocks. In the first case, blocking is masked by the texture; furthermore, the application of a
blocking reduction filter will produce clear texture blurring, while texture enhancement will very likely
heighten tiling artifacts. In the latter case, internd pixes are usudly well gpproximated by DCT.

In the other cases, the pixd class drives the selection of an gppropriate kernd within a bank of 3x3 or 5x1
FIR masks. Depending on the pixd type, in fact, a different filtering aimed a removing a specific type of
noise, which is most visible in the corresponding areg, is gpplied. Consequently, the following filters are
defined:

Edge pixels: a directiond edge enhancement filter that increases the contrast dong the gradient direction
and smoothes in the perpendicular direction is applied. To this am, the quantized gradient directions
extracted by the Sobd filter are used to select one among four possible kernels, obtained by rotating the
basic mask of Fig. 6.a (used for vertica edges). The C parameter is used to control filter srength: a smdll
vaue involves strong edge crispening, while higher values yield to softer effects.

Mosquito pixels: a 3x3 directiond smoothing filter is gpplied. Fig. 6.b shows the mask used if the closest

edge pixel has horizonta direction. The masks used for the other three directions are obtained through
circular shifts of the eight boundary coefficients around the centra value. As can be observed, these filters
have a sronger impact in the direction orthogona to the edge, which is more affected by ripple effects.
Also in this case, the strength of the smoothing effect is ruled by a parameter S smdl vaues of Sincrease

the flatness of the filtered image area, while diminating sgnal spikes that characterize mosguito noise.
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Texture Pixels. a angle 3x3 mild contrast enhancement filter is applied (see Fig. 6.c). Smilarly to edge
filtering, it is ruled by a parameter K, smal vaues of which lead to stronger crispening. No directiondity is
required in this case.

Blocking Pixels: a 1-D low-pass filter is goplied to mask the unpleasant visud effect of luminance

trangition across adjacent blocks. The filter is gpplied aong the direction orthogona to the block boundary:
in particular, in vertical block boundaries the horizontal mask is used and vice versa. Thefilter is applied to
the most externa block perimeter as well as to the internd one just after it. Thefilter uses uniform weights
for dl 5 pixds (moving average), and isrecursively gpplied from the externd block perimeter to the internd
one, snce it achieves more effective smoothing (see Fig. 7). Pixels marked as edges are not considered in
this process.

Summarizing, atota of 10 parametric filter kerndls are used a this stage:

— 4 masks (3x3) for directiona contrast enhancement;

— 4 masks (3x3) for directiond smoothing;

— 1 mask (3x3) for texture enhancement;

— 2masks (5x1) for removing blocking artifacts.

A correct stting of the filter parameters is a crucid task, since sdecting wrong filter coefficients would

produce negative effects. A set of optima parameters could be computed by imposing the flatness of the

curves NVLCeC,tF (j) after post-processing as a target. This corresponds to increasing or decreasing the

locd variance of the image in order to match the origind vaues. An experimenta set up of kernel
parameters wes therefore derived from the study of a set of NVLC values observed on a representative
image s&t. To achieve thisgod, an empirica relationship was firg drawn between image distortion and filter
parameters. This was obtained by modulating the parameters of the post-processing filters applied to atest
st with uniform distortion, and anayzing the results. Digtinct experiments were conducted for edge,

mosquito, and texture regions. Then, for each distortion range the parameter settings that maximize the



qudity of the post-processed data were chosen. Fig. 8 plots the resulting curves, which provide optimd
parameter values as a function of the digtortion. Of course, this optimization should be regarded in an
average sense.

Fig. 9 provides apractical example, where the same curves are used to st thefilter parametersin the post-
processing of aframe of the Claire video sequence: Figs. 9.a-b depict the parameter settings, while Figs.
9.c-d report the distortion curves after processing. It can be observed that the compression effectsin terms
of loca image variance could not be cancelled completely. The reason istwaofold: firdt, the parameters were
obtained based on mean NVLC vdues, thus dlowing only globa parameter tuning; second, it is often
impossible to completely restore the originad contrast starting from the distorted image, especidly after
heavy edge or texture smoothing. Nonetheless, the resulting curves show a sgnificant improvement in the
filtered image contrast.

Unfortunately, the parameter setting procedure so far described is not feasble in practica applications,
snce on order to compute the NVLC vdues, the origind data, which are usudly unavalable a the
decoder, must be known. Nevertheless, it was experimentaly found that the behavior of the NVLC curves
is drictly correlated to the compresson factor, while it is not sgnificantly affected by the imege
characteridtics. The charts in Fig. 10 present the average digtortion as a function of the compresson rate
and as afunction of the pixd distance from the edge or from the block border. For a better representation,
only four compression levels have been considered. It can be observed that the distortion curves obtained
for the Claire test video sequence do not correspond completely with those in Fig. 10, thus suggesting that
other image characteristics may dfect the distortion. Consequently, te reduced accuracy in dgortion
edimation causes a sub-optima parameter choice, which is particularly evident in the mosguito aress,
where the digtortion drictly depends on the strength of the edge and the smoothness of the surrounding
area. For operationa convenience, the graphica representation in Fig. 10 can aso be converted into a set

of look-up tables, one for each filter type. The LUTs provide a direct correspondence between parameter
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vaues and compression factors, dso consdering the distance from the nearest edge (for edge and

mosquito filtering), and from the block border (for texture filtering).

Summarizing, filter parameter selection is performed as follows:

Egimate the compresson factor CF for each Hrame. This vdue is used for dl the frames in the
rdlevant GOP;
Based on the CF, sdlect the parameter values on the specific |ook-up tables corresponding to the pixe

class.

4. Analysis of Computational Complexity

The computationad complexity of the dgorithm can be evauated by examining the four main processng

depsinvolved in the procedure.

Block Classification. In I-frames, each block isdirectly classfied in the DCT domain. The caculation

of the L, E, and H values requires nz sums and 7 comparisons per block, where nz is the average

number of DCT coefficients per block preceding the EOB (frequently less than 16). Differently, for
tempordly predicted frames the classfication is performed using the motion vectors available in the
MPEG-compressed stream and propagating the block class from the reference frame. Such a process
involves a fixed computation of 2 sums (for motion compensation) and 2 comparisons (for block
classfication) per block.

Contour extraction. The Sobel convolution masks are gpplied to each edge block. For each pixd the
following operations are required: 2x(7 sums)+(2 products + 1 sum)+1 complex function (artg).
Congdering that the direction of the edge is quantized to only 4 directions, the computation of the

inverse tangent can be avoided by using the D, /D, ratio directly, asfollows:
D, /D, >1.24 or D,/D, <-1.24 b verticd direction;

041<D,/D, <124 b SW-NE direction;
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- 041< D, /D, <041 P horizonta direction;
-1.24<D, /D, <-041 NW-SE direction.

Thisleadsto atotd of 3 products, 15 sums, and 4 comparisons per pixel (edge blocks only).

Pixd classification. Most computation is implied by the need of finding the nearest edge point to
classify mosguito pixels. This can be efficiently accomplished by processing eech edge chain and
labeling the pixds orthogond to the edge within the same 8x8 block. It involves checking a maximum of
8 map positions per edge pixel.

Filtering. Filtering is done through convolution with a 3x3 mask or a 5x1 mask, requiring an upper

limit of 9 products and 8 sums per pixel.

For example, for a video sequence in CIF format at 25 frames per sec. and 10% edged blocks, the total

computation required is about:

» 0.2M products per second

» 1M sums per second

» 0.3M checks per second,

which makes the processing feasible dso in software decoding. For higher resolutions, hardware solutions
may be required to achieve red-time performance. To this purpose, it should be pointed out that most of

the above operations are suitable for vector or pardld processng, and can be efficiently implemented on a
standard DSP. Consequently, the entire procedure can be easily implemented by a properly programmed

controller in the decoder, supported by a dedicated DSP for the filtering procedure.

5. Experimental results
Extensive experimentd testing and comparison were conducted on severa MPEG-coded sequences with
different spatiad and tempora characterigtics. In this section, the results from three different video sequences

are presented: Claire (Fig. 4a), characterized by a smooth background and short movements, Flower



Garden (Fig. 11.a), with large moving aress, and Rai (Fig. 11.b), with high mation activity and scene
changes. Simulations were carried out on 40 consecutive frames encoded with an MPEG-I standard
encoder at 0.75 Mbps. Performance was mainly evauated by visud judgment, for there is no sandard
measure currently available to evauate subjective video quaity. Nonetheless, the following objective
measures are also provided for better comparison:
Peak Signa-to-Noise Ratio (PSNR): PSNR is awidely used quaity measure based on the evauation
of the mean square error of the decoded data as compared to the origind, namdly:
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PSNR = 10x0g,,
where x; and X; arethe originad and processed pixels of the image, respectively.
Block Digtortion (BD): different dgorithms have been proposed to assess this phenomenon, a short
description of the measure used in this paper (called Normalized Block Distortion, NBD) is provided
in the Appendix.
Edge Blurring and Mosquito Noise: the measure of edge blurring and mosquito noise was obtained by
andyzing the behavior of the NVLC parameter across edged areas (see Appendix).
It should be pointed out that PSNR in no way takes into account the type of digtortion, or the
characteridics of the Human Visua System (HVS). Therefore, it is not unusud for better looking or
enhanced images to be associated to alower PSNR.
Figs. 12-14 report the performance achieved by AAF in terms of the above distortion measures for the Rai
video sequence. The chart in Fig. 12 shows a very low variaion in PSNR between MPEG-decoded and
post- processed frames. As dready mentioned, this result is to be considered reasonable: in fact, the target
of post-processing is not to reduce the mean error (which is performed by the compression technique), but
to reduce the visud impact of the digortion. It is commonly accepted that this operation could even

increase the MSE. On the contrary, the effectiveness of the proposed approach is witnessed by the results

in terms of blocking/mosguito reduction and edge enhancement. In Figs. 13 and 14 a comparison is
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provided with two of the mgor competing approaches, proposed by Zakhor [9] and Jeong [11],
repectively. In particular, Fig. 13 compares the performance of the three methods in terms of NBD, while
Figs. 14.a-b demondrate the achievements in terms of edge sharpening and mosquito reduction. It can be
observed that the Zakhor method achieves dightly better results than AAF in terms of mosquito reduction,
but it introduces excessive blurring at the edges and block boundaries (loss of image contrast). Thisis due
to the gpplication of a strong low-pass filtering, irrespective of the local image characteridtics, and to the
employment of quantization condraints, which do not take into account edge sharpness. Differently, the
Jeong technique achieves satisfactory results in terms of blocking reduction, but it increases blurring of
edges and does not properly trest mosquito artifacts. It minimally affects the PSNR, but employs a set of
base functions that are not aways adapted to the loca characteritics of the block boundaries, thus giving
different results depending on the test sequence used for the experiments. Similar results were achieved
with other test sets: in Table 1 the above comparison is extended to the three test sequences where the
mean values of the employed distortion measures are presented.

Although these measures give an objective assessment of the method performance, the most dependable
judgement comes from direct observation of the processed images. In Fig. 15 four clips of the Rai video
sequence are presented, to dlow a visud evaduation of the results achieved by AAF as compared to the
Zakhor and Jeong dgorithms. Attention should be pad to the sharp reduction in visud artifects, in
particular as regards tiling and mosquito, combined with a satisfactory rendering of high frequency aress.
Fig. 16 presents three magnified details extracted from a frame of the Claire sequence. Here, the
performance of AAF in terms of the sgnificant reduction of block digtortion is particularly visble in the
smooth background area, as well as the suppression of mosguito artifacts, associated to agood contour

sharpness. Very good visud qudity was also achieved for the Flower Garden sequence (Fig. 17).

6. Conclusions



A novel post-processing technique that ams at enhancing the video qudity after DCT block transform
coding has been presented (in particular, MPEG standards). The proposed agorithm, which is called
Anisotropic Adaptive Filtering (AAF), andyzes the locd block and pixel characteristics and on this basis
for each image zone it sdects the most appropriate filtering by choosing among a set of pre-defined
parametric convolutiond kernels. Pixd classfication has been based on the observation of image contrast
variation aong edged, smooth, and textured areas, as well as aong block boundaries. The same contrast
vaiation cuves adso reveded a drict inter-dependence among distortion level, contrast variation
magnitude, pixel position relative to edges and block borders, and compression factor. This adlowed to
determine dso the kernd parameters (filter intendity) automaticaly.

The mgor strength points of the proposed approach lie in the fact that different types of distortion, such as
edge and texture blurring, mosquito artifacts and blocking, are treated smultaneoudy, without requiring
iterative or cascade processng and with a low-computationa complexity as compared to competing
techniques. Experimenta tests have shown that AAF provides excedlent results from both subjectively and
objectively, outperforming existing methodologies with smilar or even higher computational complexity.
Additiondly, AAF features very low buffering requirements (only a few rows of the compressed image are

needed), thus making itsintegration in a decoder architecture very convenient.

Appendix

Measures for effective visual quality estimation

The measure of blocking used in the experimental tests exploits some known properties of the DCT
transform [19]. With reference to Fig. 18, let consder ablock overlgpping two smooth image blocks with
different gray vaues (case By): the rdlevant DCT matrix will contain a subset of nor-null AC coefficients,
located in the firgt column a even row indices. It is possble to verify that this set of coefficients highlights

smilar block boundary discontinuities dso if the two blocks are not completely smooth. Smilarly, if the
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central edge is verticd (case By), the non-null AC coefficients are located in the firgt row a even column
indices.

Based on these considerations, the proposed measure, BD, edimates blocking by computing the
normalized energy content of such coefficients, namdly:
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where Xy and X, represent the sets of al possible overlapped blocks of type By and By in the distorted
image, while Xz includes dl the blocks where the DCT transform has been gpplied during compression.
The index is close to one if no block digtortion is present, meaning thet the criticad coefficients at the block
boundaries show an average behavior amilar to the normd image blocks, and increases with the
compression factor, due to increased tiling. The BD parameter is very interesting, Since the origind image is
not required. Nevertheless, snce the specific image characterigtics could bias the index (no unit value for
uncompressed data), it is possble to obtain the more robust normalized block distortion (NBD) by
dividing the actua BD by the BD vaue computed on the origind image.

As regards edge blurring and mosquito noise distortion assessment, the NVLC index defined in § 3, which
provides a contrast variation measure, is used [20]. NVLC is expected to be postive in edged and textured
aeas where the DCT quantization procedure cuts-off high frequency components causng imege
smoothing, and negative in the regions surrounding edgels where mosquito is usualy present. Two
digtortion measures Dg. and Dyo can therefore be obtained by averaging the NVLC parameter on the
areas subject to edge blurring and mosquito noise, respectively:
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where A, includes dl the image edgels, and A, dl the pixels that belong to edged blocks except the

edgels themselves. Both Dg. and Dyo show vaues dose to zero if no digtortion is present, and increasing

pogitive vaues consgtent with the revant amount of ditortion.

References

[1]

[2]

[3]

[4]

[3]

[6]

[7]

[8]

[9]

JL. Mitchell, W.B. Pennebaker, C.E. Fogg, and D.J. LeGal, MPEG video compression
standard, Chapman & Hall, New Y ork, 1997.

“Draft recommendation H.263: video coding for low bitrate communication,” ITU-T (CCITT),
Dec. 1995.

H.C. Reeve and J.S. Lim, “Reduction of blocking effects in image coding,” Optical Engineering,
Vol. 23, No. 1, pp. 34-37, Jan./Feb. 1984.

K.H. Tzou, “Pogt-filtering for trandform-coded images,” Proceedings of SPIE, Applications of
Digital Image Processing Xl, San Diego, CA, Voal. 974, pp. 121-126, Aug. 1988.

T. Jarske, P. Haavisto, and |. Defee, “Pogt-filtering methods for reducing blocking effects from
coded images,” |EEE Transactions on Consumer Electronics, Vol. 40, pp. 521-526, Aug.
1994.

F.-X. Coudoux, M. Gazdet, and P. Corlay, “Reduction of blocking effect in DCT-coded images
based on avisud perception criterion,” Sgnal Processing: Image Comuunication, Vol. 11, No.
3, Jan. 98.

T. Jarske, P. Haavisto, and |. Defée, “Pogt-filtering methods for reducing blocking effects from
coded images,” |EEE Transactions on Consumer Electronics, Vol. 40, No. 3, 1994.

M. Crouse, and K. Ramchandran, “Nonlinear constrained least squares estimation to reduce
atifacts in block transform-coded images,” 1CIP 95 (IEEE International Conference on Image
Processing).

A. Zakhor, “Iterative procedures for reduction of blocking effects in transform image coding,”

23



[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

IEEE Transactions on Circuits and Systems for Video Technology, Vol. 2, No. 1, March
1992.

Y. Yang, N.P. Gdatsanos, and A.K. Katsaggelos, “ Regularized reconstruction to reduce blocking
artifacts of block discrete cosine transform compressed images,” |EEE Transactions on Circuits
and Systems for Video Technology, Vol. 3, No. 6, December 1993.

J. Jeong, and B. Jeon, “Use of a class of two-dimensond functions for blocking artifacts reduction
inimage coding,” 1CIP 95.

H. Paek, J-W. Park, and S-U. Lee, “Non-iterative post-processng technique for transform
coded image sequence,” | CIP 95.

S.-C. Hsa, J-F. Yang, and B.-D. Liu, “Efficient postprocessor for blocky effect removal based
on transform characteridtics” IEEE Transactions on Circuits and Systems for Video
Technology, Val. 7, No. 6, Dec. 97.

J. Chou, M. Crouse, and K. Ramchandran, “A smple agorithm for removing blocking artifactsin
block-transform coded images,” |EEE Sgnal Processing Letters, Vol. 5, No. 2, Feb. 98.

W.F. Schreiber, “Image processing for qudity enhancement,” Proceedings of the IEEE, 66
(1978), pp. 1640-1651.

SJP. Wedten, P.L. Lagendijk and J. Biemond, "Adaptive spatid noise shaping for DCT based
image compression,” ICASSP 96 (IEEE International Conference on Acoustics, Speech and
Sgnal Processing).

H.H.Y. Tong, and A.N. Venetsanopoulos, “A perceptua mode for JPEG applications based on
block classfication, texture masking, and luminance masking,” |EEE International Conference
on Image Processing (ICIP'98), Chicago, Ill., October 1998.

D.H. Bdlard, C.M. Brown, Computer Vision, Prentice Hall, 1982.

M. Cireddu, F.G.B. De Natde, D.D. Giusto, and P. Pes, “Blockness distortion evaluation in

24



block-coded pictures,” IWISP’ 96 (International Workshop on Image and Sgnal Processing),
Manchester, UK, 1996.
[20] P. Franti, “Blockwise digtortion measure for gatigtica and dructurd errors in digita images,”

Sgnal Processing: Image Communication, Vol. 13, pp. 89-98, 1998.

—<—ccr10 — @ — cr12.75- - & - -cr20.4 ——cr10 — M — ¢r12.75 - - & - ~cr20.4
0,4 1,2
02 & 1,0 ,,“ """" A
01 : : 0,8
02 4 5 4 0,6 1 LA
S 04 S 04 by
-0,6 ] 0,2 ;
0,8 w - . 0,0 G t t
1 ‘T -PREY | -0,2( 1 2
1,2 | -0,4
Clty block distance Clty block distance
@ (b)
FIGURE 1
Compressed .Decoded
video stream video stream
v v v
Block R Pixel Convolutional | , Enhanced
classification ”| classification ' engine video
A
Set of pre-
defined !
kernels
FIGURE 2

25



D E
L
E
E
L I
FIGURE 3

FIGURE 4
, “For -
edred [ ench | Gradient
Blacks o] 1DCT ’\ﬁf‘a / extractian (0
Compressed Block flan not  _
image data 7| classifcation | slocks ~_ DT Drocessed
'hluck'rlg_’_
pixels’
rexctired » ‘texture
Blociks pixels’ "~
FIGURE 5

26



0 -1 0
1 x|[  +1 C +1
C
0 -1 0
@
8x8 image
block

1 1+15 1

1 1+S 1

9+ 658
1 1+.1S 1
(b)
FIGURE 6
8x8 image
block

FIGURE 7

27

1| 1|
14 1 ek |
K
1| 1|
(©)

. Un-processed
pixels

Processed
pixels



0,05 0,08 0,12 0,15 0,18 0,21 0,24 0,27 0,31
di

60
50
40
30
20
10

0

4t

1y
4t
et

FIGURE 8

28

-10 -08 -06 -04 -02 00 02 04 06 08

1,0
di




—<—ccr10 — @ —cri1275-- 4 --cr20.4
30
g !
?35 25 \
>
g 20 X
3 N \
% 15 X
2 A e
U) 10 < \ v}/
E n
o ° N
A R — —
0 } } } = \!— !_ !
0 1 2 3 4 5 6
City block distance
—4—cr10 — @ — cri1275-- 4 --cr204
0,4
0,2
0
-0,2
- -0,4
-0,6
-0,8
-1
-1,2

—+—cr10 — 8 —cr12.75 ---A--- cr 204 —jl—cr 25.3

City block distance

(©

K' parameter values

di

FIGURE 9

0.4

0,2

City block distance

FIGURE 10

0’8 ........

06 //\\I\

= 04

02
1

_0,2 1 2
-0,4

—+—cr10 — @ — ¢cr12.75 —&—cr204

50
45
40
* B
25
20 st
15
10
5
0 : :

0 1 2 3

City block distance

(b)

—®—cr10 — W — cr1275-- & --cr204

12
1,0

City block distance

(d)

—+—cr10 —8—cr12.75 —&—cr20.4 —ji}—cr 25.3
1,2

1 e —__ Y

City block distance



—+—cr10 — @ — cr12.75-- & - -cr204 —¢—cr10 — M — ¢cr12.75 - - 4& - -¢cr20.4

14

1,2  C— o

1,0 - Pt

08 o g -
0,6 : //!'\‘ = A

di

\
/

|
i

0,4 -
0,2 7

/ [l [l
0,0

0.2 ( 1 2
04

City block distance City block distance
@ (b)
—&—cr10 — @ — cr12.75 - - A - -cr204 —<—r10 — @ — crl12.75-- A --¢cr204
45 50
40 45
g § 0
= \ B
> S 35
g \ T -
T 25 i o) / -
g 20 \ % 25 Q= 4
3 - .-
\ 20 o

» 15 A \\\‘/e/ g o A"
heo] N n « 15 A
& 10 N 10
O 5l ‘A Bk

F . . . ;‘: >

T T T T T 1 i i

0 1 2 3 4 5 6 0 1 2

City block distance City block distance

(© (d)

FIGURE 11



@ (b)

FIGURE 12

PSNR

29,5
29,0
28,5
28,0
27,5
27,0
26,5
26,0
25,5

e

/I — MPEG

1 4 7 10 13 16 19 22 25 28 31 34 37 40
Frame No.

FIGURE 13

Block Distortion

14

0,4

0,2

0,0

1 4 7 10 13 16 19 22 25 28 31 34 37 40
Frame No.

31




FIGURE 14

MPEG

AAF ZAKHOR JEONG

1 4 7 10 13 16 19 22 25 28 31 34 37 40
Frame No.

@

FIGURE 15

32

MPEG AAF ZAKHOR - = == JEONG
16
14 a
3 12 EAAN
Z 10
S s /
%076 Aj\/‘/_/\/\ ,
g s /’ A" andd
S 04 7
0,2
0,0 rrTTrTrTrrTrTrTrrTrrrTrTrrrTrTrT T T T T T T T T T TTI I T T
1 4 7 1013 16 19 22 25 28 31 34 37 40
FrameNo.
(b)




FIGURE 16



FIGURE 17



FIGURE 18

Ovutlappine Overlappng
black B, / block B,
\\ ’ -
DCT 1ransform O

decoder imawe
- block B

FIGURE 19



TABLE I

Rai Claire Flower Garden

MPEG | Zakhor |Jeong | AAF | MPEG | Zakhor |Jeong | AAF |MPEG | Zakhor | Jeong | AAF

PNR 2810 |2756 (2572 |27,76 |3846 |2817 |3406 (30,72 |2306 |2042 |[2148 |21,39

Dg. 017 0,56 026 |007 1005 038 (011 |001 (012 0,59 015 (007

Dwo |1.03 0,25 063 (047 077 043 |129 |032 |03l -025 034 |002

NBD 121 0,62 1,09 106 107 107 105 (104 109 0,56 107 |105




Tableand illugtration captions

Fig. 1. Averaged. curves: (a) pixels belonging to edged blocks, grouped by city block distance from edges

(block boundary pixes were not included to exclude blocking effects); (b) pixels belonging to textured
blocks, grouped by city block distance from the block border. Both graphs refer to an intra-coded frame
of the Claire sequence, at three different compression factors.

Fig. 2. Scheme of the proposed enhancement technique.

Fig. 3. Grouping of DCT coefficients used for block classfication: DC (DC), low-frequencies (L), edge
(E) and high-frequencies (H).

Fig. 4. (@) Origind frame of the Claire sequence; (b) block classfication from intra-coded data; (c) block
classfication from inter-coded data, using as a reference the third preceding frame.

Fig. 5. How graph for the pixel classfication phase.
Fig. 6. FIR filtering kernels: (a) edge enhancement, (b) mosguito smoothing, (€) texture crispening. Kernels

(@ and (b) are applied to pixes belonging or close to horizonta edges; otherwise, a rotation is applied
according to edge orientation.

Fig. 7. Blocking artifact reduction: |eft, FIR filtering procedure; right, recursive use of the smoothing filter
(inner pixe sripe filtering uses previoudy filtered boundary vaues).

Fig. 8. Optimd filtering parameter as a function of the loca distortion messure these data were
experimentally obtained from an heterogeneous image s&t.

Fig. 9. Optimum experimentd filter parameters for the Claire video sequence, calculated according to the
d, curves of Fig. 1: (a) edged blocks (C and S parameters); (b) textured blocks (K parameter); (c-d) d,
curves dter filtering.

Fig. 10. Experimentaly obtained distortion curve as a function of the compression ratio.

Fig. 11. Averaged, curves and optimum filtering parameters for the Rai sequence at three different

compression factors: (a) d, curves for pixels belonging to edged blocks, grouped by city block distance
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from edges (block boundary pixels were not included to exclude blocking effects); (b) d. curves pixels

belonging to textured blocks, grouped by city block distance from the block border. (c-d) optimd filtering
parameters vaues.

Fig. 12. Origind frames. (a) Flower Garden; (b) Rai.

Fig. 13. Comparison between MPEG-decoded and post-processed frames in terms of PSNR for the Rai
sequence.

Fig. 14. Comparison between different post- processing dgorithms in terms of normaized block digtortion
on 40 frames of the Ral sequence. Absence of blocking is represented by a unit vaue of the distortion
measure. Vaues greatly below unit reved excessve blurring.

Fig. 15. Comparison between different post- processing agorithms on 40 frames of the Rai sequence: (a)
edge blurring, (b) mosquito noise. Absence of distortion corresponds to zero values.

Fig. 16. Reaults on a portion of a frame of the Rai sequence: (&) MPEG decoded; (b) after AAF post-
processing; (€) after Zakhor's dgorithm; (d) after Jeong's dgorithm.

Fig. 17. Visud comparison of three portions of a frame of the Claire sequence: () MPEG decoded; (b)
AAF; (c) Zakhor; (d) Jeong.

Fig. 18. Visud comparison of three portions from a frame of the Flower Garden sequence: (a) MPEG
decoded; (b) AAF; (c) Zakhor; (d) Jeong.

Fig. 19. Evduaion of the tiling effect from the andyss of DCT coefficients cdculated on blocks

overlapping verticad (B, ) and horizontal (B,) MPEG block boundaries. The srength of blocking
digtortion is esimated by andyzing the energy of the B, and B, DCT coefficients. On the right, the
transform matrix for a B,, block is drawn.

Table 1. Comparison of different post-processng agorithms in terms of PSNR, edge blurring, mosguito
noise and blocking distortion for three test sequences.



