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Abstract: Flood-susceptibility mapping (FSM) is crucial for effective flood prediction and disaster
prevention. Traditional methods of modeling flood vulnerability, such as the Analytical Hierarchy
Process (AHP), require weights defined by experts, while machine-learning and deep-learning
approaches require extensive datasets. Remote sensing is also limited by the availability of images and
weather conditions. We propose a new hybrid strategy integrating deep learning with the HEC–HMS
and HEC–RAS physical models to overcome these challenges. In this study, we introduce a Weighted
Residual U-Net (W-Res-U-Net) model based on the target of the HEC–HMS and RAS physical
simulation without disregarding ground truth points by using two loss functions simultaneously.
The W-Res-U-Net was trained on eight sub-basins and tested on five others, demonstrating superior
performance with a sensitivity of 71.16%, specificity of 91.14%, and area under the curve (AUC) of
92.95% when validated against physical simulations, as well as a sensitivity of 88.89%, specificity of
93.07%, and AUC of 95.87% when validated against ground truth points. Incorporating a “Sigmoid
Focal Loss” function and a dual-loss function improved the realism and performance of the model,
achieving higher sensitivity, specificity, and AUC than HEC–RAS alone. This hybrid approach
significantly enhances the FSM model, especially with limited real-world data.

Keywords: FSM; hybrid strategy; physical models; ground truth points; W-Res-U-Net

1. Introduction

In an era marked by the escalating impacts of climate change, flooding has emerged
as one of the most devastating and deadly natural hazards and a significant and recurring
threat to communities worldwide. The devastating consequences of floods, ranging from
loss of life and property damage to disruption of essential services and displacement of
populations [1–3], underscore the urgent need for robust flood-detection methods. As
climate change intensifies, the frequency and severity of extreme weather events, including
storms and heavy rainfall, are expected to increase, amplifying the risk of flooding in
vulnerable regions.

Addressing this pressing challenge involves a diverse range of methodologies for
flood detection. These methods encompass traditional approaches rooted in physical
processes, such as HEC–HMS/RAS (Hydrologic Engineering Center–Hydrologic Modeling
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System/River Analysis System), SWAT (Soil and Water Assessment Tool), WetSpa (Water
and Energy Transfer between Soil, Plants, and Atmosphere), and SOBEK Hydrodynamic
Model, SWAT, WetSpa, and SOBEK, among others [4–6]. These models rely on intricate
mathematical representations of physical phenomena. However, their widespread adoption
faces challenges in acquiring diverse datasets due to various restrictions.

Recent advancements in remote-sensing technology have ushered in a new era of
flood-mapping capabilities. By harnessing a diverse array of sensors mounted on satel-
lites and aircraft, including synthetic aperture radar (SAR) and multispectral imaging,
researchers can achieve both high-resolution detail and wide-area coverage, which are
crucial for precise flood delineation. These sophisticated tools not only enable real-time
monitoring but also facilitate timely disaster response and management efforts. Moreover,
through seamless integration with geographic information systems (GIS), remote-sensing
data empower comprehensive flood-risk assessment and the formulation of effective miti-
gation strategies. The effectiveness of this remote-sensing approach has been evidenced in
numerous studies worldwide [7–10], affirming its pivotal role in flood mapping and man-
agement initiatives. Ongoing research endeavors focusing on algorithm refinement and
sensor innovation promise to further elevate the accuracy and efficiency of these techniques.
However, it is important to acknowledge that the method of FSM by remote sensing has
limitations, such as the unavailability of SAR radar satellite images on days of flooding or
the limitations of optical images due to the presence of clouds. These constraints highlight
the need for continued advancements in remote-sensing technology to overcome such
challenges and improve the reliability of flood-detection systems.

Remote sensing plays a crucial role in flood detection, yet it grapples with several
challenges, notably limited spatial and temporal resolution, cloud-cover interference [11,12],
and spectral sensitivity issues. These obstacles often lead to an underestimation of flood
occurrences. Moreover, FSM faces its own set of hurdles, primarily stemming from data
limitations. The scarcity of comprehensive flood inventory data derived from historical
records and field surveys hampers the development of precise machine-learning models.
This scarcity is compounded by challenges related to data accessibility, interpretation
complexities, and the dynamic nature of flood events. Therefore, there is an urgent need to
find an effective and accurate way of mapping floods, which can overcome these challenges
and provide timely and reliable information for disaster management and mitigation efforts.

FSM and flood zone-determination systems offer crucial advantages in disaster mit-
igation. Accurate identification of flood zones enables timely warnings, which in turn
reduces both casualties and property damage [13]. Early alerts empower communities to
enact preventive measures, such as implementing evacuation plans and installing flood
barriers, thus bolstering overall safety. Furthermore, precise flood zone determination
facilitates optimal resource allocation, allowing emergency response teams to be deployed
effectively. Ultimately, these systems play a pivotal role in saving lives, minimizing losses,
and enhancing resilience against natural calamities.

2. State of the Art

Inundation of water in normally dry areas is the defining characteristic of floods. As a
result, the study of flood management encompasses a wide range of considerations due
to the inherent potential for impact that the presence of water entails. Several distinct
approaches to flood management strategies have been identified and categorized [14].
River floods are the consequence of rivers exceeding their capacity, typically triggered by
significant precipitation or snowmelt [13]. Flash floods, on the other hand, manifest swiftly,
predominantly provoked by intense rainfall [13]. Coastal floods emerge from storm surges
or tidal phenomena along coastal regions [13]. Similarly, dam breakages and dike breaches
induce flooding events by surpassing infrastructure thresholds, causing water discharge
beyond intended capacity. In our study, we will focus on investigating river floods and flash
floods specifically. There are, therefore, several methods of flood-susceptibility mapping
(FSM), as follows:
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2.1. Physics-Based Models

Past research has utilized different physics-based flood models to simulate and eval-
uate flood susceptibility. Prominent software applications like HEC-HMS/RAS, in their
ground-breaking research article, ref. [15] conducted a comprehensive study in New York
City utilizing three key inputs, ultimately achieving a remarkable level of accuracy. Also in
their seminal paper, ref. [16] undertook a rigorous user study in the Ohio River basin (USA),
using SWAT and LISFLOOD-FP software and a diverse set of eight datasets, producing
results deemed acceptable by the scientific community. Ref. [17] conducted a significant
research study in Hyderabad city (India), employing the SWMM software with a focused
strategy utilizing merely two inputs. So, these models have been employed for simulating
flood progression in water channels and terrestrial flooding extents. Nevertheless, these
conventional models have their limitations, including the need for intricate input data and
extended computation durations due to their complex nature [3]. Additionally, they have re-
stricted capabilities in simulating large-scale watershed flooding exceeding 1000 km2 [3,18].
Consequently, it is crucial to devise more efficient and proficient approaches to tackle
these deficiencies.

2.2. Multi-Criteria Decision Analysis (MCDA) and Statistical Models

In addition to the aforementioned considerations, the implementation of physics-based
models often necessitates substantial computational resources and a thorough comprehen-
sion of the underlying principles. Spatial analyses, particularly employing multi-criteria
decision analysis (MCDA) techniques, have been a focal point of research. Among these,
the Analytic Hierarchy Process (AHP) emerges as a widely recognized and frequently
utilized MCDA approach in the realm of FSM. Specifically, ref. [19] conducted their study
utilizing eight inputs within the northern region of Tunisia, while ref. [20] employed seven
inputs in Iran. Similarly, ref. [21] utilized eight inputs within Tanzania and has achieved
acceptable accuracy, and ref. [22] employed eight inputs in Iran and has achieved good
accuracy. These studies collectively underscore the diverse geographical contexts in which
AHP-based FSM methodologies have been applied, highlighting their adaptability and
effectiveness across different regions. This method facilitates systematic and structured
evaluations of various criteria and their relative importance in flood susceptibility contexts.
However, a significant limitation of MCDA is its vulnerability to bias due to reliance on
expert knowledge. Another methodology in FSM involves utilizing bivariate and multi-
variate statistical analyses. Bivariate statistical analysis techniques play a crucial role in
identifying the influential factors of each class within the modeling framework. Ref. [23]
applied integrated bivariate-multivariate statistical models with 15 inputs in Korea, achiev-
ing acceptable accuracy. Ref. [24] utilized bivariate–multivariate statistical models with
eight inputs in Jeddah (KSA), yielding good accuracy. Similarly, ref. [25] employed bivari-
ate models with 10 inputs in Iran, achieving high accuracy. Ref. [26] utilized Bivariate
Statistics-ML Models with 11 inputs in Romania, resulting in good accuracy. Furthermore,
ref. [27] applied DEMATEL-ANP with 14 inputs in Slovakia, attaining high accuracy. It is
worth noting that while statistical methods typically adopt a linear approach, which may
have limitations, especially in addressing flood prediction with its nonlinear dynamics,
these studies underscore the necessity for more advanced modeling techniques.

2.3. Remote Sensing

The existing literature on flood detection highlights the efficacy of Synthetic Aper-
ture Radar (SAR) and optical imagery for flood-susceptibility mapping. Ref. [7] utilized
TRS_LM_RGA on VV Polarization and TRS_KI_THR on VH Polarization with Sentinel-1
images in China, achieving very high accuracy. Ref. [28] applied the difference image
index (DII) using Sentinel-1 images in the USA, resulting in acceptable accuracy. In Turkey,
ref. [29] employed the MNDWI index with Sentinel-2 images. Moreover, research by [30]
in Greece demonstrated the effectiveness of SAR and Optical Earth Observation with Hy-
draulic Simulation, utilizing Sentinel-1, Landsat 7, Landsat 8, and HEC–RAS modeling.
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Similarly, ref. [31] conducted fusion techniques with Sentinel-1 and Sentinel-2 images in
Turkey. These studies underscore the significance of SAR-optical fusion techniques in flood
detection, aiding timely and precise assessments crucial for disaster management and miti-
gation efforts, especially in flood-prone regions. However, challenges persist, including the
lack of imagery for relevant dates and interference from cloud cover, highlighting the need
for advancements in remote-sensing methodologies to enhance the accuracy and efficacy
of flood-detection systems. It is important to note that remote sensing is not a parallel
comparison with flood-susceptibility mapping, while remote sensing provides real-time
data and imagery for immediate flood detection and monitoring, and flood-susceptibility
mapping involves predicting potential flood-prone areas based on various environmental
and climatic factors, requiring a different set of analytical approaches and tools.

2.4. Machine and Deep Learning

In recent years, there has been a notable trend among researchers towards embrac-
ing advanced data-driven models, particularly machine-learning (ML) algorithms. This
shift arises from the observed limitations in traditional physical flood models, analytical
hierarchy processes, statistical models, and remote-sensing methods. Data-driven models
depart from the reliance on physical processes, instead relying on mathematical equations
derived from concurrent inputs and outputs. This approach enables the estimation of FSM
directly from data without predefined assumptions. The application of ML techniques has
shown promising results in various comparative studies. For instance, ref. [32] achieved
high accuracy in China using Naive Bayes Tree (NBT) with 12 inputs. Ref. [33] obtained
acceptable accuracy in Austria by employing Ensemble AHP-ANP_RF-SVM with 11 inputs.
Then, ref. [34] achieved acceptable accuracy in Bangladesh through a hybrid model (Dag-
ging models) with 12 inputs. Ref. [35] achieved acceptable accuracy in India using XGBoost
with eight inputs. Ref. [36] attained good accuracy in India, utilizing AB-RF with 12 inputs.
Ref. [3] achieved good accuracy in China with RF using 15 inputs. Ref. [37] obtained good
accuracy in Iran employing the Cascade Forest Model (CFM) with 20 inputs. Refs. [38,39]
achieved good and very high accuracy in Egypt, respectively, using RF with 15 inputs.
Also, ref. [40] achieved high accuracy in India utilizing Stochastic Gradient Boosting (SGB)
with 16 inputs.

In addition to traditional methodologies, a plethora of studies have delved into the
efficacy of employing deep-learning techniques for enhancing flood-susceptibility mapping.
Notable among these endeavors are the works of [41], who employed DLNN with nine
inputs in Vietnam, achieving commendable accuracy. Similarly, ref. [42] utilized Social
Spider Optimization (SSO) with 11 inputs, attaining high accuracy in Vietnam. Ref. [43]
leveraged autoencoder-MLP with nine inputs, yielding high accuracy in Iran. Ref. [44]
employed deep belief network, backpropagation, and genetic algorithm (DBPGA) with
11 inputs, achieving very high accuracy in Iran. Ref. [45] utilized Iterative Classifier
Optimizer—Deep-Learning Neural Network—Frequency Ratio (ICO-DLNN-FR) with
14 inputs, demonstrating good accuracy in Romania. Ref. [46] applied CNN with 17 inputs,
showcasing good accuracy in India. Ref. [47] compared CNN versus GMDH with 10 inputs,
resulting in acceptable accuracy in Mozambique. Ref. [48] employed Filtered Classifier—
Deep Learning (FC-DL) with 10 inputs, achieving high accuracy in China. Ref. [49] utilized
DLNN-ICO with 18 inputs, demonstrating good accuracy in Bangladesh. Lastly, ref. [50]
applied 2D-CNN with 10 inputs, yielding acceptable accuracy in Kenya. We provide
detailed and numerical results for each study in Table 1.

Despite its efficiency and robustness, ML still grapples with limitations. One such
constraint lies in the scarcity and inadequacy of flood inventory data derived from historical
records and field surveys in existing studies. This scarcity poses a significant hurdle in
developing accurate ML models [3], especially when deep-learning (DL) techniques are
employed. Moreover, in the realm of FSM, prior research utilizing ML or DL techniques
has predominantly focused on utilizing target points and geospatial factors as inputs, and
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there are no studies considering geospatial factors as inputs and images as Target “Images
to Image”.

Table 1. State-of-the-art and comparison of previous studies in FSM.

Method Reference Model Input Location (Area) Performance
Metrics

Ph
ys

ic
s-

B
as

ed
M

od
el [15] Physics-based

Model HEC-RAS
* Topography (LIDAR) * LULC *

Hydrological point data New York, NY, USA OA = 89.77%
RMSE = 0.320

[16]
Physics-based

Model SWAT and
LISFLOOD-FP

* DEM * LULC * Soil texture *
Precipitation, temperature, solar

radiation, relative humidity and wind
speed

Ohio River Basin,
OH, USA

(500,000 km2)

F = 0.75
C = 0.85

[17] Physics-based
Model SWMM * DEM * Rainfall Data Hyderabad City,

India (90.87 km2)

A
H

P
an

d
M

C
D

A

[19] GIS-AHP
*LULC * Elevation *lithology *Rainfall
*Drainage density *slope *Soil *Ground

water level

North-East of
Tunisia (524.4 km2)

[20] MCDA
* Runoff * Elevation * Slope * Drainage
Distance * Rainfall Intensity * Erosion *

LULC

Mashhad Plain
Basin, Iran
(9762 km2)

[21] GIS-MCDA

* Slope *Geology *Flow accumulation
*LULC

*Drainage density *Elevation *stream
order *Soil.

Dodoma Region,
Tanzania (41.05 km2) AUC = 87.24%

[22] MCDA
* Rainfall *Distance from rivers *Slope

*Soil type *Geology *Land use
*Elevation *Drainage density.

Babolroud
Watershed, Iran

(2344 km2)
AUC = 90.5%

St
at

is
ti

ca
lM

od
el

s

[23]

Integrated
bivariate–

multivariate
statistical models

*Curvature *DEM *Geology
*Greenfarm *Rainfall

* River * Slope *Soil drain * Soil effect
*Soil texture

*SPI *Timber age *Timber density
*Timber diameter

*Timber type

Busan, Republic of
Korea AUC = 82.3

[24]

Bivariate–
multivariate

statistical
models

*Slope *Elevation *curvature
*geological units * Land use *Soil drain

*Distance from streams

Jeddah City, Saudi
Arabia (219 km2) AUC = 90.4%

[25] Bivariate models

*Slope angle *plan curvature *altitude *
TWI * SPI

*Distance from river *Rainfall
*Geology* Land use *NDVI

Haraz Watershed
(4015 km2) AUC = 98.72%

[26]
Bivariate

Statistics-ML
Models

*Plan curvature *Slope angle
*Hydrological *Soil Group *Lithology

*Land use *Convergence index
*Elevation *Distance from river

*Rainfall *TWI

Basin of Prahova
River, Romania

(2600 km2)
AUC = 91.1%

[27] DEMATEL-ANP

*Elevation *Curve number * SPI*Slope
*Stream density *TRI*Distance from

river *STI *TWI *Rainfall
*Lithology *Soil texture * NDVI * Land

cover

Topl’a River Basin,
Slovakia (1548 km2) AUC = 97.5%
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Table 1. Cont.

Method Reference Model Input Location (Area) Performance
Metrics

R
em

ot
e

Se
ns

in
g

[7]

TRS_LM_RGA on
VV Polarization
TRS_KI_THR on
VH Polarization

* Sentinel 1 SAR * Landsat 8
OLI/TIRS for Validation Jialing River, China VV OA = 98.82%

VH OA = 98.59%

[28] Difference image
index (DII)

* Sentinel-1 * Sentinel-2 and Landsat
8 imagery for validation

U.S. New Orleans
(2500 km2) and

Hurricane Harvey
(7500 km2)

agreement
percentages = 80%

in the both area

[29] MNDWI * Sentinel-2
Basin of Mersin,

Turkey
(24,940 hectares)

[30]

SAR and Optical
Earth Observation

with
Hydraulic
Simulation

* Sentinel-1 * Landsat 7 * Landsat 8 *
HEC-RAS modelling for comparison

Sperchios River
basin, Greece

(1823 km2)

[31] Fusion Sentinel-1
and Sentinel-2 * Sentinel-1 * Sentinel-2 Ordu Province,

Northern of Turkey

M
ac

hi
ne

Le
ar

ni
ng

[32] Naive
Bayes Tree (NBT)

* Slope *Curvature *Altitude *
Distance from the river

*NDVI map *Lithology *Land use
*Soil type *Rainfall *TWI *SPI *STI

Southeast Jiangxi
Province, China
(4053.16 km2)

OA = 96.8%
AUC = 0.97

Kappa = 0.95
RMSE = 0.115
MAE = 0.12

[33] Ensemble AHP-
ANP_RF-SVM

* Elevation *Slope *Aspect *NDVI
*TWI *SPI *Geology,

*Land cover *Distance to drainage
*distance to roads

*Rainfall

Salzburg, Austria
(7156.03 km2) AUC = 89.3%

[34] hybrid model
(Dagging models)

*Elevation *Curvature *Aspect and
slope *topographic roughness index
*topographic wetness index *Stream
power index *Stream transport index

*land use, land cover *Distance to
river *soil types *Rainfall

Teesta
Sub-Catchment,

Bangladesh

AUC = 0.873
RMSE = 0.189
MAE = 0.084

R2 = 0.852

[35] XGBoost
* Rainfall * CN * Elevation * Slope *

Distance from stream *
Evapotranspiration * LST * NDVI

Telangana State,
India AUC = 0.83

[36] AB-RF

*Elevation *Aspect *Slope * TRI *TWI
*SPI *Distance from rivers *Rainfall

*NDVI *soil *geomorphology *
Lithology

West Coast of India
(3177 km2) AUC = 0.940

[3] RF

*Slope * Slope aspect * Profile
curvature * Planar curvature * TP I*

TRI * TWT * DTR * Flow
accumulation

* SPI * STI * Stream order * NDVI *
NDISI * RDPI

Xinluo
Sub-Watershed,
China (600 km2)

AUC = 91.2%
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Table 1. Cont.

Method Reference Model Input Location (Area) Performance
Metrics

M
ac

hi
ne

Le
ar

ni
ng

[37] Cascade Forest
Model (CFM)

* Soil type * LCLU * NDVI * DEM *
Slope * Aspect * Curvature * SCS * LC,

ci * VD * LS * FA* TRI * TPI * MCA
* SPI * TWI * HOFD * VOFD

Gorganrud
(11,290 km2) and

Karun Basin
(67,297 km2), Iran

Karun basin:
OA = 93.94%

F1-Score = 90.70%
Gorganrud:

OA = 92.40%
F1-Score = 91.60%

[38] RF
*Elvation *Soil *TPI *CI *LS *TWI *

PrC *PlC *DD *GEO
*NDVI *LULC *DTR *DTW *Rainfall

El-Matulla
Catchment, Egypt

(7231 km2)

AUC = 0.93
OA = 0.88

Kappa = 0.85
RMSE = 0.34
MAE = 0.12

[39] RF

*Elevation *Slope *Aspect *Plan
curvature *hillshade

*Flow accumulation *TWI *STI
*Horizontal flowdistance

*Vertical flow distance *Rainfall *Flow
distance *LU/land cover *lithology

*NDVI.

Hurghada, Egypt
(138 km2) AUC = 98.2%

[40]
Stochastic

Gradient Boosting
(SGB) and GBC

*Elevation *Slope *Aspect *STI * TRI
*TWI *SPI

*Curvature * D2R*D2S *Geology
*Geomorphology * LULC *Soil

*NDVI *Rain

Idukki District,
South India
(4358 km2)

AUC = 0.92

D
ee

p
Le

ar
ni

ng

[41] DLNN
*Elevation *Slope *Aspect *curvature

*stream density *NDVI *Soil type*
Lithology *Rainfall

Lao Cai Province,
Vietnam

(1465.07 km2)

SEN = 90.04%
SPE = 94.26%
AUC = 0.960

[42]
Social Spider
Optimization

(SSO)

*DEM* Slope *Aspect * Curvature *
TWI * SPI * DTR

* River density * NDVI * NDBI *
Rainfall

Lai Chau Province,
Vietnam

AUC = 97.003%
MAE = 0.033

OA = 95.926%

[43] Autoencoder-MLP

*Slope * Aspect * Altitude * Plan
curvature * TWI

* Lithology * Rainfall * Land use *
Distance to drainage

Golestan Province,
Iran (12,050 km2)

and Ganga Basins,
India

AUC = 0.974

[44]

Deep-belief
network, back

propagation, and
genetic algorithm

(DBPGA)

*Slope angle *elevation *Curvature
*TWI *SPI * Distance to river * River

density *rainfall *Lithology
* Land use *NDVI

Haraz Watershed,
Iran (4014 km2) AUC = 0.985

[45]

Iterative Classifier
Optimizer—Deep
Learning Neural

Network—
Frequency Ratio
(ICO-DLNN-FR)

* Lithology* Slope angle *Profile
curvature *Hydrological Soil Groups
* TWI *Land use *Convergence Index
* Elevation* Distance from river *Plan
curvature *Rainfall *Aspect * SPI *TPI

Putna River Basin,
Romania (2509 km2) AUC = 0.911

[46] CNN

*Elevation* Aspect *Distance from
river *LULC

*TWI * Slope *TRI *TPI * Soil type
*NDVI *Geomorphology *rainfall
intensity *CN *SPI * Convergence

index *CI *Geology

Kunur River, India
(646 km2)

AUC = 0.931
MAE = 0.143
RMSE = 0.378
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Table 1. Cont.

Method Reference Model Input Location (Area) Performance
Metrics

D
ee

p
Le

ar
ni

ng

[47] CNN versus
GMDH

*Aspect * Slope *Altitude *Plan
curvature *TWI

*Profile curvature *valley depth LS-
*factor or slope

lengths *Land use *Distance of the
river

Coastal City of
Beira Central
Mozambique

AUC CNN = 0.90
AUC GMDH = 0.87

[48]
Filtered

Classifier–Deep
learning (FC-DL)

*Altitude *Slope angle *aspect *TWI
*SPI *STI

*Distance to rivers * Rainfall *NDVI
*Land use

Jiangxi Province of
China AUC = 0.963

[49] DLNN-ICO

*Aspect *Elevation *Slope
angle*Curvature *Plan curvature
*Profile curvature *flow direction

*Flow accumulation *LULC *NDVI
*Distance

to the rivers * Soil *Mean annual
rainfall * river density *SPI*TWI *STI

*Geology

Padma River,
Bangladesh
(2562 km2)

AUC = 0.917

[50] 2D-CNN

*Rainfall * LULC *Altitude *Slope
*Flow direction

*Flow accumulation *SPI *TWI
*DTR*Soils

Eldoret
Municipality,

Kenya (247.7 km2)

OA = 82.5%
AUC = 0.809

3. Contribution of Paper

It is worth noting that while many machine-learning (ML) and deep-learning (DL)
methods have primarily focused on classification and regression tasks, our research repre-
sents a recent advancement in exploring the potential of segmentation models for flood-
susceptibility mapping (FSM). This approach has rarely been used, with a few exceptions in
recent articles focusing on synthetic aperture radar (SAR) image segmentation using radar-
based water indices as masks, rather than on geospatial factors. The main contributions of
this paper are as follows:

3.1. Utilization of 2D Models

Traditionally, flood detection and classification have been approached using 1D mod-
els, focusing on point-based analysis. In contrast, our methodology leverages 2D modeling
techniques, treating the problem as image classification. This paradigm shift allows for a
more comprehensive analysis of flood patterns and characteristics.

3.2. Input Features

We introduce a comprehensive set of 19 input features for flood detection, including
a novel feature termed “flow discharge”, which captures critical information previously
overlooked in the literature. By incorporating a diverse range of inputs, our methodology
enhances the discriminative power of flood detection algorithms, leading to improved
accuracy and reliability.

3.3. Data-Scarcity Challenges

One significant challenge in flood-detection research is the limited availability of real-
ground truth data, often necessitating the use of physical models for training. However,
relying solely on physical models presents its own challenges, including potential biases and
inaccuracies in the generated data. To address this issue, we propose a deep classification
framework employing two focal-loss functions designed to prioritize learning from ground
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truth data obtained from physical models. By doing so, we aim to mitigate the effects of
data scarcity and enhance the generalization capabilities of our models.

3.4. Introduction of Weighted Residual U-Net Architecture (W-Res-U-Net)

We introduce a novel architecture termed “Weighted Residual U-Net” (W-Res-U-Net),
which combines the expressive power of residual connections with the versatility of the
U-Net architecture. Additionally, we integrate two focal loss functions into the W-Res-
U-Net framework, aimed at enhancing attention to ground truth data while placing less
emphasis on data from physical models. This approach facilitates more effective gradient
propagation and feature learning, ensuring that the model prioritizes accurate real-world
data. To the best of our knowledge, this is the first instance of such an architecture being
applied to flood detection and classification tasks.

3.5. Validation Strategy

To evaluate the effectiveness of our proposed methodology, we employ a rigorous
validation strategy. We partition the study basin into sub-basins and train our models on
subsets while validating them on independent sub-basin data from different years. This
cross-validation approach ensures the robustness and generalizability of our models across
various temporal and spatial contexts.

Overall, our contributions advance state-of-the-art flood detection and classification
by leveraging innovative techniques and addressing key challenges inherent to the field.

4. Materials and Methods

Our methodology begins with an in-depth exploration of the studied area to establish
a solid foundation. We then examine the theoretical underpinnings of the physical model
HEC-HMS/RAS, ensuring a clear understanding of its principles. Concurrently, we engage
deeply with the theoretical frameworks underpinning the employed deep-learning models,
leveraging their power for enhanced analysis. Finally, we synthesize these methodologies
into a cohesive and innovative hybrid approach, poised to deliver nuanced insights and
solutions within the realm of our study.

4.1. Study Area

This study focuses on the Wadi El Harrach sub-watershed, a major river system
running through the Algiers region of Algeria. This area was chosen for analysis due to
several key factors: the availability of pertinent data, historical instances of flooding, and
notable changes in land use and land cover (LULC) [51]. Originating from the Atlas Blidéen
and the Sahel, this river traverses the Mitidja plain before entering the region of Algiers,
covering an expansive area exceeding 800 km2. Positioned in North–Central Algeria, its
coordinates span latitudes from 2◦56′34′′ to 3◦19′39′′E and longitudes from 36◦25′11′′ to
36◦46′40′′N. The topography of the region exhibits a diverse range of elevations, from −1
to 1256 m above sea level, as depicted in Figure 1, using the one-arcsecond Shuttle Radar
Topography Mission Digital Elevation Model (SRTM DEM). The climatic conditions feature
rainfall return periods between 60 mm and 166 mm, with flow discharge in the rivers
ranging from 24 m3/s to 1690 m3/s. The watershed incorporates nine rainfall-monitoring
stations and one flow-monitoring station, covering four of the most densely populated
provinces in Algeria: Algiers, Blida, Boumerdes, and Médéa.

The Wadi El Harrach has experienced numerous hydrological events of extreme
intensity over the years, resulting in catastrophic floods that have caused significant loss
of life and property. Additionally, the authorities’ desire to develop and modernize the
wadi has added to the urgency of studying this area. It is due to these factors, alongside
the availability of data, that this study area was selected for investigation.
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4.2. Theory of the Physical Model HEC-HMS/RAS

The physical model HEC-HMS/RAS integrates the Hydrologic Engineering Cen-
ter’s Hydrologic Modeling System (HEC-HMS) and River Analysis System (HEC-RAS) to
provide a comprehensive approach for simulating hydrological processes and hydraulic
responses in river systems. This model employs physical principles to simulate rainfall–
runoff processes using HEC-HMS, which calculates hydrographs for input into HEC-RAS,
a hydraulic modeling tool that simulates flow profiles and inundation extents within
river channels.

HEC-HMS is a comprehensive hydrological modeling system used to simulate rainfall–
runoff processes. It incorporates various factors such as precipitation, land-surface charac-
teristics, soil properties, and land use [52] to predict how rainfall is transformed into runoff
over time [53]. The model typically follows these steps:

(a) Precipitation Input: Rainfall data are provided as the input to the model, either in the
form of historical records or synthetic rainfall generated based on statistical methods.

(b) Rainfall–Runoff Transformation: HEC-HMS uses hydrological methods, such as
the Soil Conservation Service (SCS) Curve Number method or the Soil Moisture
Accounting (SMA) method, to simulate how rainfall infiltrates into the soil, is stored,
and eventually becomes runoff.

(c) Hydrograph Generation: Based on the rainfall–runoff transformation, HEC-HMS
generates hydrographs representing the flow of water over time at various points in
the watershed.

HEC-HMS offers a thorough grasp of watershed responses to rainfall, enabling di-
verse hydrological scenario evaluations. However, its reliance on simplifications and
uncertainties in input data and parameters may impact accuracy.
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HEC-RAS is a hydraulic modeling tool designed for simulating flow profiles and
inundation extents within river channels. It utilizes principles of fluid mechanics to predict
water surface profiles, flow velocities, and floodplain inundation [54]. The typical workflow
of HEC-RAS involves the following steps:

(a) Geometry Input: River channel geometry, including cross-sectional profiles and
hydraulic structures, is input into the model.

(b) Flow-Boundary Conditions: Flow data, such as upstream discharges or boundary
conditions, are specified.

(c) Hydraulic Analysis: HEC-RAS solves the equations of continuity and momentum to
compute water-surface elevations, flow velocities, and depths along the river channel.
The continuity equation ensures mass conservation along the flow path:

Q = AV (1)

where: Q = Flow rate (m3/s), A = Cross-sectional area of flow (m2), V = Flow velocity (m/s).
The momentum equation is derived from Newton’s second law and is used to compute

flow velocities and depths:

∂(AV)

∂x
+ gA

∂Z
∂x

+ gAi = 0 (2)

where: x = Spatial coordinate (m), g = Acceleration due to gravity (m/s2), Z = Elevation
head (m), i = Energy slope (m/m).

Additionally, Manning’s equation may be used to calculate flow velocities based on
channel roughness and slope:

V =
1
n
× R2/3 × S1/2 (3)

where: n = Manning’s roughness coefficient (s/m1/3), R = Hydraulic radius (m), S = Channel
slope (m/m).

(d) Floodplain Mapping: Based on the hydraulic analysis, HEC-RAS can generate flood-
plain maps showing areas prone to inundation under different flow conditions.

HEC-RAS provides complex hydraulic analysis for river systems, encompassing
floodplain mapping and flood-risk assessment. Nevertheless, it requires precise input data
such as the definition of cross-sections and implies substantial computational requirements,
particularly for large or complex river systems.

4.3. Machine/Deep Learning Models Employed in This Study

In this research, we employed a diverse set of machine- and deep-learning models to
explore their efficacy in flood detection and generalization. Specifically, our methodology
incorporates the random forest (RF) algorithm alongside three deep-learning architectures:
Convolutional Neural Network (CNN), U-Net, and Residual U-Net. By leveraging this
array of models, we aim to comprehensively evaluate their individual performance and
comparative strengths within the context of FSM.

4.3.1. Random Forest (RF)

Random forest (RF) stands out as an ensemble learning technique utilized in both
classification and regression tasks. Through the construction of numerous decision
trees during training, it derives the mode of classes for classification or the average
prediction for regression. This method significantly bolsters accuracy and robustness by
amalgamating the predictions of individual trees, thereby mitigating overfitting concerns.
RF algorithms have gained widespread adoption across diverse domains, owing to
their efficacy in tackling large datasets characterized by high dimensionality and mixed
variable types. Originally conceptualized by [55], RFs, as evidenced by a multitude of
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flood-susceptibility mapping studies like those conducted by [3,38,39], have emerged as
a favored methodology for predictive modeling and flood-analysis tasks. Equation (4)
presents the RF model:

∧
y =

1
m∑m

j=1 ∑n
i=1 Wj

(
xi, x′

)
yi = ∑n

i=1

(
1
m∑m

j=1 Wj
(
xi, x′

))
yi (4)

where
∧
y is the predicted output, m is the number of trees in the forest, n is the number of

training samples, Wj(xi, x′) is the weight assigned to the ith training sample by the jth tree,
and yi is the output of the ith training sample.

The weight assigned is provided by:

Wj
(

xi, x′
)
=

{
1, if xi is in the same leaf as x′ in the jth tree

0, other wise
(5)

where x′ is the input sample to be predicted.

4.3.2. Convolutional Neural Network (CNN) Model

CNNs are a class of deep neural networks particularly well-suited for tasks involving
images and spatial data. They have revolutionized various fields including computer
vision, pattern recognition, and image classification. CNNs are characterized by their
ability to automatically learn spatial hierarchies of features from the input data through the
application of convolutional filters (as shown in Figure 2). The CNN model is thus used in
the field of FSM like the study by [46,47,50]. Its mathematical formulation can be explained
as follows:

Let I be the input image with dimensions H × W × C, where H is the height of the
image, W is the width of the image, and C is the number of channels.

Due to a convolutional filter K with dimensions Kh × Kw × C and a stride S, the
convolution operation at position (i, j) in the output feature map is computed as follows:

Oi,j =
Kh−1

∑
m=0

Kw−1

∑
n=0

C−1

∑
k=0

I(i×S+m),(j×S+n),k × Km,n,k + b (6)

where:
Oi,j is the value at position (i, j) in the output feature map,
I(i×S+m),(i×S+n),k is the pixel value at position (i × S + m), (i × S + n) in the input

image I at channel k,
Km,n,k is the value of the convolutional kernel at position (m, n) or channel k,
b is the bias term, and Kh and Kw are the height and width of the kernel, respectively.
Here, (m, n) represent the indices of the spatial dimensions of the convolutional kernel,

indicating the offset within the kernel at each position.
After the convolution operation, an activation function f is usually applied element-

wise to introduce non-linearity. The most common activation function is the Rectified
Linear Unit (ReLU), which is defined as:

f (x) = max(0, x) (7)

where: x is the input to the activation function. This function sets all negative values to
zero, allowing the model to learn complex patterns and relationships in the data.
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After the activation function, pooling layers are often used to reduce the spatial
dimensions of the feature maps. Max pooling is the most common type of pooling; the
maximum value within each pooling window is selected. If the pooling window has
dimensions Ph × Pw, and a stride Ps, then the output of the max pooling operation at
position (i, j) in the feature map is computed as:

Oi,j =
Ph−1
max
m=0

Pw−1
max
n=0

I(i×Ps+m),(j×Ps+n) (8)

where Oi,j is the value at position (i, j) in the pooled feature map, and I(i×Ps+m),(j×Ps+n) is
the input value at position (i × Ps + m), (j × Ps + n) in the feature map.

These formulas describe the basic operations of CNN for multichannel images. The
network typically consists of several such layers, followed by fully connected layers and an
output layer for classification or regression tasks.

4.3.3. U-Net Model

U-Net is a convolutional neural network architecture originally designed for biomedi-
cal image segmentation tasks. It was introduced by [56]. U-Net architecture (as shown in
Figure 3) consists of a contracting path followed by an expansive path. The contracting
path is responsible for capturing the context, while the expansive path enables precise
localization. And since then, it has found applications in various fields. For instance,
ref. [57] utilized it for the detection of mathematical expressions in scientific documents.
Additionally, ref. [58] employed it for nuclei segmentation in histology images. Further-
more, it has been applied in the field of flood detection, as demonstrated by [59] in their
study for near-real-time flood detection using SAR images.

The contracting path follows the typical architecture of a convolutional neural network
with repeated applications of convolutional layers followed by down-sampling operations
such as max pooling. Each convolutional layer is typically followed by batch normalization
and a rectified linear unit (ReLU) activation function. The expansive path consists of
up-sampling operations followed by convolutional layers. The up-sampling is usually
performed using transposed convolutions or interpolation techniques like bilinear up-
sampling. Skip connections from the contracting path are concatenated with feature maps
at each step in the expansive path to enable precise localization.
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Let us denote the input image as X and the output segmented image as Y. The U-Net
architecture can be described by the following mathematical formulas:

(a) Contracting Path (Down-Sampling):

Ci = Convolution(Ci−1) (9)

Pi = MaxPooling(Ci) (10)

where Ci represents the feature map at the ith layer of the contracting path and Pi represents
the pooled feature map.

(b) Expansive Path (Up-Sampling):

Ui=UpSampling(Ui−1) (11)

Mi = Concatenate(Cn−1, Ui) (12)

Ei = Convolution(Mi) (13)

where Ui represents the up-sampled feature map at the ith layer of the expansive path, Mi
represents the concatenated feature map, and Ei represents the output feature map.

Y = Sigmoid(E0) (14)

where E0 represents the final output feature map, and the Sigmoid activation function is
applied to map the values to the range [0, 1] for segmentation.
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4.3.4. Residual U-Net Model

In a Residual U-Net, residual blocks are added to the contracting and/or expansive
paths of the U-Net architecture. A residual block consists of skip connections (as shown
in Figure 4) that bypass one or more convolutional layers and directly connect input and
output tensors. This enables the network to learn residual mappings, making it easier to
train deeper networks without encountering degradation in performance [60]. Notably, the
study conducted by [61] implemented RMS-UNet, a variant of UNet featuring multiscale
residuals for liver and lesion segmentation. Here, the input and output tensors are denoted
as X and Y, respectively.
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Mathematically, a residual block can be represented as follows:

Y = F(X, Wi) + X (15)

where F(X, Wi) is the residual mapping that is to be learned, and X and Y are the input
and output of the considered layer. In our case, F is equivalent to:

F(X, Wi) = rW2r(W1X) (16)

where r is the rectified linear activation function and Wi represents the dilated convolution
layer with weights.

4.4. Dataset Used

In this section, to better understand the methodology used for FSM, we first present
the data used, and then the detailed approach that includes all the scenarios.

4.4.1. Flood Factors (Geospatial Database)

Flood occurrences are influenced by a myriad of factors spanning physical, envi-
ronmental, meteorological, and hydrological domains. In our investigation, we compre-
hensively assessed 19 such factors as Rasters of 30 m, drawing from previous research
confirmations [62–66] and data availability within our designated study area. These factors
were systematically categorized into three overarching groups:

(a) Topographical factors:

This category encompassed crucial variables such as the Digital Elevation Model
(DEM), slope, flow accumulation, flow direction, Topographic Wetness Index (TWI), to-
pographic roughness Index (TRI), and Topographic Position Index (TPI). We utilized the
Shuttle Radar Topography Mission Digital Elevation Model (SRTM DEM) with a 30 m
resolution to derive the topographical factors.

• Digital Elevation Model (DEM): Provides the elevation data, which are crucial for
understanding the terrain. The SRTM DEM data acquired through remote-sensing
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techniques were fundamental in this regard. Elevation is a fundamental factor in
understanding how water moves across landscapes. Low-lying areas or depressions
are more prone to water accumulation and flooding, while higher elevations are less
likely to flood but may influence downstream areas.

• Slope: Calculated from the SRTM DEM data to determine the steepness of the terrain,
which influences runoff. The slope directly influences the speed and volume of surface
runoff. Steeper slopes tend to result in faster runoff, reducing the chance of water
infiltrating the soil and leading to greater flood potential in downstream areas.

• Flow Accumulation: Uses SRTM DEM to determine the accumulated flow to each cell,
aiding in identifying potential flood paths. Flow accumulation helps identify areas
where water is likely to gather, such as valleys or river channels, making these areas
more prone to flooding.

• Flow Direction: Uses SRTM DEM to model the direction of water flow across the
terrain. Understanding the flow direction is essential for predicting water movement
during rainfall events. It allows for the modeling of drainage patterns, helping to
forecast where water will travel and which areas it might affect downstream.

• Topographic Wetness Index (TWI): originally introduced by [67], calculated using
the formula:

TWI = ln
(

a
tan(β)

)
(17)

where α is the local upslope area draining through a point per unit contour length and β is
the local slope. TWI helps identify areas prone to saturation and potential flooding and
has been extensively utilized by many researchers in hydrological modeling, including
FSM [3,39,65].

• Topographic Roughness Index (TRI) and Topographic Position Index (TPI): are two
key morphological factors closely linked to flooding, as noted by [68]. TPI represents
the average elevation difference between a target cell and its surrounding cells, while
TRI is the average squared difference in elevation, providing a measure of terrain
ruggedness. Both indices, derived from SRTM-DEM, are crucial for understanding
landform position and terrain roughness, which significantly influence water-flow
and accumulation patterns.

(b) Environmental factors:

Including land-use and land-cover (LULC) classification, lithology, normalized differ-
ence vegetation index (NDVI), normalized difference built-up index (NDBI), and modified
normalized difference water index (MNDWI). We utilized Landsat images for LULC clas-
sification, NDVI, NDBI, and MNDWI. Specifically, we employed the following Landsat
data: Landsat –5 TM USGS: 25 February 2000, 21 January 2005, 16 March, 2010, Landsat-8
OLI USGS: 10 February 2015, 24 February 2020. These dates were selected to represent the
winter rainy season in the study area, with a cloud cover limitation of 10% or less.

• Land Use and Land Cover (LULC): Classification through the SVM method using
Landsat imagery to determine different land types and their impact on flood behavior.
Different land uses and covers influence the hydrological response of an area. For
example, forests and wetlands promote water infiltration and storage, reducing runoff,
while urban and built-up areas increase impervious surfaces [51], leading to greater
runoff and flood potential.

• Lithology: Geological composition of the area, affecting water infiltration and runoff.
Lithology impacts how much water can infiltrate the ground versus how much will
run off. Permeable rocks (like sandstones) allow water to infiltrate, reducing surface
runoff and flood risk, whereas impermeable rocks (such as clays or granites) limit
infiltration [69], increasing runoff and flood potential. Therefore, understanding
lithology is essential for determining areas more prone to flooding based on the
underlying geology.
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• Normalized Difference Vegetation Index (NDVI) was first introduced by [70] in 1974 as
a measure of vegetation density using red and near-infrared bands. It became widely
adopted for monitoring vegetation health and assessing land cover.

NDVI = (NIR − RED/NIR + RED) (18)

where NIR is the near-infrared reflectance and RED is the red reflectance. NDVI, derived
from Landsat images, is used to assess vegetation density, influencing evapotranspiration
and runoff. Higher NDVI values indicate denser vegetation, which can reduce flood risk
by increasing evapotranspiration, enhancing water absorption, and slowing down runoff.
Low NDVI values (indicative of bare soil or sparse vegetation) can lead to higher runoff
rates, increasing flood risk.

• Normalized Difference Built-up Index (NDBI): was proposed by [71] as a method for
identifying built-up areas in Landsat imagery.

NDBI = (SWIR − NIR/SWIR + NIR) (19)

where SWIR is the shortwave infrared reflectance. NDBI, calculated from Landsat data,
helps in identifying built-up areas, affecting impervious surfaces and runoff. Built-up
areas often have a high percentage of impervious surfaces (such as roads, buildings, and
concrete), which prevent water from infiltrating into the soil, increasing surface runoff and
flood risk.

• Modified Normalized Difference Water Index (MNDWI) was developed by [72] in 2006
to improve water feature extraction in satellite imagery, by modifying the Normalized
Difference Water Index (NDWI) using the green and shortwave infrared bands.

MNDWI = (Green − SWIR/Green + SWIR) (20)

where Green is the green reflectance. MNDWI, using Landsat imagery, is used to enhance
open water features and distinguish them from built-up areas. MNDWI is useful in
distinguishing between permanent water bodies and areas that are temporarily flooded,
allowing for real-time assessment of flood conditions.

(c) Meteorological and hydrological factors:

Encompassing precipitation, flow discharge (a novel factor introduced in our study),
curve number (CN), hydrologic soil group (HSG), stream power index (SPI), stream trans-
portation index (STI), and distance to rivers (DTR).

• Precipitation: The rainfall data are from our nine rainfall stations interpolated using
the IDW method to obtain raster maps.

• Flow Discharge: Measurement of water flow in rivers using the HEC–HMS model,
crucial for understanding flood potential.

• Curve Number (CN): Derived from LULC and soil data to estimate direct runoff potential.
• Hydrologic Soil Group (HSG): Classification based on soil infiltration rates, affecting runoff.
• Stream Power Index (SPI):

SPI = A × tan(β) (21)

where: A is the upslope contributing area (flow accumulation) per unit contour length.
tan(β) is the local slope of the terrain, which quantifies the erosive power of flowing water
based on the flow accumulation and slope of the terrain [73].

• Stream Transportation Index (STI): estimates the sediment transport capacity of flow-
ing water and reflects sediment mobility, with higher STI values associated with an
increased frequency of floods [74]. The STI is calculated using the formula:
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STI =
(

A
a0

)m
×

(
sin(β)

b0

)n
(22)

where A is the upslope contributing area (flow accumulation). a0 is a normalization constant
for the area. β is the local slope of the terrain. b0 is a normalization constant for slope (often
taken as 1). m and n are empirical constants, commonly taken as 1, but can vary depending
on the study.

• Distance to Rivers (DTR): Calculated using GIS techniques to understand the influence
of proximity to rivers on flooding risk.

Importantly, our study accounted for the temporal dynamics inherent in certain factors
(as shown in Figure 5), notably LULC, CN (aligned with the study of [51] in the study area),
NDVI, NDBI, and MNDWI, leveraging Landsat imagery to capture temporal variations
(2000, 2005, 2010, 2015, and 2020). Additionally, we incorporated rainfall and simulated flow
discharge (5, 10, 20, 50, and 100 years), employing the HEC–HMS model. The discharges
were strategically selected to build a robust dataset, essential for training our deep-learning
model, which requires extensive data to accurately capture spatial and temporal flood
dynamics and recognize their temporal variability and significance in flood dynamics. In our
study, we relied on the rainfall and flow discharge return periods of 5, 10, 20, 50, and 100 years
with the years 2000, 2005, 2010, 2015, and 2020, respectively, because the use of the data from
these years helped generate the mentioned return periods; for example, LULC and CN for the
year 2000 were used to generate the flow discharge return period of 5 years.

4.4.2. Flood-Inventory Data

The initial phase of FSM entails the acquisition of flood-inventory data, which of-
ten poses challenges due to limited availability and the absence of satellite images on
specific dates. Insufficient data can hinder the effective training of machine-learning
models, particularly deep-learning architectures. In addressing this challenge, ref. [75]
employed a long-short-term local spatial sequential memory (LSS-LSTM) neural network
to enhance their dataset. Originally comprising 152 data points, with an equal distribution
of 76 flooded and non-flooded instances for training and 64 (32 flooded and 32 non-flooded)
for testing, their approach aimed to mitigate data sparsity. They tackled this issue through
augmentation techniques, including rotating each extracted image patch by 90◦, 180◦, and
270◦, and generating four additional samples by horizontally flipping the four orientations
of the image patches. This augmentation strategy significantly bolstered the training set,
expanding it eight-fold to a final count of 1216 samples. Nonetheless, while data augmenta-
tion is a pragmatic method to enhance model performance, its applicability in hydrological
contexts warrants scrutiny. Repetitive training with mere orientation alterations may not
sufficiently enhance the model generalization capabilities.

In our study, we have a dataset comprising 63 data points obtained from civil-
protection authorities. Of these, 37 were associated with river floods, while 26 were
linked to flash floods. Our research deviates from traditional approaches by integrating
these ground truth points into HEC-RAS modeling, akin to the way an image incorporates
pixels representing flooded and non-flooded areas (coded as “1” and “0”, respectively).
This integration was crucial as the limited number of 63 truth points rendered training
a machine-/deep-learning model unfeasible. Moreover, physical modeling, despite its
advantages, presents challenges such as the requirement for specialized expertise and the
delineation of hydrological boundaries, along with defining cross-sections in HEC-RAS.

To address these limitations, our investigation emphasizes the temporal aspect of the
factors mentioned above. We augment our analysis by simulating various return periods (5,
10, 20, 50, and 100 years) within the HEC-RAS framework as shown in Figure 6. By doing so,
we not only base our study on physical modeling but also ensure that ground truth points
are not overlooked, signifying a relevant advancement. This innovative “images-to-image”
methodology for FSM leverages ground truth points in conjunction with physical modeling,
representing a novel approach in the field.
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5. Proposed Approach

In the present study, we introduce an advanced deep Res-Unet model designed to im-
prove FSM utilizing a novel learning strategy and the integration of geospatial imagery. This
approach shifts from traditional FSM techniques that predominantly rely on point-based
data for target representation, moving towards a more holistic image-based conceptual-
ization of both input data and targets. This enhancement allows for a comprehensive
analysis of spatial information, surpassing the state of the art in feature space modulation.
Moreover, our approach incorporates principles of physical modeling by fusing input data
derived from the HEC–HMS/RAS models with our precisely defined ground truth for
more accurate training. This methodology advances beyond the work of [3], who employed
1000 data points from HEC–RAS for training a random forest model. By emphasizing
a ground truth-focused “images-to-images” modeling paradigm, we introduce a novel
perspective in the field of FSM research.

We conducted numerous experiments across various sub-basins for training and test-
ing in other sub-basins as shown in Figure 7, knowing that data outside each sub-basin was
considered as No Data, employing different machine- and deep-learning algorithms, and
experimenting with various loss functions to validate the efficacy of the proposed approach.
Initially, we applied a feature selection in order to identify the factors contributing the most
to the prediction. This was done by thresholding their influence values estimated by the
random forest method. However, since it was observed that the model performances did
not improve significantly, we decided to rely on all factors in the subsequent steps. Our
experiments can be divided into three main steps, as illustrated in the flowchart in Figure 8.
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5.1. Step 1: Time Series Modeling

This step involves conducting multiple training periods, each spanning different
years such as 2000, 2005, 2010, 2015, and 2020. The objective of this phase is to assess
the model performance across various time frames to identify which period yields the
highest performance. This analysis is based solely on targets derived from the physical
models HEC-HMS/RAS. The best-performing period is then selected for use in subsequent
experiments.

5.2. Step 2: Loss-Function Comparison

In this phase, we compare two distinct training methodologies, both focused exclu-
sively on the physical model target (HEC-HMS/RAS). The first methodology utilizes the
“binary cross-entropy” loss function, and the second employs “sigmoid focal loss” to ad-
dress data imbalance within the HEC-HMS/RAS model. The mathematical formulations
for these loss functions are detailed below:

5.2.1. Binary Cross-Entropy Loss

To calculate the loss for binary classification tasks, we use the Binary Cross-Entropy
Loss function as follows:

L(y, ŷ) = − 1
N ∑N

i=1[yilog(ŷi) + (1 − yi)log(1 − ŷi)] (23)

Here, y represents the ground truth label (either 0 or 1), and ŷ denotes the predicted
probability of class 1. The term yilog(ŷi) penalizes the model more if the prediction
diverges from the true label, whereas (1 − yi)log(1 − ŷi) penalizes incorrect predictions of
the negative class.

5.2.2. Sigmoid Focal Loss

The Sigmoid Focal Loss function, which introduces additional hyper parameters, is
defined as follows:

L(y, ŷ) = − 1
N ∑N

i=1

[
(1 − ŷi)

γ × yi log(ŷi) + (1 − yi)
α × ŷi log(1 − ŷi)

]
(24)

The “sigmoid focal loss” introduces two additional hyperparameters:
α and γ. Here, α controls the balance between the easy and hard examples, and γ

focuses the model attention on the hard, misclassified examples. It is important to note that
in our initial scenario, we exclusively utilized the “binary cross-entropy” loss function to
train the model.

5.3. Step 3: Dual-Loss Function

In this scenario, we simultaneously employ two combined loss functions to optimize
both physical modelling (HEC-HMS/RAS) and ground truth points. This approach ensures
a balanced consideration between the outputs of the physical model and empirical data,
thereby reducing the likelihood of neglecting crucial ground truth points. The weighted
loss function integrates two branches, with an adjustable Alpha variable that varies with
iterations, as depicted in the Figure 9 and the following equation:

Losstotal = (1 − Alpha)× Loss1 + Alpha × Loss2 (25)

where Losstotal is the weighted loss function, Loss1 is the loss function for the ground truth
based on Equation (24), Loss2 is the loss function for the physical model also based on
Equation (24). Alpha is a scaler value that balances the contribution of the two losses.
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6. Results

Following our proposed FSM methodology, this section details and analyzes the
results obtained at each step. For Scenarios 1 and 2, validation is conducted against the
HEC–HMS/RAS physical model, while for Scenario 3, validation is conducted against
both the physical model and ground truth points. We evaluate measures such as accuracy,
specificity, sensitivity, and the AUC (ROC) curve, which represents the rate of true positives
(sensitivity) versus the rate of false positives (1—specificity) at different thresholds. In this
study, we considered a threshold of 0.5 for calculating performance, where <0.5 presents
non-flooding and >0.5 presents flooding, and we focus on sensitivity values as they signify
the detection of flooded areas. These measures are calculated using the following equations:

Acc =
TP + TN

TP + TN + FP + FN
(26)

Speci f icity =
TN

TN + FP
(27)

Sensitivity =
TP

TP + FN
(28)

AUC =
∑ TP + ∑ TN

P + N
(29)

where TP is the number of true positives, TN is the number of true negatives, FP is the
number of false positives, and FN is the number of false negatives.
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6.1. Step 1: Time Series Modelling Results

During this phase, the model underwent formation at various time intervals within
specific sub-basins. This facilitated testing within the same sub-basins at alternate times
and across different sub-basins. Validation was conducted against the HEC–RAS physical
model, serving as our benchmark.

6.1.1. Scenario 1 Training and Test on the Same Sub-Basins

Initially, all models were trained within respective sub-basins and subsequently tested
within the same sub-basins. As per Table 2, our analysis primarily focused on sensitivity
values, emphasizing the detection accuracy of flooded areas. Notably, our findings indicate
that models exhibit optimal performance when trained over multiple years (2000 to 2020),
particularly evident when testing on earlier years. However, sensitivity diminishes in
subsequent years due to higher return periods, indicating increased flood-prone areas,
where we can notice:

• The RF model consistently underperforms when it comes to detecting flooded areas,
with sensitivity levels ranging from 50.14% (during training in 2000 and testing in
2000) to 58.42% (during training from 2000 to 2020) during testing in 2000 and falling
to 52.16% during testing in 2020.

• The CNN model demonstrates improved sensitivity, rising from 92.37% to 96.14%
during multi-year training and tests in 2000, though it decreases to 94.62% in the
2020 test.

• The Unet model also exhibits sensitivity improvements, increasing from 92.12% to
96.51% with multi-year training and tests in 2000, followed by a reduction to 95.01%
in the 2020 test.

• The Res–Unet model showcases the highest sensitivity gains, improving from 92.23%
to 97.76% when training spans from the year 2000 to 2020 and tests in 2000, with a
slight drop to 96.08% in the 2020 test.

6.1.2. Scenario 2 Training and Test on Different Sub-Basins

Subsequently, all models were trained on one set of sub-basins and tested on different
ones. As shown in Table 3, the sensitivity analysis confirmed previous findings, demon-
strating robust performance during multi-year training. However, sensitivity decreased in
the following years due to increasing return periods.

• The RF model consistently fails to detect flooded areas in other sub-basins, maintaining
a sensitivity of 0% across all training periods.

• The CNN model shows optimal performance with multi-year training, achieving a
sensitivity of 62.71% when trained and tested in 2000, and improving to 63.52% and
64.45% from 2000 to 2020. However, sensitivity declines in subsequent years, with a
rate of 61.23% in the 2020 test.

• The U-net model exhibits increased sensitivity with training from 2000 to 2020, achiev-
ing 66.9% in the 2000 test. However, there is a sensitivity decline in later years,
dropping to 65.11% in the 2020 test.

• The Res–Unet model shows improved sensitivity with multi-year training, achieving
67.97% in the 2000 test. Nonetheless, it experienced a slight decline in the 2020 test,
with sensitivity dropping to 67.36%, indicating a performance decrease compared to
other models in subsequent years.

Our analysis reveals that the RF model faces challenges in generalizing across different
sub-basins, underscoring its limitations. On the other hand, training over multiple years
improves the model’s generalization by capturing temporal variations, especially in precip-
itation and flow discharge patterns. Sensitivity tends to decline in later years due to longer
return periods produced by HEC-RAS, resulting in more widespread flooding. However,
the Res–UNet model demonstrates better sensitivity retention under larger return periods
compared to other models.
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Table 2. Training and test on the same sub-basins.

Period
Training Model

Test on 2000 (%) Test on 2005 (%) Test on 2010 (%) Test on 2015 (%) Test on 2020 (%)
Acc Spe Sen AUC Acc Spe Sen AUC Acc Spe Sen AUC Acc Spe Sen AUC Acc Spe Sen AUC

Train on 2000

RF 96.26 97.31 50.14 73.12 96.08 96.82 49.64 72.38 95.82 96.64 49.14 71.42 96.48 96.3 48.64 70.92 96.32 94.12 48.34 70.56
CNN 96.52 97.06 92.37 97.53 96.35 96.56 91.37 96.57 96.21 96.38 90.75 95.68 96.21 90.38 95.42 96.36 96.13 90 95.16 94.74
U-net 97.31 97.32 92.12 97.21 97.1 96.98 91.21 96.23 96.85 96.36 90.11 95.75 96.24 89.88 95.53 96.53 95.99 89.42 95.2 94.85

Res-Unet 97 97.86 92.23 97.47 96.85 97.67 91.09 96.89 96.23 97.51 90.56 95.29 97.31 90.12 95.04 96.14 97.14 89.68 94.85 94.69

Train from
2000 to 2005

RF 96.42 97.46 51.35 73.89 96.29 96.99 50.35 73.29 95.98 96.25 49.85 72.59 96.09 96.45 49.37 71.75 95.92 94.89 49.08 71.4
CNN 96.62 98.23 93.62 97.62 96.46 97.75 92.82 97 96.25 97.53 91.92 96.22 97.34 91.46 95.88 95.41 97.14 91.02 95.46 95.13
U-net 97.15 98.64 93.47 97.41 96.78 97.46 92.22 96.75 96.65 97.25 91.09 95.99 96.98 91 95.62 95.23 96.84 90.56 95.24 94.97

Res-Unet 97.23 98.82 93.59 97.59 97.03 97.68 92.26 96.91 96.81 97.13 91.28 96.15 96.89 90.96 95.68 95.36 96.66 90.42 95.36 94.89

Train from
2000 to 2010

RF 97.02 97.87 51.98 74.08 96.47 96.68 50.43 73.52 96.21 96.42 49.82 72.24 96.2 97.13 49.45 71.34 96.01 95.06 49.08 71.02
CNN 97.14 98.15 93.86 97.7 96.58 97.33 93.31 96.99 96.31 96.93 92.02 95.77 96.63 91.77 95.44 95.04 96.53 91.35 95.18 95.16
U-net 97.53 98.76 94.12 97.84 97.04 97.57 93.22 96.89 96.57 96.94 92.11 95.88 96.85 91.88 95.56 95.26 96.64 91.46 95.3 95.38

Res-Unet 97.67 98.8 95.19 97.94 96.99 97.38 93.14 96.95 96.66 96.8 91.95 95.99 96.72 91.79 95.49 95.23 96.51 91.32 95.24 95.29

Train from
2000 to 2015

RF 97.29 98.12 56.19 74.81 96.57 97.17 55.19 74.16 96.34 96.85 54.19 73.06 96.58 97.41 53.64 72.16 96.38 95.87 53.22 71.84
CNN 97.39 98.37 94.89 97.82 96.8 97.89 94.39 97.45 96.52 97.68 93.39 96.17 97.55 92.05 95.66 95.32 97.43 91.65 95.34 95.22
U-net 97.67 98.82 96.32 98.11 96.99 97.69 95.32 97.22 96.66 97.29 94.22 96.52 97.09 92.72 95.91 95.64 97.02 92.18 95.58 95.62

Res-Unet 97.81 98.91 97.04 98.23 97.12 97.68 96.02 97.36 96.78 97.19 94.56 96.65 97.02 92.88 95.84 95.58 96.97 92.32 95.69 95.81

Train from
2000 to 2020

RF 97.48 98.32 58.42 75.26 97.25 97.69 57.42 74.57 96.89 97.09 56.42 73.32 96.98 97.87 55.32 72.48 96.88 96.15 55.02 72.16
CNN 97.54 98.48 95.04 97.93 97.28 97.99 94.55 97.63 97.04 97.64 93.22 96.54 97.45 92.32 95.78 96.04 97.35 91.72 95.62 95.41
U-net 97.84 98.95 96.51 98.41 97.6 98.32 95.91 97.98 97.3 97.94 94.51 96.89 97.73 92.81 96.12 96.37 97.6 92.48 95.98 95.78

Res-Unet 97.91 97.78 97.76 98.56 97.64 98.51 96.24 98.17 97.46 98.12 95.24 97.07 97.99 93.14 96.29 96.89 97.87 92.72 96.08 95.96



Remote Sens. 2024, 16, 3673 28 of 41

Table 3. Training and testing on the other sub-basins.

Period
Training Model

Test on 2000 (%) Test on 2005 (%) Test on 2010 (%) Test on 2015 (%) Test on 2020 (%)

Acc Spe Sen AUC Acc Spe Sen AUC Acc Spe Sen AUC Acc Spe Sen AUC Acc Spe Sen AUC

Train on 2000

RF 97.96 100 0 50 97.96 100 0 50 97.96 100 0 50 97.96 100 0 50 97.96 100 0 50
CNN 96.84 95.6 62.71 95.69 97.63 95.89 62.12 95.42 97.02 97.12 61.29 95.96 96.9 95.22 61.14 95.76 97.03 96.13 60.24 95.74
U-net 97.08 96.16 62.47 95.62 96.91 95.71 61.87 95.22 97.5 97.98 60.92 95.23 97.04 97.08 60.89 95.27 96.96 96.73 60.21 95.19

Res-Unet 97 96.02 62.61 96.64 95.62 95.57 61.92 95.36 97.12 97.8 61.14 95.42 96.98 97.02 60.95 95.31 96.69 96.58 60.23 95.01

Train from
2000 to 2005

RF 97.96 100 0 50 97.96 100 0 50 97.96 100 0 50 97.96 100 0 50 97.96 100 0 50
CNN 96.51 95.41 63.52 95.62 97.51 96.05 62.21 96.01 96.23 96.96 61.57 95.35 95.08 95.42 61.21 95.74 96.27 95.63 60.97 94.86
U-net 96.81 95.85 63.17 95.47 96.87 96.13 61.90 95.69 97.78 97.96 61.13 94.89 96.75 97.15 61.01 95.51 97.25 96.87 60.54 94.54

Res-Unet 96.74 96.31 63.44 96.54 95.54 96.21 62.11 95.74 97.56 97.91 61.25 94.97 96.67 97.11 61.13 95.59 96.98 96.93 60.72 94.62

Train from
2000 to 2010

RF 97.96 100 0 50 97.96 100 0 50 97.96 100 0 50 97.96 100 0 50 97.96 100 0 50
CNN 96.87 95.79 63.72 95.73 97.42 96.12 63.17 96.62 94.69 95.82 61.84 95.81 94.61 95.37 61.61 94.98 94.31 95.13 61.26 94.65
U-net 97.01 96.12 64.87 95.96 96.82 96.21 64.01 97.16 96.51 97.71 65.85 96.13 96.24 97.02 65.89 95.96 96.05 96.63 65.04 95.87

Res-Unet 97.15 96.96 65.19 96.26 95.92 96.38 64.17 97.87 96.63 97.23 66.87 96.41 96.23 97.05 67.19 96.68 96.11 96.59 66.89 96.7

Train from
2000 to 2015

RF 97.96 100 0 50 97.96 100 0 50 97.96 100 0 50 97.96 100 0 50 97.96 100 0 50
CNN 97.27 96.12 64.12 96.82 97.12 96.8 63.29 96.42 94.87 95.77 62 96.14 94.74 95.56 61.87 95.17 94.63 95.32 61.49 94.97
U-net 97.51 97.42 66.52 96.14 96.86 96.73 63.78 96.97 96.86 97.25 66.12 96.17 96.51 97.11 66.07 96.21 96.21 96.85 65.27 96.06

Res-Unet 97.58 97.61 67.04 96.87 96.74 96.05 64.93 98.09 97.01 97.07 67.73 96.98 96.44 97.15 67.53 96.89 96.33 96.94 67.02 96.7

Train from
2000 to 2020

RF 97.96 100 0 50 97.96 100 0 50 97.96 100 0 50 97.96 100 0 50 97.96 100 0 50
CNN 97.31 96.24 64.45 96.74 97.25 96.11 64.35 96.23 94.97 95.83 62.54 95.84 94.93 95.73 62.03 95.36 94.81 95.52 61.23 95.02
U-net 97.64 97.63 66.9 97 97.59 97.45 66.86 96.89 97.1 97.34 66.28 96.52 96.87 97.23 66.96 96.39 96.78 97.01 65.29 95.23

Res-Unet 97.69 97.78 67.97 97.98 97.62 97.58 67.81 97.95 97.32 97.42 67.74 97.12 96.61 97.29 67.54 97.02 96.52 97.24 67.36 95.67
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Our validation, focused on the period encompassing maximum flooded zones in 2020
(or 100-year return period), is illustrated by the ROC curve in Figure 10 and the maps in
Figures 11 and 12. The maps show that our target (HEC-RAS) has a significant number of
“0” pixels representing non-flooded areas, which are larger than the “1” pixels representing
flooded areas. This imbalance may influence our prediction results, as the binary cross-
entropy loss function was used in this step. Therefore, in the next step, we will consider a
loss function that accounts for this target imbalance.

Remote Sens. 2024, 16, x FOR PEER REVIEW 33 of 47 
 

 

 
Figure 10. Roc curve train from 2000 to 2020, test in 2020 of: (a) same sub-basins; (b) other sub-
basins. 

 
Figure 11. Flooding maps Train from 2000 to 2020, test on 2020 in the same sub-basins for: (a) RF; 
(b) CNN; (c) Unet; (d) Res-Unet; and (e) HEC-HMS and RAS simulation. 

Figure 10. Roc curve train from 2000 to 2020, test in 2020 of: (a) same sub-basins; (b) other sub-basins.

Remote Sens. 2024, 16, x FOR PEER REVIEW 33 of 47 
 

 

 
Figure 10. Roc curve train from 2000 to 2020, test in 2020 of: (a) same sub-basins; (b) other sub-
basins. 

 
Figure 11. Flooding maps Train from 2000 to 2020, test on 2020 in the same sub-basins for: (a) RF; 
(b) CNN; (c) Unet; (d) Res-Unet; and (e) HEC-HMS and RAS simulation. Figure 11. Flooding maps Train from 2000 to 2020, test on 2020 in the same sub-basins for: (a) RF;

(b) CNN; (c) Unet; (d) Res-Unet; and (e) HEC-HMS and RAS simulation.



Remote Sens. 2024, 16, 3673 30 of 41Remote Sens. 2024, 16, x FOR PEER REVIEW 34 of 47 
 

 

 
Figure 12. Flooding maps train from 2000 to 2020, test in 2020 in other sub-basins for: (a) RF; (b) 
CNN; (c) Unet; (d) Res-Unet; and (e) HEC-HMS and RAS simulation. 

6.2. Step 2: Lost-Function Comparison 
Based on the results of Step 1, as previously mentioned, the target generated by the 

HEC–RAS simulation contains a higher number of non-flooded pixels (“0”) compared to 
flooded pixels (“1”). This imbalance can skew deep-learning models towards focusing on 
the more frequent “0” values, reducing attention to the less frequent “1” values that rep-
resent flooded areas. To address this, we compared the “Sigmoid Focal Loss” function 
with the “Binary Cross-Entropy Loss” function, using parameters 𝛼𝛼 = 0.75 and 𝛾𝛾 = 0.25. As 
shown in Table 4 and the ROC curve in Figure 13, this adjustment slightly improved sen-
sitivity: from 61.23% to 61.46% for the CNN model, from 65.29% to 65.39% for the U-Net 
model, and from 67.36% to 67.63% for the Res–UNet model. These improvements are also 
visually evident in the maps presented in Figure 14. 

Table 4. Metrics improvement using Sigmoid focal loss. 

Period Training Model 
Test in 2020 in Other Sub-Basins 

Acc Spe Sen AUC 

From 2000 to 2020 
CNN 95.09 (+0.28) 95.73 (+0.21) 61.46 (+0.23) 95.34 (+0.32) 
Unet 96.92 (+0.14) 97.42 (+0.41) 65.39 (+0.10) 95.38 (+0.15) 

Res-Unet 97.07 (+0.55) 97.69 (+0.45) 67.63 (+0.27) 95.84 (+0.17) 

Figure 12. Flooding maps train from 2000 to 2020, test in 2020 in other sub-basins for: (a) RF; (b) CNN;
(c) Unet; (d) Res-Unet; and (e) HEC-HMS and RAS simulation.

6.2. Step 2: Lost-Function Comparison

Based on the results of Step 1, as previously mentioned, the target generated by the
HEC–RAS simulation contains a higher number of non-flooded pixels (“0”) compared to
flooded pixels (“1”). This imbalance can skew deep-learning models towards focusing
on the more frequent “0” values, reducing attention to the less frequent “1” values that
represent flooded areas. To address this, we compared the “Sigmoid Focal Loss” function
with the “Binary Cross-Entropy Loss” function, using parameters α = 0.75 and γ = 0.25.
As shown in Table 4 and the ROC curve in Figure 13, this adjustment slightly improved
sensitivity: from 61.23% to 61.46% for the CNN model, from 65.29% to 65.39% for the U-Net
model, and from 67.36% to 67.63% for the Res–UNet model. These improvements are also
visually evident in the maps presented in Figure 14.

Table 4. Metrics improvement using Sigmoid focal loss.

Period Training Model
Test in 2020 in Other Sub-Basins

Acc Spe Sen AUC

From 2000 to
2020

CNN 95.09 (+0.28) 95.73 (+0.21) 61.46 (+0.23) 95.34 (+0.32)
Unet 96.92 (+0.14) 97.42 (+0.41) 65.39 (+0.10) 95.38 (+0.15)

Res-Unet 97.07 (+0.55) 97.69 (+0.45) 67.63 (+0.27) 95.84 (+0.17)
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6.3. Step 3: Dual-Loss Function

Based on the results obtained in the previous step, we validated our models using the
HEC–RAS simulation. However, this validation remains somewhat unclear because our
deep-learning models were trained using the HEC–RAS simulation as a target. To enhance
the realism of our modeling, we used 63 ground truth points: 41 for training our models and
22 for testing in other sub-basins, in combination with the HEC–RAS physical simulation.
This combination was achieved by applying two weighted loss functions simultaneously,
with various Alpha values to balance the contributions of the two losses, ensuring that the
ground truth points were not neglected. From the analysis of Table 5 and the graphs in
Figure 15, we observed the following:

Table 5. Dual-loss function metrics performance with multi-Alpha scenarios.

Model Alpha Validation with HEC-RAS Validation with Ground Truth
Acc Spe Sen AUC Acc Spe Sen AUC

CNN

0 54.46 53.52 99.45 75.59 52.44 52.44 100 71.12
0.1 95.03 95.81 57.55 95.32 94.72 94.72 66.67 94.91
0.2 96.29 97.42 42.14 95.25 96.61 96.61 55.56 96.27
0.3 96.23 97.47 36.72 95.08 96.77 96.77 44.44 94.28
0.4 96.61 98 30.06 94.89 97.43 97.43 44.25 94.98
0.5 96.66 98.09 28.17 94.88 97.55 97.56 50 95.04
0.6 96.64 97.9 36.16 95.02 97.2 97.2 50 96.72
0.7 97.08 98.47 30.36 95.87 97.88 97.88 38.89 96.22
0.8 97 98.53 23.62 94.91 98.08 98.08 33.33 95.56
0.9 96.84 98.14 34.27 95.35 97.48 97.48 38.89 94.25
1 95.09 95.73 61.46 95.34 96.72 96.72 50 95.95

Unet

0 54.29 53.34 99.89 77.5 52.26 52.26 100 74.35
0.1 92.72 93.31 64.41 93.28 92.14 92.14 83.33 95.06
0.2 94.41 95.16 58.03 94.31 94.08 94.08 72.11 93.51
0.3 93.31 93.96 62.08 93.93 92.82 92.82 69.01 93.04
0.4 96.19 97.38 38.74 93.01 96.65 96.65 55.56 93.27
0.5 95.24 96.36 41.17 91.89 95.6 95.6 44.44 93.56
0.6 96.43 97.8 30.45 92.22 97.23 97.23 61.11 95.55
0.7 96.66 98.03 30.82 93.28 97.44 97.44 44.44 94.444
0.8 96.92 98.34 29.18 94.63 97.77 97.77 55.56 96.94
0.9 96.42 97.79 31.12 92.62 97.19 97.2 38.89 91.89
1 96.92 97.42 65.39 95.38 97.22 97.22 72.22 96.72

W-Res-U-Net

0 54.29 53.34 99.89 77.57 52.26 52.26 100 76.56
0.1 90.73 91.14 71.16 92.95 93.07 93.07 88.89 95.13
0.2 94.17 95.02 59.24 93.32 94.04 94.04 72.42 93.83
0.3 95.44 96.64 38.22 91.63 95.92 95.93 44.44 92.93
0.4 93.57 94.07 69.81 93.99 92.76 92.76 46.65 93.14
0.5 96.38 97.89 23.84 91.75 97.44 97.45 16.67 92.18
0.6 96.22 97.43 38.15 93.19 96.7 96.7 72.22 95.5
0.7 96.32 97.61 36.97 91.74 96.91 96.91 50 94.26
0.8 97.35 98.96 20.4 92.83 98.56 98.56 27.78 94.28
0.9 94 94.65 62.59 93.22 93.49 93.49 81.84 96.21
1 97.07 97.69 67.63 95.84 97.28 97.28 77.78 96.12
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6.3.1. CNN Model

When validating with HEC-RAS, the highest sensitivity (99.45%) was observed at
Alpha = 0, but with a specificity of 53.52%, indicating flooding across the entire test region
without considering non-floodable areas, which is unrealistic. At Alpha = 1, focusing
solely on HEC-RAS, the sensitivity was 61.46%. The most applicable sensitivity was at
Alpha = 0.1, with 57.55% sensitivity and 95.81% specificity.

When validating against ground truth points, the sensitivity was 100% at Alpha = 0,
focusing solely on the ground truth, with a specificity of 52.44%. At Alpha = 1, the
sensitivity was 50%. The optimal sensitivity was achieved at Alpha = 0.1, with 66.67%
sensitivity and 94.72% specificity.

6.3.2. U-Net Model

When validating with HEC-RAS, the highest sensitivity (99.89%) was at Alpha = 0, but
with a specificity of 53.34%. Focusing only on HEC-RAS (Alpha = 1) yielded a sensitivity
of 65.39%. The most logical balance was achieved at Alpha = 0.1, with 64.41% sensitivity
and 93.31% specificity.

When validating against ground truth points, the best sensitivity was at Alpha = 0.1,
with 83.33%.

6.3.3. W-Res-U-Net Model

When validating with HEC-RAS, the highest sensitivity (71.16%) was at Alpha = 0.1,
with a specificity of 91.14%. Focusing only on HEC-RAS (Alpha = 1) yielded a sensitivity
of 67.02% while focusing only on ground truth points resulted in a sensitivity of 99.89% but
with a specificity of 53.34%.

When validating against ground truth points, the best sensitivity was at Alpha = 0.1,
with 83.33%.

In summary, for all models, the optimal Alpha value was consistently around 0.1,
providing a balanced approach that incorporates both the HEC–RAS simulation and the
ground truth points effectively (as shown in Figure 16). So, we can see the performance
and dominance of model Res-Unet either for validation with the simulation generated by
HEC-RAS or with ground truth points.



Remote Sens. 2024, 16, 3673 34 of 41Remote Sens. 2024, 16, x FOR PEER REVIEW 39 of 47 
 

 

 

Figure 16. Flood maps by comparing the Alpha values “0”, “0.1”, “1” for: (a) CNN, (b) Unet,
(c) W-Res-U-Net.

According to the last result, which combines two loss functions at the same time, based
on the physical modeling of HEC-RAS without neglecting the ground truth points, also we
evaluated the performance of the HEC-RAS simulation against these ground truth points.
The findings are presented in Table 6.
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Table 6. Validation of HEC-RAS simulation with the Ground Truth points.

Simulation
Validation on Ground Truth

Acc Spe Sen AUC

HEC-RAS 97.96 97.96 72.22 85.09

Our research employed HEC-RAS physical simulation combined with ground truth
points for modeling. The validation results revealed that the U-net and W-Res-U-Net mod-
els demonstrated higher sensitivity than the HEC–RAS simulation, with values of 83.33%
and 88.89%, respectively, compared to 72.22% for the HEC–RAS simulation. Conversely,
the CNN model exhibited a lower sensitivity of 66.67%. In terms of specificity, U-net and
W-Res-U-Net achieved 92.14% and 93.07%, respectively, while the HEC–RAS simulation
and CNN model attained 97.96% and 94.72%, respectively. These findings indicate that the
Res–U-net model excels in detecting flooding points, with the highest AUC of 95.13% (as
shown in Figure 17), followed by U-net at 95.06 and CNN at 94.91%, whereas the HEC–RAS
simulation has an AUC of 85.09%.
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Based on the latest results and Figure 18, it is evident that the U-net and W-Res-
U-Net models outperform the HEC–RAS physical simulation in detecting flood points.
Despite being trained on HEC–RAS data and 41 ground truth points, U-net and Res-
U-net demonstrate superior performance when tested on 22 points in other sub-basins.
This improvement can be attributed to the focused incorporation of ground truth points
during training and the inherent limitations of HEC-RAS, particularly in defining cross-
sections and riverbanks. The W-Res-U-Net model architecture significantly contributes
to this enhanced performance. It employs convolutional layers, each followed by batch
normalization and an activation function (ReLU). The convolutional layers use filters
of varying sizes (e.g., 5 × 5, 3 × 3, 2 × 2) to capture spatial features at different scales.
Batch normalization helps stabilize and accelerate the training process by normalizing
the output of each layer. The model use of residual connections, where the input to a
layer is added to its output, aids in training deeper networks by mitigating the vanishing
gradient problem. These residual blocks are pivotal in maintaining the integrity of features
through the network’s depth. Additionally, the W-Res-U-Net model integrates multiple
filters with increasing numbers (16, 32, 64, 128, 256, 512) as the network goes deeper,
enhancing its ability to capture complex patterns. The up-sampling and concatenation
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blocks ensure that high-resolution features from the encoder are effectively combined with
the decoder’s up-sampled features, leading to precise segmentation outputs. Conversely,
the CNN model identifies ground truth points outside the cross-sections defined by the
HEC-RAS simulation but fails to detect certain points within these cross-sections.
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7. Discussion

The Res–UNet and W–Res–UNet models consistently outperformed the other models
in terms of sensitivity, demonstrating their robustness in detecting flooded areas, even
under challenging conditions with high return periods. The incorporation of residual
blocks in these models likely played a critical role in their ability to capture and retain
important features, leading to better segmentation and flood detection. Additionally, the
use of ground truth points in the validation process further reinforced the generalizability
and accuracy of these models.

In our study, we addressed the limitation of ground truth data by proposing a weighted
loss function in our deep-learning models. This approach mitigated the imbalance between
flooded and non-flooded areas in the training data, enhancing the model’s ability to
detect flood-prone regions accurately. Unlike traditional state-of-the-art methods that
rely on point-to-point flood-susceptibility mapping, our approach is based on image-to-
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image segmentation for flood-susceptibility mapping. This method allows for a more
comprehensive spatial analysis, capturing complex spatial dependencies and patterns,
which is particularly beneficial for modeling intricate flood phenomena. Our focus on
sensitivity metrics provided precise flood susceptibility assessments, further enhancing the
practical utility of the models.

Overall, our results indicate that while physical models like HEC-RAS provide
valuable insights into hydrological processes, the integration of advanced deep-learning
models—particularly those utilizing residual connections and tailored loss functions—can
significantly enhance flood-prediction accuracy. However, challenges remain in gener-
alizing the models across spatially diverse regions and varying hydrological conditions.
Addressing these challenges through the use of advanced loss functions and real-world
validation data, as demonstrated in this study, can help improve the performance of flood-
prediction models in future applications.

The performance of the Res–UNet and W–Res–UNet models, in particular, points to
the potential of using hybrid modeling approaches that combine physical models with
advanced deep-learning techniques. These models demonstrated superior flood-detection
capabilities, especially when tested on unseen data, underscoring their potential for real-
world applications. However, further research is needed to explore how these models can be
optimized for different hydrological and geographic conditions and to address the inherent
challenges in comparing image-based segmentation methods with point-based approaches.

Strengths and Weaknesses:

• Strengths: A key strength of this study is the integration of physical models with
deep-learning techniques, leading to improved flood-prediction accuracy. By em-
ploying an image-to-image segmentation approach, we moved beyond traditional
point-to-point methods, allowing for more detailed spatial analysis and capturing the
complex spatial patterns of flooding. The use of a weighted loss function addressed
the imbalance in the target data, enhancing the model’s sensitivity to flooded areas.
Additionally, the inclusion of real-world ground truth points alongside simulated data
enabled a more comprehensive evaluation of the model’s performance and reinforced
its generalizability.

• Limitation: A limitation of this study is the difficulty in generalizing model perfor-
mance across sub-basins with diverse hydrological characteristics. The comparison
between our image-based segmentation approach and traditional point-based meth-
ods is also challenging due to fundamental differences in methodology and data
representation. Furthermore, despite the improvements made through loss function
adjustments, the imbalance in the target data (flooded versus non-flooded areas) poses
an ongoing challenge. Future work is needed to further optimize the models for differ-
ent hydrological and geographic conditions and to develop standardized methods for
comparing different flood-susceptibility mapping approaches.

8. Conclusions

FSM is a critical strategy for flood forecasting and disaster prevention. Traditional
FSM approaches often rely on unsupervised methods, such as the AHP, which require
expert knowledge to define factor weights. Supervised machine-learning and deep-learning
methods, while promising, demand extensive datasets for model training. Remote sensing,
another common technique, is limited by the availability of imagery and weather conditions,
such as cloud cover during short-term events. To address these challenges, we propose a
novel hybrid strategy that integrates deep learning with physical modeling using HEC-
HMS and HEC-RAS. This approach aims to mitigate the limitations of HEC–RAS modeling,
which relies heavily on precise cross-section and riverbank definitions, and the scarcity of
ground truth data.

Our study involved training the model on eight sub-basins and testing on five others.
The Res–UNet model, when trained over several years, demonstrated superior performance
with sensitivity rates of 67.36% and 95.67% AUC, outperforming HEC–RAS simulations.
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Conversely, the machine-learning model (RF) could not be generalized across other test
sub-basins, highlighting its limitations.

Additionally, employing the “Sigmoid Focal Loss” function in training the W–Res–
U–Net model increased its sensitivity by 0.27% and AUC by 0.17% compared to HEC–
RAS simulations. To enhance realism, our model incorporated a dual-loss function that
accounted for physical simulations by HEC-RAS and ground truth data. This hybridization
resulted in the W–Res–U–Net model achieving a sensitivity of 71.16%, specificity of 91.14%,
and AUC of 92.95% when validated against physical simulations, and a sensitivity of 88.89%,
specificity of 93.07%, and AUC of 95.87% when validated against ground truth points.

The hybrid approach demonstrated that the dual-loss function significantly improves
model performance compared to training solely on physical models or ground truth data.
This is particularly beneficial due to the limited availability of sufficient real-world data
and the constraints of HEC–RAS simulations.

Moving forward, we aim to enhance the performance of our multi-hybridization
approach by incorporating diverse targets and extending the study to various global
regions to better generalize our findings.
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