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Abstract

Human mobility is a complex phenomenon emerging from the nexus between social,
demographic, economic, political and environmental systems. In this thesis we
develop novel mathematical models for the study of complex systems, to improve
our understanding of mobility patterns and enhance our ability to predict local
and global flows for real-world applications.

The first and second chapters introduce the concept of human mobility from
the point of view of complex systems science, showing the relation between human
movements and their predominant drivers. In the second chapter in particular, we
will illustrate the state of the art and a summary of our scientific contributions.
The rest of the thesis is divided into three parts: structure, causes and effects.

The third chapter is about the structure of a complex system: it represents our
methodological contribution to Network Science, and in particular to the problem
of network reconstruction and topological analysis. We propose a novel method-
ological framework for the definition of the topological descriptors of a complex
network, when the underlying structure is uncertain. The most used topological
descriptors are redefined – even at the level of a single node – as probability distri-
butions, thus eluding the reconstruction phase. With this work we have provided
a new approach to study the topological characteristics of complex networks from
a probabilistic perspective.

The forth chapter deals with the effects of human mobility: it represents our
scientific contribution to the debate about the COVID-19 pandemic and its conse-
quences. We present a complex-causal analysis to investigate the relationship be-
tween environmental conditions and human activity, considered as the components
of a complex socio-environmental system. In particular, we derive the network of
relations between different flavors of human mobility data and other social and
environmental variables. Moreover, we studied the effects of the restrictions im-
posed on human mobility – and human activities in general – on the environmental
system. Our results highlight a statistically significant qualitative improvement in
the environmental variable of interest, but this improvement was not caused solely
by the restrictions due to COVID-19 pandemic, such as the lockdown.

The fifth and sixth chapters deal with the modelling of causes of human mo-



bility: the former is a concise chapter that illustrate the phenomenon of human
displacements caused by environmental disasters. Specifically, we analysed data
from different sources to understand the factors involved in shaping mobility pat-
terns after tropical cyclones. The latter presents the Feature-Enriched Radiation
Model (FERM), our generalization of the Radiation Model which is a state-of-the-
art mathematical model for human mobility. While the original Radiation Model
considers only the population as a proxy for mobility drivers, the FERM can han-
dle any type of exogenous information that is used to define the attractiveness
of different geographical locations. The model exploits this information to divert
the mobility flows towards the most attractive locations, balancing the role of the
population distribution. The mobility patterns at different scales can be reshaped,
following the exogenous drivers encoded in the features, without neglecting the
global configuration of the system.
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Chapter 1

Introduction

Pensa costantemente all’universo
come a una creatura vivente unica,
che racchiude una sola sostanza e una
sola anima; pensa come tutto sia
assorbito in una sola sensazione di
questa creatura; come tutto si compia
grazie a un unico impulso, e tutte le
cose siano causa comune di cio che
nasce, e quali siano il loro
concatenamento e la loro connessione.

A sé stesso, Marco Aurelio

Life on Earth is a story of the interplay and adaptation to the most varied
conditions. The ability to move in the environment increases the opportunities
of the organisms to grow and flourish. Human beings have developed increas-
ingly sophisticated mobility systems that allow them to search for optimal living
conditions and to propagate ideas, innovations, but also infectious diseases and
conflicts [1]. In the current context of globalization, human migration is increas-
ingly influenced by the broader global transformations in economy, society and
environment. Concurrently, migration has its own important effects on shaping
these transformations. Therefore, the scientific understanding of human migra-
tion has significant implications on both theoretical and practical fronts. On the
one hand, the theory of human mobility and migration plays an important role
in the study of human behaviour, epidemiology, demography, economy and social
science [2, 3, 4, 5, 6]. On the other hand, the description and prediction of large-
scale human movements is necessary to implement correct policies to absorb the
impacts that migrants have on the locations of origin and destination (consider
for example the effect on labor markets [7], or the effect of mobility on epidemic

1



1. Introduction

spreading [8]) and also to ensure a safe, orderly and humane migration to the
migrants [9]. Hence, in this work, we aim to improve our understanding of the
complex systems that give rise to mobility patterns and to enhance our ability to
predict local and global flows to facilitate pro-active policy planning beneficial to
migrants and local populations.

Human mobility is a complex phenomenon in both its causes and effects. Usu-
ally, social and economical drivers are considered as the main causes of large-scale
mobility, but also political, environmental and demographic conditions are crucial
causal factors. Moreover, the relation and mutual influence between these drivers
is crucial in determining the migrants choice to move [10]. Accordingly, large-scale
human mobility patterns originate from micro-scale individual choices, which in
turn are the consequences of a complex relation between different drivers at dif-
ferent scales. We will describe the mobility patterns looking at the macro-scale
behaviour of the whole complex system, assuming – in the words of Anderson [11]
– the “extensive research” perspective, proper of complex system science.

Thesis structure – In the first and second chapters of this thesis we will in-
troduce the concept of human mobility from the point of view of complex systems
science, showing in more detail the relation between human movements and their
predominant drivers. In the second chapter in particular, we will illustrate the
main mathematical models used to describe human mobility and causal struc-
tures, and we will conclude presenting our contributions. The rest of the thesis
can be ideally divided in three parts: structure, causes and effects.

The third chapter is about the structure of a complex system: it represents
our methodological contribution to the network science, and in particular to the
problem of network reconstruction and topological analysis. We propose a novel
methodological framework to evaluate the uncertainty related to the structural fea-
tures of complex systems, replacing the topological descriptors of the underlying
network – even at the level of a single node – with appropriate probability distri-
butions, eluding the reconstruction phase, up to now indispensable. Our results
provide a grounded framework for the analysis and the interpretation of widely
used topological descriptors, such as the degree centrality, clustering and clusters,
in scenarios where the existence of network connectivity is statistically inferred or
when the probabilities of existence πij of the edges are known. To this purpose we
also provide a simple and mathematically grounded procedure to transform the
discriminating statistics into the probabilities πij. This chapter corresponds to the
paper “Measuring topological descriptors of complex networks under uncertainty”,
published in Physical Review E in 2021 [12].

The forth chapter deals with the effects of human mobility: the period of
my Ph.D. was signed by the COVID-19 pandemic, during which a great part of
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the scientific community has been called to support institutions and inform cit-
izens in order to control epidemic spreading and also to analyse and synthesise
observations from a wide spectrum of related phenomena: changes in mobility,
environment and economy, the waves of infodemics, the rising problems in social-
psychology and political sciences, among the others [13, 14, 15, 16, 17]. Under
these circumstances, we urged to give our scientific contribution to the commu-
nity leveraging on the mathematical methods mastered during the first year of
Ph.D. Therefore, in the third chapter we present a complex-causal analysis to in-
vestigate the relationship between environmental conditions and human activity
– with human mobility at the first place – considered as the components of a
complex socio-environmental system. We apply information theory, network sci-
ence and Bayesian inference to analyze their structural relations and nonlinear
dynamics between January 2019 and August 2020 in Northern Italy, i.e., before,
during and after the national lockdown. We unravel the causal relationships be-
tween the 16 environmental conditions and human activity variables, mapping the
backbone of the complex interplay between the physical observables to a causal
network model. To identify a tipping point during the period of observation, de-
noting the presence of a regime shift between distinct network states (i.e., before
and during the shock) we introduce a novel information-theoretic method based
on statistical divergence widely used in statistical physics. We find that despite
a measurable decrease in NO2 concentration, due to an overall decrease in hu-
man activities, targeted mobility restrictions and the reduction of social activities
are inappropriate remedies to reduce emissions. Our results provide a functional
characterization of socio-environmental interdependent systems and our analytical
framework can be used, more generally, to characterize environmental changes and
their interdependencies using statistical physics. This chapter corresponds to the
paper “COVID-19 lockdown unravels the complex interplay between environmental
conditions and human activity”, published in Complexity in 2022 [18].

The fifth and sixth chapters deal with the modelling of causes of human mobil-
ity: the former is a more concise chapter that consists of an illustrative example of
large scale mobility caused by environmental disasters. The latter deals with the
generalization of the Radiation Model, a mathematical model for human mobil-
ity. The causal process that leads to the emergence of complex mobility patterns,
can be modeled as an emission-absorption process that takes place between ra-
diative bodies representing space locations. A well known mathematical model
that formalizes this process is the “radiation model” [19]. The radiation model is
a parameter free model used to predict mobility flows where no other data ex-
cept population is available. The flows are determined just on the basis of the
spatial distribution of population, that is a proxy for all other causal drivers, and
no other exogenous information can be included. In the sixth chapter we present
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1. Introduction

our generalization that explicitly include external drivers of migration represented
by the features of the nodes of mobility networks. Our Feature-Enriched Radia-
tion Model (FERM) maintains the same physical process of the original model,
but generalizes its stochastic process in order to drive the flows according to the
exogenous information. We describe the mathematical formulation of our model
and the numerical method for the computation of the mobility network structure,
along with some numerical experiments. The content of the sixth chapter was
presented as a contributed talk in Lyon, at the Conference on Complex Systems –
CCS2021, and the corresponfing paper is to be submitted.

The concluding chapter summarizes the main results of the thesis and speculate
on possible future research directions.

1.1 The emergence of human mobility

Se ciò non producesse nulla
sull’anima, anche questo piccolo
incremento non produrrebbe nulla
e la totalità neppure.

G. W. Leibniz, Scritti filosofici

What is a complex system? Attempts to answer this question are frequently
found in the introduction of scientific papers and thesis, if not the main topic of
entire books [20, 21, 22, 23]. The definition of what a complex system is, still
represents a hot topic for scientists and philosophers [24, 25, 26]. During the past
century, different conceptions of complex systems have been proposed by mathe-
maticians, physicists, engineers, biologists, social scientists, but the last word on a
unifying framework is still missing. Nonetheless, complexity scientists are aware of
a set of properties that a system should have in order to be defined complex : numer-
ous agents, network of relations between agents, non-linear dynamic, hierarchical
organization and adaptive behaviour are some of the best known characteristics.
In addition to these, one of the most distinctive property that a complex system
posses is emergence. One might say that emergence is the reason why complex
systems are appealing. The definition of emergence in it self is obscure and still
largely debated [27, 28, 29]. Arguably, the first intuition of “emergence” was con-
ceived by Aristotle in his Metaphysics : “In the case of all things which have several
parts and in which the totality is not, as it were, a mere heap, but the whole is
something beside the parts, there is a cause”. Something besides the parts emerges
because the totality is not a mere heap, but the way in which the elements inter-
act to become a whole plays a fundamental role. On a strictly similar concept are
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1. The emergence of human mobility

based the theoretical foundations of the Gestalt psychology, a school of psychology
risen in the early twentieth century in Austria and Germany, that proposes the
“gestalt” as a new category. Kurt Koffka, one of the leading proponent of the the-
ory, argues that “to apply the category of cause and effect means to find out which
parts of nature stand in this relation. Similarly, to apply the gestalt category
means to find out which parts of nature belong as parts to functional wholes, to
discover their position in these wholes, their degree of relative independence, and
the articulation of larger wholes into sub-wholes” [30]. A more explicit definition of
emergence, that may be useful to better frame emergence in our context, is given
by Peter Corning in [28]: he proposed that emergent phenomena are “synergistic
effects” generated by cooperative interactions between “functional complementari-
ties”. From those interactions a “qualitative novelty” arise, so that the components
of the system are modified, reshaped, or transformed by their participation in the
whole. Thus, an emergent property is a qualitative novelty of the system and as
such it is not identical with, reducible to, or deducible from the parts that com-
pose the system, but is a characteristic that is conceivable only by considering
the system as a whole. Different studies gave ground to a more formal definition
of emergence which may help in establish a novel methodology for the study of
complex systems (see e.g. [31, 32, 33, 34]). Emergence is in fact a disruptive
concept that may have a crucial impact on the modern scientific worldview. It is a
pivotal concept in building a potential alternative to reductionism, that has been
a basic foundation of the scientific methodology since the XVII century (see e.g.
[35, 29, 36] for an overview). Examples of emergent behaviour are the emergence
of harmony from the combination of musical notes, the emergence of collective
behaviour in honeybee clusters [37], flocking birds [38] and school fish [39], the
emergence of life from pre-biotic components [40, 41] the emergence of consensus
in social systems from the interaction of people without any central authority [42].

The study of emergent phenomena give rise to still debated questions on causal-
ity [43], that stand at the base of the (network) structure of complex systems [44].
The above mentioned “cooperative interactions” between the components of a com-
plex system, originate from causal relations of different kind [45, 34], that connect
the components in a network structure. Each component is a node of the network,
and the relations between them are represented by the edges. The collective be-
haviour of a complex system and its emergent phenomena are determined by the
complex interplay between the dynamics of its constituent parts and the network
structure of the relation between them [46]. Therefore, causality (and causal infer-
ence) plays a central role in defining emergent phenomena (see e.g. the concept of
downward causation in [31]) and in general in the study of the interactions between
parts of a complex system [47].

Within complex system science, human mobility can be considered as a phe-
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nomenon emerging from the complex nexus between social, demographic, eco-
nomic, political and environmental systems [48, 10]. The actual conditions of
these systems in a certain area determine (causally) the opportunities and the
costs for individuals to move in other places. The current global and local trans-
formations in society and environment portend an unprecedented uncertainty in
the evolution of large scale mobility and migration [49]. At the date of this thesis,
the number of international migrants was estimated to be almost 281 million glob-
ally in 2020, 9 million more than in 2019, confirming the unceasing growth of the
last decades. The COVID-19 pandemic is not halting migration, but just slowing
down the pace [50]. At the contrary, the effect of political instability, growing
inequality and environmental degradation are triggering large-scale displacements
in vulnerable countries [49]. For these reasons, some scholars are debating whether
large-scale human mobility and migration is becoming an emergency, besides be-
ing an emergence (see e.g. [51, 52]). Moreover, pundits are struggling to define
what is a migrant, what is a refugee, what are the differences between an economic
migrant, an environmental migrant or a climate refugee. These definitions would
have a distinct meaning only if associated with a precise cause of migration. But
as said before, human mobility emerges from the interplay between innumerable,
interdependent variables. A better definition of the causes of migration, and how
they relate to complex systems is the argument of the coming section.

1.2 Complexity and causality in human mobility

What is the cause of human mobility and migration? On the micro-scale, mobil-
ity and migration are generally caused by the individuals search for satisfaction
of some need. Better economic conditions, social ties, leaving a dangerous area
plagued by conflicts or natural disasters are just a few examples. These individual
choices are reflected in the patterns observed at larger scales. Several scientific the-
ories of migration have been proposed since the end of the XIX century to explain
mass human movements. The foundational papers “The Laws of Migration” by E.
G. Ravenstein in 1885 and 1889 [53, 54] laid the first stone of the scientific discus-
sion on migration processes. In these works, the author gave some general “laws of
migration” based on geographical, social and economical principles. In particular,
the laws highlight the effect of distance and the influence of the economic factors,
that are considered as the main causes of migration. Similarly, subsequent eco-
nomic theories of migration, stemming from neo-classic economics, suggest that
migration decisions are consequences of rational choices of individuals aimed at
maximize utility and in particular at accumulate economic capital. According to
these theories, the choices are guided by the evaluation of economic benefits and
costs for individuals, and therefore the differences in wages in different areas are
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the key factor triggering movements [55]. However, later empirical studies show
that the poorest people from the least-developed countries are unable to undertake
the journey towards the richest countries, instead, people of intermediate socio-
economical status that have the means to bare the costs are more likely to move
in other regions [48].

Today, the neo-classic theories of migration are considered oversimplified and
incapable of a complete explanation of migration patterns. One of the first attempt
to overcome the difficulties of the neo-classic theories of migration came from Stark
[56] who argued that the “agent” of migration, the one who decide to migrate, is
not necessarily a single individual, but it can be an entity of a larger scale, such
as a household or a group of families bound by an “inter-temporal contractual
arrangement” aimed at regulate the costs and the subsequent remittances. In
this “new-economics” view, migration is not just a mean to maximize individual
utility, but migrant and non-migrant families behave collectively according to a
“calculated strategy” in order to diversify their income and consequently minimize
their economic risk.

Subsequently, other theories of migration asserted that factors other than the
economic ones must be considered to explain thoroughly the behaviour of migrants.
In general, a widely adopted view assumes that the process of migration may be
epitomize by four factors [57]:

1. Push factors: features of the location of origin that “repel” people from it
(e.g. scarcity of jobs, political repression, conflicts, environmental degrada-
tion);

2. Pull factors: features of the location of destination that “attract” people
to it (e.g. higher wages, job opportunities, healthier environment, higher
perceived quality of life);

3. Intervening opportunities/obstacles: features of the locations between
origin and destination that may attract the migrants, or may impede the
journey (e.g. distance, physical or political obstacles...);

4. Personal factors: personal rational and irrational components of the indi-
vidual decision-making (e.g. age, sex, sensitivity, knowledge and perception
of situation at origin and destination...).

On these factors are based some of the best known mathematical models for mi-
gration, that will be presented in the next section.

The social theories based on “push-pull” factors consider migration as an es-
sentially individual-household decision-based process, whereas in many cases large-
scale mobility and migration patterns are controlled – or at least prompted – by
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political or economic entities pursuing their development needs. Mass recruitment
of workers for factories, agribusiness and major infrastructure projects marked
the colonialism domination of the richest countries on the underdeveloped periph-
eries. Castles and Miller [48] argue that “migration was as important as military
hegemony and control of world trade and investment in keeping the Third World
dependent on the First”. As such, the political power of countries and the inter-
ests of economic entities put constraints on migrants’ choices, and consequently
on the large-scale patterns. This is the fundamental argument of the “historical-
structuralist theory” of migration, that gives prominence to the role of international
relations, political economy and the historical causes of mass human movements.
These factors are often tricky to express into quantitative terms and also difficult
to predict.

An alternative explanation of the migration processes and their causes come
form the “migration system theory”, that draws attention on the existence of prior
relations between countries of origin and destination, such as political influence,
trade, shared languages and/or religion. A migration system is constituted by
the set of countries from which migrants leave and towards which they go, along
with the various types of relations connecting them. This theory integrates the
micro- and macro-structures that trigger human movements [48] in a unifying
framework. The macro-structures refer to those factors that regulate the system
at large-scale, such as political and economical ties between countries and regions,
while the micro-structures are akin to the above mentioned “personal factors”.
Importantly, these include the social networks of the migrants at both locations of
origin and destination that could provide help to further migrants (e.g. by sharing
information, organizing travels, finding work). The establishment of such social
relations act as a positive feedback force on migration flows that often become self-
sustained [58]. In general, the focus on interdependence and reciprocity of different
structures emphasize that flows of people can be hardly explained without taking
into account other types of relations and flows (e.g. trade flows) that contribute
to shape each other.

From the end of the last century, scholars have started to study the role played
by the environmental conditions on large-scale human mobility [59, 60, 61]. Both
global and local environmental changes may be the cause of increased migration
flows, and even the cause of definition of new routes of migration [62, 63]. The
influence of climate change, in particular, has ignited discussions because of its
inherent uncertainties, the importance of political and social effort and the increas-
ingly frequent environmental adverse events [64, 65, 66, 67]. As all living species
on Earth, also humans live and construct their ecological niche co-evolving with
the environment [68], and climate change is likely to alter the spatial niche where
humans have settled during history (see fig. 1.1). Despite this, we should note that
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Figure 1.1 – Spatial shift of the human temperature niche – Spatial distribution of
the human temperature niche at the current time (A) and under a RCP8.5 climate scenario
projected in 2070 (B). These maps represent the relative human distributions (summed to unity),
assuming that humans would be distributed over temperatures following the current population
distribution as a function of the mean annual temperature. The dashed lines indicate the 5%
percentile of the probability distribution. The panel (C) depicts the difference between the maps
B and A, highlighting potential sources (orange) and sinks (green) areas assuming that humans
would move in order to maintain the historically stable distribution with respect to mean annual
temperature. Figure and caption from [72]

the response of the migration system to the environmental changes is highly non-
linear [69, 70], and moreover, forms of mitigation and adaptation strategies, other
than migration, are preferably adopted to cope with environmental hazards [71].
Nevertheless, environmental changes are recognised to be direct and/or indirect
cause of migration, being one of an assemblage of diverse drivers. The most widely
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Figure 1.2 – A conceptual framework for the “drivers of migration”. Figure adapted
from [10].

used conceptual framework in the study of the influence of environmental change
on migration and on its concurrent drivers has been proposed by Black in [10]. This
framework is pictured in fig. 1.2. Five fundamental macro-structural drivers of mi-
gration (the pentagon at the top of the figure) and their mutual relations contribute
to shape the conditions of meso-structural, and in turn micro-structural drivers,
going from global to individual scale. The macro-structural drivers are constituted
by the economic drivers, including employment opportunities and income differ-
entials between places; the political drivers including the level of security, presence
of conflicts, discrimination and persecution, and also other types of policy that
have an impact on human movements, such as international agreements, enforced
relocation and incentives to immigrants; the demographic drivers such as the size
and structure of populations in source areas, the presence of diseases, the growth
and mortality rates; the social drivers including the social relations with other
migrants and non migrants at origin and destination, familial or cultural expecta-
tions, educational opportunities and cultural practices; the environmental drivers
of migration are exposure to hazard and availability of ecosystem services. It is im-
portant to notice that these drivers do not act as separate compartments, but the
interactions between them affect the conditions at lower scales and eventually the
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Figure 1.3 –Analytical framework of linkages between the climate system, natural resources,
human security, and societal stability. Figure adapted from [73].

details of movements. In fact, the actual or perceived differences across space in the
drivers, at different scales, eventually affect the choices of migrants. In turn, the
multiple interactions and feedbacks between the climate system, natural resources,
human security, and societal stability are represented in fig. 1.3 adapted from [73].
These macro and meso scale factors contribute in molding the living conditions of
people and consequently their willingness to stay or move in other regions. For
instance, various scenarios suggest that in the next century climate change is ex-
pected to be an increasingly relevant direct and indirect cause of migration (see
e.g. [69, 74]), increasing climate sensitivity. Also, scarcity or mismanagement of
natural resources is proved to be linked to violence and armed conflicts (conflict
sensitivity), that in turn prompt human displacement and migration [75].

The climate system itself is characterized by a complex causal structure in
which the dynamics of the environmental, social, economical and political systems
interact and respond to feedbacks according to a network of interactions. Fig-
ure 1.4) from [76]) highlight how this system can be understood as a complex
network, and as such, network tools can be used to find central nodes and commu-
nities, feedback loops, etc. In chapter 3 we propose a new framework to conduct
this kind of analysis on complex networks, that is robust against the uncertainty
on the causal structure.

It is known that during history harmful environmental events, and in par-
ticular climate changes, induced societal crisis that caused mass human move-
ments [77, 78]. On the one hand, non-catastrophic environmental events, such as
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Figure 1.4 – The causal network structure of the climate system – Climate change,
through temperature and other variables change will impact socio-economic systems, which fi-
nally will feed back on emissions. See text for further discussion. The feedback loops sketched
act on different timescales. Reprinted with permissions from [76]
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sea level rise or increasing temperatures, are potential slow-onset drivers of migra-
tion [79], albeit, as previously said, a single cause is hardly sufficient to explain
thoroughly the decision to move [48, 65]. On the other hand, extreme environ-
mental events may impact human mobility by triggering migration, displacement,
or forced immobility [80], especially in those contexts where people are already
exposed to risks to life, health and well-being. “Environmental migration”1 is a
full-fledged adaptation strategy against adverse events, such as severe droughts,
floods or earthquakes [85, 86, 87, 88], whereas “displacement” is a particular form
of migration, in which individuals are forced to move against their will. Movements
can be permanent or temporary, depending on the severity of the event and on
other external conditions; for instance, people may seek shelter before, during or
after a flood or a hurricane. The displacement of people caused by such extreme
events is the topic of the chapter 5, in which we present a quantitative and quali-
tative analysis for a couple of case studies. We estimate a gravity model combined
with penalized regression to identify the drivers of mobility patterns.

In the following section, we briefly describe the mathematical models – includ-
ing the gravity model – that have been used so far to understand the forcing drivers
of migration and to predict migration patterns at different scales.

1Even though environmental migration is a fairly clear fact, the definition of “environmental
migrant” is a debated topic both by human rights scholars and political, social and environmental
scientists [65, 81, 82, 83, 84]
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Chapter 2

Mathematics for complexity and
causality in human mobility

Nothing is more important than to
see the sources of invention which are,
in my opinion more interesting than
the inventions themselves.

G. W. Leibniz

2.1 Mathematical models for human mobility

The mathematical description of human mobility can be divided into two main
categories: individual level models, and population level models. The first class
aims at describe the movements of single individuals in space and time. To this
class belong the random walk models, that are inherently stochastic, and the agent-
based models that can be both stochastic or deterministic. The typical result
of this kind of models is the spatial distribution of individuals or a probability
distribution that provides the probability of an individuals to be in a certain
position. The population level models, instead, describe the aggregate mobility
of many individuals by estimating the number of travelers, or the probability of a
trip between any two spatial locations. The result is usually an Origin–Destination
(OD) matrix, whose entries correspond to the flow of people between two locations
or the probability of such a flow.

Random Walk The simplest mathematical prototype used to model individual
human mobility is the random walk. A random walk is mathematically defined as
a path formed by successive random steps in a n-dimensional space [89]. In one
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dimension, the process {Sn, n ≥ 0} is called a random walk process if

S0 = 0, Sn =
n∑
1

Xi, n ≥ 1 (2.1)

and X1, X2, . . . are independent and identically distributed random variables rep-
resenting the “steps”, with E [|Xt|] < ∞. A particular type of random walk is the
Brownian motion, originally defined by the botanist Robert Brown to describe the
motion of particles in a liquid or gas [90]. In this case, we have a step increment
equal to ∆x during a time increment ∆t so that the position X(t) of the walker
at time t is defined as

X(t) = ∆x
(
X1 + · · ·+X[t/∆t]

)
(2.2)

where

X1 =

{
+1 if the i th step of length ∆x is to the right
−1 if it is to the left,

and where the X are assumed independent with

P {X1 = 1} = P {Xt = −1} =
1

2
.

Since E [Xt] = 0,Var (Xt) = E [X2
t ] = 1, we see from eq. (2.2) that

E[X(t)] = 0

Var(X(t)) = (∆x)2

[
t

∆t

]
The variance scale linearly with time, while the mean remains constant and the
probability to observe a displacement of magnitude X(t) from the origin location
after a time t is Gaussian distributed with mean zero and variance proportional
to t. This is a consequence of the Central Limit Theorem for t→∞ in eq. (2.2).
It can be proven that this process is continuous, and is a limit case of the random
walk defined in eq. (2.1) [90].

The simple random walk and the Brownian motion permit to identify a typical
length scale for the displacements, since the Mean Square Displacement (MSD)
– defined as the second moment of X(t) – scale linearly with time at any spatial
dimension and the mean is finite. This kind of process is called “diffusive”. In many
real world application, no typical length scale can be identified and these processes
would fail in describe the nature of motion. When MSD (or analogous quantities)
deviates from linearity, the process become sub-diffusive or super-diffusive. An
example of super-diffusive process used to describe movements in both humans
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and animals is the Lévy Flights [91]. This process is composed of a series of
small displacements, interspersed occasionally by a very large displacement. The
probability density function of the step increment is

p(∆x) =
1

∆x1+β
(2.3)

with 0 < β < 2. The occasional large displacement of the Lévy flights happen
in the same time of the normal ones, that may be unrealistic to describe human
movements.

In some cases, the trajectories of human movements proved to be far from be-
ing random walks [92], showing a high degree of temporal and spatial regularity,
where individuals follow a time-independent characteristic travel distance and a
significant probability to return to a few highly frequented locations [2]. In partic-
ular, mobility data show that the frequency of return at different locations follows
a Zipf law of the type

fk ∼ k−α (2.4)

where k is the rank of the location according to the frequency of the visit and
α the characteristic scale parameter. A model that takes into account both the
“exploration” behaviour of a random walk, and the “preferential returns” observed
in humans was proposed in [92]. The model describe the movements by using two
complementary probabilities:

Pnew = ρS−γ (2.5)
Pret = 1− Pnew = 1− ρS−γ (2.6)

where Pnew defines the probability for an individual to move to a previously unvis-
ited location, while Pret is the probability to return to a previously visited location.
The two terms ρ and γ are the parameters of the model both of which control the
tendency of the walkers to either explore a new location or returning to a previously
visited location in the next step. The numerical values of these two parameters are
determined using empirical data. The value of S increases by one for each newly
visited location.

A stochastic model intimately related to the random walks is the Markov chain.
This model has been used to describe both large-scale mobility [93, 94, 95] and
local displacement of refugees [96]. The basic idea of this model is to assign a
probability of transition from origin to destination that is a function of utility and
costs of moving. People move from origin to destination until the gain in utility is
exactly offset by the cost of migration. If the Markov chain is appropriately defined
(see e.g. [97] for a detailed exposition of the model), the resulting stationary
distribution stands for the population distribution over the locations.
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Agent Based Models An Agent-Based Model (ABM) is a computational model
that simulates the behaviour of autonomous agents within an environment. The
agents are autonomous, individual elements with prescribed properties capable of
making decisions, take actions and responds to stimuli, by interacting with other
agents and with the environment. The environment itself can have dynamical
properties and its components can interact with each other. The micro-scale be-
haviour of the agents is typically governed by simple decision-making and logical
rules. From the perspective of complex systems, ABMs are used to study the emer-
gent collective properties of complex adaptive systems by modelling the functions
of the individual components (see e.g. [98, 99, 100] for an overview of the topic).

In the specific case of human mobility, as said in the previous section, decisions
are multi-causal and conditioned on individual preferences. Therefore, agent-based
modelling offers a capable method to simulate the autonomous decision making
process, accounting for unobserved differences between individuals. People are at-
tracted by locations with higher utility or value. In modern ABMs the outcome of
migration is uncertain, since utility and value are random variables and also the in-
ternal state of agents (such as the marital status, job opportunities, or retirement)
may comprise a stochastic component. Movements are triggered by the expected
utility or the expected value. Besides the commuters/migrants, other agents can
be modelled, such as other individuals, friends and institutions that may influence
the decisions of the moving agents on the destination to choose or the timing and
means of movements.

The aim of an agent-based model is to uncover causal mechanisms that lead
to human movements [101]. ABMs stands as a counterpart to “equation based
models” since they lack equations which govern the overall social structure at
the macro-level [102]. The micro-level decision making not necessarily reflects
the (quasi-)rational behaviour of people, but may be defined in terms of simpler
rules, such as laws of attractions and agents walking at random [103], or empirical
rule-determined decisions as in [104]. Other examples are the models based on
expected utility maximisation [105], on psycho-social and cognitive models (see
e.g. the theory of planned behaviour applied to environmentally induced migration
in [106]) and models halfway between the economic ABMs the empirical models
such as in [107].

Agent-Based Models can be used to unravel the micro-structural drivers of mi-
gration, and also to predict future movements in order to support decision making
(see e.g. [108] for a case study on refugees). Nonetheless, there is an ongoing de-
bate on whether prediction should be a major purpose for ABMs [109]. Specifically
for migration studies, the definition of decision-making theories and the selection
of empirical evidence for model validation are major challenges for this type of
model [101].
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Random Utility Models Another class of models commonly used to character-
ize decision-making in economics, transportation engineering and human mobility
research, is that of Random Utility Models (RUM). These models are used to
describe the behavioural process that leads agents to choose among a set of al-
ternatives [110] – in our case, a set of destinations. The choice set is assumed to
be finite, exhaustive, and the elements must be mutually exclusive. The decision-
making process is described assuming a causal perspective in that the behavioural
process is defined as a function of external factors that determine the choice of an
agent. The external factors are divided into observable deterministic factors x and
non-observable stochastic disturbances ε. The choice of the agent can be defined
as y = h (x, ε), where y is the alternative h is the behavioural process. Given the
uncertainty on ε, the choice of the agents must be expressed in probabilistic terms
as

P (y | x) = Prob(ε | h(x, ε) = y)

= Prob(I[h(x, ε) = y] = 1)

=

∫
I[h(x, ε) = y]f(ε)dε

(2.7)

where I [·] is the indicator function, and P (y | x) is the probability that, with x
given, the stochastic component is such that the behavioural process leads to the
choice of the alternative y. Specifically, this probability can be interpreted as the
expected value of the indicator function over all the possible value of the stochastic
disturbance.

Equation (2.7) is valid in general, for any specified behavioural process, and is
the base of any the discrete choice model. The behavioural process of the RUMs,
are defined according to an utility maximization criterion. The utility Vni that the
decision-maker n assigns to the alternative i is a function of the attributes xni of
the alternative as perceived by n, and of the attributes sn of the decision-maker it
self, more precisely

Vni = V (xni, sn) (2.8)

where Vni is called “representative utility”, and corresponds to the deterministic
factor observable by the researcher. The function V (·) can have any form, and in
general depends on parameters that are estimated with data. The utility that the
researcher actually assign to the alternative is biased by its partial knowledge of
the representative utility, and so we should define the actual utility as

Unj = Vnj + εnj. (2.9)

The probability that the agent n choose the alternative i by maximizing his utility
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is thus given by

Pni = Prob (Uni > Unj∀j 6= i)

= Prob (Vni + εni > Vnj + εnj∀j 6= i)

= Prob (εnj − εni < Vni − Vnj∀j 6= i)

=

∫
ε

I (εnj − εni < Vni − Vnj∀j 6= i) f (εn) dεn

(2.10)

where f (εn) is the joint density of the random vector ε′n = 〈εn1, . . . , εnJ〉.
Many different flavours of RUMs can be implemented depending on the form of

the distribution f (·). For example, using the Gumbel distribution1 one obtains the
so called logit model [111], that has the desirable characteristic of being analytically
tractable, since the integral for the choice probability (eq. (2.10)) has a closed
form solution, and so is one of the most used form of RUM. The logit, however
exhibits independence from irrelevant alternatives that is, adding or removing an
alternative has no effect on the ranking of the original set of alternatives. In
other words, the logit model cannot take into account any correlation between
the stochastic disturbances of the alternatives that may be present in the data.
If this is the case, other types of model can be chosen, for example, the nested
logit that assume f (·) to be a Generalized Extreme Value distribution (see [110]
for a complete survey on the different types of RUMs). This distribution allows
for correlations over alternatives, and it is used for example in [112] to cope with
multilateral resistance to migration, as explained in the next paragraph dedicated
to the gravity model.

Gravity Model The gravity model is the workhorse of human mobility literature
since its formulation. Ravenstein [53, 54] laid the theoretical foundations of the
model, as already discussed in section 1.2. More than sixty years later, G.K.
Zipf [113] gave the first2 formal expression of the model by showing that the
number of persons that move between any pair of locations in the United States

1The Gumbel distribution corresponds to the Generalized Extreme Value distribution Type-I,
and is used to model the distribution of the maximum (or the minimum) of a series of samples
from other distributions. By assuming that f (·) is a Gumbel of the form f (εnj) = e−εnje−e

−εnj

and that the ε are independent, eq. (2.10) becomes

Pni =

∫ ∏
j 6=i

e−e
−(εni+Vni−Vnj)

 e−εnie−e
−εni

dεni =
eVni∑
j e

Vnj

that is the logit choice probability.
2Earlier attempts to explain the patterns of human spatial interaction flows with a mathe-

matical model can be found in [114, 115, 116])
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1. Mathematical models for human mobility

are proportionate to the ratio, P1 · P2/D, where P1 and P2 are the population at
the two locations that are separated by the shortest transportation distance, D.
The model has been successfully adopted also by economists as an explanation
of bilateral trade flows, following the mathematical expression by Tinbergen in
1962 [117].

The gravity model, needless to say, is developed by analogy with Newton’s law
of universal gravitation, that takes the form:

F21 = −Gm1m2

|r21|2
r̂21 (2.11)

where F21 is the force applied on object 2 exerted by object 1, G is the gravitational
constant,m1 andm2 are respectively the masses of objects 1 and 2, |r21| = |r2 − r1|
is the distance between objects 1 and 2 , and r̂21

def
= r2−r1

|r2−r1| is the unit vector from
object 1 to object 2.

In migration and economic studies, the formula in eq. (2.11) is simplified and
the terms acquire a different meaning: in the place of masses, various indices of
“attractiveness” are considered, such as the population, the income or the jobs
opportunities in two locations; the squared distance |r21|2 is replaced by a more
general function that represents the cost of moving. In the original model by Zipf
the attractiveness of the locations is assumed to be proportional to the population
and the cost is proportional to the traveled distance. We can rewrite the model as
follows:

Tij ∝
PiPj
rij

(2.12)

where Pi and Pj are the respective populations and rij the distance between i and
j. The term on the left hand side is the flow of people between locations i and j,
and represents the term (i, j) of the so called “Origin-Destination matrix” (OD).
This equation is a simplistic expression of the gravity model, that has at least one
evident deficiency: if the populations of both the locations i and j are doubled, the
flow Tij would quadruple, whereas it is expected to just double. More precisely,
the model should satisfy the following constraints:∑

j

Tij = Pi (2.13)∑
i

Tij = Pj (2.14)

that means the total outflow from a location must be equal to the sum of the ob-
served outflows, or in other words, that the row and column sums of the OD matrix
should be equal to the total outflow and inflow, respectively. Equation (2.12) does
not satisfy these constraints, and the usual remedy is to multiply each variable
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2. Mathematics for complexity and causality in human mobility

with a “balancing” constant [118, 119]. Moreover, the cost factor at the denomina-
tor of eq. (2.12) can be considered as a generic “friction function” of the distance
between locations. Therefore, a more general formulation reads:

Tij = AiBjPiPjf (rij) (2.15)

The form of the friction function f (rij) can be identified by means of entropy
maximization [118]. In order for the method to work, another constraint should
be added on the total cost C of the travels, namely:∑

i

∑
j

Tijcij = C (2.16)

where cij is a generalized cost. The basic assumption of the method is that the
probability distribution of the Tij is proportional to the number of states of the
system that satisfies the constraints in eqs. (2.13) and (2.16). Maximize the entropy
of the system means to find the configuration of the OD matrix that maximizes
the number of possible configurations of trips associated with it. Let us first
consider the first element of the OD matrix, indexed with (1, 1). The number of
ways in which T1,1 individuals (taking a self-loop-trip) can be selected out of the
total T =

∑
ij Tij individuals is given by

(
T
T1,1

)
= T !

T1,1(T−T1,1)
. Similarly, for the

OD element (1, 2) the possibilities are
(
T
T1,2

)
. The number of configurations of the

whole OD matrix is then given by

Ω(Tij) =
T !

T11! (T − T11)!

(T − T11)!

T12! (T − T11 − T12)!
· · · = T !∏

ij Tij!
(2.17)

The total number of possible states is then equal to
∑

(i,j)∈C Ω (Tij), where the C
is the set of trips that satisfies the constraints. The configuration that maximizes
the number of distinct arrangements of individuals giving rise to a particular OD
matrix is obtained by maximizingW (Tij) under the defined constraints. The max-
imum can be found using the method of the Lagrange multipliers. The Lagrangian
expression is defined by

M = logw +
∑
i

λ
(1)
i

(
Pi −

∑
j

Tij

)
+
∑
j

λ
(2)
j

(
Pj −

∑
i

Tij

)
+

+ β

(
C −

∑
i

∑
j

Tijcij

)
(2.18)

where λ(1)
i , λ

(2)
j and β are the Lagrangian multipliers. The most probable distri-

bution of trips is given by the Tij that maximizes M being the solution to

∂M

∂Tij
= 0. (2.19)
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1. Mathematical models for human mobility

It can be shown, after calculation, that the solution is given by

Tij = AiBjOiDj exp (−βcij) . (2.20)

The solution to the maximum entropy problem returns the gravity equation in the
form of eq. (2.15), where the functional form of the friction is exp (−βcij). The
parameter β can be calibrated using empirical data. Different formulations of the
constraints lead to different friction functions, as extensively elaborated in [119]
and [120].

Frequently, the total outflow Oi =
∑

j Tij originating at location i may be
hold constant and equal to the observed total outflow, while the gravity model
is then used to estimate each Dj. This variant of the gravity model is called
singly-constrained gravity model.

Even though the structural analogy to the universal gravity law is useful to
intuition, the gravity model is no way universal, in that there is no set of pa-
rameters for which the eq. (2.20) is valid for any arbitrary set of observations;
nevertheless, in practical implementations of the model the parameters can be
calibrated to fit data in different settings. Several controlling/dummy variables
may be included in the attractiveness terms along with the population, in order
to take into account the economic conditions (e.g. GDP, income), the share of
a common language and/or religion, the colonial past, the environmental condi-
tions, the number of job opportunities, among others (see e.g. [121, 122]). Also the
form of the friction function can be adapted to achieve the best fit [123, 124, 125].
The presence of numerous regressors and parameters require large dataset for cal-
ibration and increases the risk of overfitting and multicollinearity (see example in
section 1.2). The model calibration can be carried out using different methods
depending on the model structure. The most simple way is by using Ordinary
Least Square (OLS) after log-linearize eq. (2.15). However, this approach may
lead to an inconsistent and biased estimation of the parameters due to the con-
currence of heteroskedasticity (highly probable in applications to mobility data)
and non-linearity. To overcome this issue, Silva and Tenreyro [126] suggested to
use the Poisson-Maximum Likelihood estimation (see also [127, 128] for details
on the technique) that is robust to different patterns of heteroskedasticity and
also provides a way to deal with zero values of the dependent variable (zero flow
route) that would conversely makes log-linearization unfeasible. Note that other
methods for model calibration are available, such as Non-Linear Least Squares and
Structurally Iterated Least Square (see [129, 130, 131] for an overview).

The complex structure of the migration systems gives rise to a larking driver
of migration that is called called “multilateral resistance”. The recognition of such
a driver comes from the economic literature3 to explain the influence exerted by

3First identified by Anderson in [132] and then expanded by himself in [133]. The effect is
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2. Mathematics for complexity and causality in human mobility

all the possible alternative destinations on the bilateral flow of goods. To capture
the multilateral trade resistance Feenstra [134] and Redding and Venables [135]
proposed to include importer and exporter fixed effects in the regression model.
In 2013, Bertoli and Moraga [112] gave a definition of multilateral resistance to
migration, using a RUM model with a nested stochastic component of utility that
follows origin-specific patterns of correlation across alternative destinations (see
also [129] for a survey on the topic). Recently, Simini et al. [136] proposed an in-
terpretation of the “flow generation problem” as a classification problem, guided by
a singly-constrained gravity model. They use geographical features to train a deep
neural network, namely the Deep Gravity model, to estimate mobility flows be-
tween locations identified by a set of geographical polygons called tassellation. The
Deep Gravity model improved on the simple gravity model especially in densely
populated regions.

Intervening Opportunities Model For many years, the most valuable alter-
native to the gravity model was the intervening opportunities model introduced
by Stouffer in 1940 [137]. If the gravity model contains the explicit influence of
the distance on the mobility flows, the intervening opportunities model assumes
that the relationship between mobility and distance is not necessary. Instead, it
states that “the number of persons going a given distance is directly proportional
to the number of opportunities at that distance and inversely proportional to the
number of intervening opportunities”. More formally, let ∆y be the number of
persons moving from the origin to a surrounding annulus centered on the origin
of width ∆s. The annulus start at distance s − 1

2
∆s and ends at s + 1

2
∆s (see

fig. 2.1). The intervening opportunities, are the cumulated number of opportuni-
ties between origin and distance s and we identify them with x. Let also ∆x being
the opportunities contained in the annulus centered at distance s and wide ∆s.
Then, the original formulation of the model is expressed as follows:

∆y

∆s
=
a

x

∆x

∆s
(2.21)

where a is a proportionality constant to be estimated. This model postulates a
relation between mobility and opportunities, rather than between mobility and
distance. The precise definition of opportunities is a problem specific problem,
that depend on the social phenomena under investigation. Interestingly, defining
x = f(s) as the cumulated opportunities within a circle of radius s, with f assumed
continuous and differentiable, eq. (2.21) can be rewritten as

dy

ds
=
a

x

dx

ds
(2.22)

called “multilateral trade resistance” in the economic context.
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Figure 2.1 – Intervening opportunities representation. The individuals move from the
origin to the circular band centred at distance s. The opportunities are represented as colored
crosses. The intervening opportunities x are represented as red crosses, contained within the
radius s. The crosses inside ∆s are green. The red-green crosses are both inside s and ∆s.

that after integration gives
y = a log f(s) + c (2.23)

that provides the number of movers that starting from the origin choose as des-
tination any location within the circle of radius s. Stouffer justifies the form of
eqs. (2.21) and (2.23) as being consistent with the decreasing knowledge of the
opportunities with distance, that is in turn compatible with the Weber-Fechner
law of psychophysics [138], which relates stimuli and perceptions logarithmically.

Another formulation given in literature, attributed to Schneider [139, 140],
rely on the assumption that every location of destination has a stated constant
probability of being accepted if it is considered. Than, it follows that

dP = L [1− P (V )] dV (2.24)

where dP is the probability that an individual goes from origin to dV possible
destinations; P (V ) is the probability that a trip will terminate by the time V
possible destinations are considered; V defines the possible destinations already
considered; L is the constant probability of a possible destination being accepted
if it is considered.

The solution to the eq. (2.24) with P (0) = 0 is

P (V ) = 1− exp(−LV ) (2.25)

The (unnormalized) expected flow Tij from location i to location j is equal to
the number of individuals Oi starting from the origin, multiplied by the probability
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2. Mathematics for complexity and causality in human mobility

of a trip from i to j:

Tij = Oi [P (Vj+1)− P (Vj)] (2.26)
= Oi [exp (−LVj)− exp (−LVj+1)] (2.27)

The value of the parameter L (which in general varies for different trips) can be
estimated from data. Comparisons between the gravity and the intervening op-
portunities models show that both model are comparable in terms of performances
in practical applications [141, 142, 143]. Although other variants of the model has
been proposed (see e.g. [144, 145, 146, 147]), the intervening opportunities model
did not have the same popularity of other models, probably because of the lack of
research effort into the implementation and calibration of the model and the ease
of understanding of the gravity model and simplicity of use of the radiation model

Radiation Model We introduce here the radiation model, that will be illus-
trated in more details in chapter 6. As mentioned before, during the XX century
the gravity model has dominated human mobility models by virtue of its simplicity
and good performances. Still, it has some recognized disadvantages: the gravity
model cannot explain the direction of the flows between a pair of locations, since
the attraction is reciprocal; the original model is completely deterministic and does
not allow uncertainty to be quantified and also, the number of parameters to be
estimated in order to obtain a good agreement with data can be very large with
respect to the data available for calibration. In 2011, Simini et al [19] proposed a
novel mathematiacal model similar in spirit to the intervening opportunities model,
but inspired by a the physical theory of radiation. The authors assume that every
location is a source and receiver of identical and independent particles, and define
a parameter-free emission/absorption process that allows the probability of a trip
to be estimated just from the spatial distribution of population. Specifically, each
location is randomly assigned a value of absorption threshold and absorbance, and
the particle is absorbed by the closest location whose absorbance is greater than
its absorption threshold. The probability of a trip from location i to location j is
thus given by:

P (1 | mi, nj, sij) =
minj

(mi + sij) (mi + nj + sij)
(2.28)

where mi and nj are the population at origin and destination respectively, and
sij is the population living within a circle of radius equal to the distance between
i and j (see section 2.1). The model depends only on the populations that are
considered as a proxy for opportunities and any other driver of mobility. The
model implicitly include also the influence of distance, given by the term sij.
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Figure 2.2 – Representation of the terms in the Radiation model – The figure shows a
hypothetical spatial distribution of locations. Locations of origin and destination with population
mi and nj are highlighted in blue and green respectively. The total amount of population inside
the circle rij is denoted with sij .

The radiation model has been shown to outperform the gravity model in some
instances [19]. However, both the models have been shown to poorly describe
human mobility in those cases in which the attractiveness is not given just by
differences in wages, GDP, populations and related proxies, for example in low
income countries [148]. In chapter 6 we propose a generalization of the model in
eq. (2.28) that allows other factors to be included as drivers of mobility patterns.

Model of the structure The structural features of a complex system and their
interplay with the components dynamics have a direct effect on its collective be-
haviour, therefore the structural characterization of a system is a fundamental step
in understanding the system functioning. Network science has recently inspired
scholars to analyse and interpret the very spatial structure of large-scale human
mobility. The first proper network analysis of the migration system is attributed
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to Tranos (2012) [149], who studied centralities, clusterization and the topological
evolution over time using Multiple Regression Quadratic Assignment Procedure
(MRQAP). Similarly, in [150] the authors studied the global spatio-temporal pat-
terns of human mobility and proved that the small-world effects has increased over
time. Exponential random graph model has been used in [151] to determine geo-
graphic, demographic, economic, religious, linguistic as well as historical factors of
migration between countries, founding results in line with gravity models. Sgrig-
noli et al (2015) [152] studied the relation between migration and trade networks,
and measured the effect of migration on international trade, while controlling for
network interdependences. Belyi et al. (2017) [153] applied multilayer networks
to study different kinds of mobility (short-term, long-term, etc.), and they exam-
ined the multilayer communities and compared outcomes with those from other
existing international connections (e.g. language similarities, present or former
colonial relations as well as trade networks), finding relations not detectable from
the single-layer networks.

2.2 Mathematical models for causal inference

The causal relations between the components of a complex system and therefore
the structure of the system itself, can be quantitatively determined using various
methods from statistics, information-theory and causal inference. Each method is
based on a specific definition of “causality”, from which different characterization of
the structure can be deduced. The specific method to infer casual relations between
variables, depends on the type of system under study and in particular on the type
and quality of the observations. Here we introduce some of those methods used
with time series data, the typical observations collected from complex dynamical
systems.

In the everyday life, we seem to have a clear intuition of what “causality”
means, but a formal and ultimate definition of causality is still argument of de-
bate for scientists and philosophers [154, 155, 156]. The debate is a long-standing
one, considering that already Plato argues that causality is not even a part of the
physical reality, but rather something that transcend the physical world whereas
causal relations are due to the strength of the participation that two events have
with a common idea [157]. Similarly, the mathematician Karl Pearson believed
that causality cannot be defined in an absolute sense, but rather the universe is “a
sum of phenomena, some of which are more, others less closely contingent on each
other” [158]. Many other philosophers studied the problem of causality during
history, from Aristotle to Hume [159] and Carl Gustav Jung [160]. Recently also
many scientists gave their contribution to this problem, considering causality as a
physical process that can be studied through mathematics [161, 162, 43]. In this
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sense, we introduce some operative definitions of causality that are somehow un-
related to the philosophical interpretations, or rather, the philosophical definition
and interpretation of the methods is just that which the methods themself convey.

One of the most remarkable methods of causal inference is due to Judea
Pearl [161]. He proposed techniques to infer casual relations from data by in-
troducing a novel mathematical formalism called do-calculus to construct rigorous
causal models. In general terms, causal inference assesses which causal relations
exist and which do not exist by evaluating the effect of perturbations (interven-
tions) that do alter the observations with respect to a counterfactual reality. This
framework requires at least well defined causal hypotheses and a causal model of
the system under study. Recent works proposed similar approaches to build causal
models also using time-series data from dynamical systems (see e.g. [163, 164]). In
section 4.4 we describe in detail the Causal-Impact model [165] that we used to
determine the causal relation between a change in human activity variables (such
as human mobility) due to COVID19 lockdown and environmental conditions, us-
ing time series data. Another school of thoughts, alternative and auxiliary to the
one of J. Pearl on causal inference, is led by A. Gelman [166] and centers around
hierarchical/multilevel models. This type of models are regression models in which
the parameters are random variables with an associated probability distribution
(as in most Bayesian settings) that is a stochastic model for the parameters. This
“second-level” model has parameters of its own, usually called hyper-parameters,
which are also estimated from data. From these models the effect of interven-
tions on a population can be estimated being the difference between the predicted
outcome conditional on the treatment [167].

In many cases, especially in complex dynamical systems, there is no need to
define a causal relation using a “counterfactual” or “intervention” argument, or
even, it would not be possible to alter the system dynamics for various reasons.
In the following we present a non-exhaustive list of methods for causal analysis,
in particular we introduce some of the so called “exploratory causal” tools (as
opposed to “confirmatory” [168]) that we used in the following chapters to detect
causal relations between dynamical units of complex systems.

Correlations Until recently, causality was virtually prohibited from statistics,
on the wake of the old saying “correlation is not causaltion” [156]. Various types
of correlation has been used though to get hints about causal structures in brain
networks [169], economics [170], systems biology [171], among others.

The first appearance of correlation in mathematics is attributed to A. Bra-
vais for a work of 1844 [172]. The concept was then investigated empirically
by F. Galton [173] and named after K. Pearson who further developed the the-
ory [174]. Given two discrete random variables X and Y with probability distri-
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bution P (X = xi) = pi and P (Y = yj) = qj with mean µx and µy and standard
deviation σx and σy respectively, the Pearson correlation coefficient is defined as

ρX,Y =
E [(X − µX) (Y − µY )]

σXσY
=

σXY
σXσY

(2.29)

whereas given the sample mean x̄ = 1
T

∑T
i=1 xi the sample correlation coefficient

reads

rxy =

∑n
i=1 (xi − x̄) (yi − ȳ)√∑n

i=1 (xi − x̄)2
√∑n

i=1 (yi − ȳ)2
(2.30)

The Pearson correlation coefficient is a measure of the linear correlation between
two dataset. It can be interpreted as the normalized covariance between the two
variables X and Y , that always has a value between −1 and 1. Since this coef-
ficient can quantify just the linear correlation of variables, it ignores other types
of relationship or correlation. Some variants of the Person coefficient exist, which
can also takes into account mild non-linear relationship. The Spearman’s rank
correlation coefficient, for instance, gives a measure of the monotonicity of the re-
lation between X and Y , and is equal to the Pearson correlation between the rank
values of these two variables. Similarly, the Kendall’s rank correlation coefficient
measures the similarity in the ranking of the two dataset.

For the analysis of complex systems, and in general of dynamical entities which
have an evolution over time, the temporal component plays a central role in defin-
ing the relation between the units of the system. In fact, an important property –
also considered as an axiom of causality [175] – states that causes precede effects.
Consequently, the correlation coefficient in eq. (2.29) can be adapted to take into
account time progression:

ρlxy =
E [(Xt − µX) (Yt−l − µY )]

σXσY
(2.31)

This is the definition of the (lagged) cross-correlation coefficient, where l is a
time-lag between the two time series X = {Xt | t = 0, 1, 2, . . . , N} and Y =
{Yt | t = 0, 1, 2, . . . , N}.

One can also study the correlation between the phases and amplitudes of the
time series within normalized non-overlapping frequency bands, by first applying
the Fourier transform to the time series. This tye of correlation is called “spectral
coherence”, and it is defined as

SpeCoh(f) =
|SXY (f)|2

|SXX(f)| |SY Y (f)| (2.32)
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where SXY (f) is the cross-power-spectral density, and SXX(f) and SY Y (f) are
the auto-power-spectral densities for the variables w and s, respectively. Equa-
tion (2.32) defines a frequency-dependent correlation coefficient with values rang-
ing between zero (no correlation) and unity (perfect correlation) for each frequency.
The spectral coherence is widely used to find dynamic functional connectivity in
brain networks [176] and in the study of climate teleconnections [177], among
others.

The study of causal relationships in complex systems using correlation is con-
tested for a number of reasons [161, 178, 179]. One of the main point is the
presence of confounding factors, i.e. two variables X and Y which share a com-
mon cause Z can be correlated just because of the confounding effect of Z, leading
to the inference of spurious relationships with inflated correlation coefficient [180].
Correlation coefficients can be corrected by statistically removing the influence of
confounding factors. The partial correlation coefficient is a well-known measure of
association between two variables, with the effect of a set of controlling variables
removed. It is defined as the Pearson correlation between the partial residual ex
and ey computed after the estimation of the parameters wx and wy, which are
used respectively to explain x using z ad y using z in a multivariate regression
parameter. Specifically, the partial correlation coefficient is expressed by

rXY |Z =
N
∑N

i=1 ex,iey,i√
N
∑N

i=1 e
2
x,i

√
N
∑N

i=1 e
2
y,i

(2.33)

where

w∗x = arg min
w

{
N∑
i=1

(xi − 〈w, zi〉)2

}

w∗y = arg min
w

{
N∑
i=1

(yi − 〈w, zi〉)2

}
ex,i = xi − 〈w∗x, zi〉
ey,i = yi −

〈
w∗y, zi

〉
(2.34)

The computation should also take into account the time lag when studying causal
relations in time series data.

Although largely used in applications, there is evidence that the structures
resulting from correlations not only have no meaning in terms of causality, but
also the subsequent analysis on the structural features may be undermined (see
e.g. [178]). Therefore, the use and interpretation of such measures of association
should always be conducted carefully. More sophisticated causal analysis tools
should be preferred whenever possible.
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Granger Causality Arguably, the most successful definition of causal depen-
dence in complex dynamical systems is the one given by the Nobel laureate C.W.J.
Granger in [181], and it is based on the idea that the variable X causally influences
Y if the knowledge of the past values of X enhances the ability to predict future
values of Y . Let Ωn be the knowledge available in the universe at all times t ≤ n;
In [175] Granger introduces the two following axioms:

• Axiom 1: The past and present may cause the future, but the future cannot
cause the past.

• Axiom 2: Ωn contains no redundant information, so that if some variable
Z is functionally related to one or more other variables, in a deterministic
fashion, then Z should be excluded from Ωn.

Therefore, considering two time seriesX = {Xt | t = 1, . . . , n} andY = {Yt | t = 1, . . . , n}
the so called “Granger causality” is expressed by

P (Xn+1 ∈ A | Ωn) 6= P (Xn+1 ∈ A | Ωn −Y) (2.35)

in other words, Y causes X if the probability that a future value of the series X
being in some set A , is different depending on whether or not we know something
about the event Y . From this theoretical definition, Granger develops an oper-
ational definition which centers on building a forecast model for the time series.
Assuming that the time series for X and Y are stationary and linear we define two
alternative autoregressive processes:

f1(X) =

{
Xt =

n∑
i=1

aiXt−i + εi

}

f2(X) =

{
Xt =

n∑
i=1

biXt−i +
n∑
j=1

cjYt−j + υij

} (2.36)

where a, b and c are the coefficient of the autoregressive models, ε and υ are
uncorrelated Gaussian random noises. Therefore, if the uncertainty on model f2 –
where the influence of Y is considered – is smaller than the uncertainty in model
f1, then Y Granger causes X. In practice, a vector autoregressive model can be
used to test the statistical significance of the association:(

Xt

Yt

)
=

n∑
i=1

(
Aixx Aixy
Aiyx Aiyy

)(
Xt−i
Yt−i

)
+

(
εx,t
εy,t

)
(2.37)

where i is the lag, and the coefficient Ai of the model are estimated by the
maximum-likelihood method. The causal relation between X and Y is assessed by
testing Aixy 6= 0 through a Wald test on the coefficient.
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The Granger causality has the advantage of providing a clear operative defini-
tion of causality that can be easily implemented. On the other hand, the method,
rigorously valid just for linear, stationary systems, represent a challenge when
used to study real-world complex systems [182]. In fact, Granger causality re-
quires separability, meaning the casual variable is independent of the variable that
it influences, that is typical of stochastic and linear systems (on this point, see
also the paragraph “Convergent Cross Mapping” on page 35). Variants on this
method have been proposed to enhance the estimation accuracy of the autoregres-
sive model parameters and to take into account the influence of possible latent
confounding variables (see e.g. [183, 184]).

Mutual Information The methods described so far can only measure linear
associations, but they would miss nonlinear ones. The mutual information is an
information-theoretic measure that quantifies the amount of Shannon information
that one variable convey about the another random variable, and can be applied
also to non-linear systems. Let {Xt} and {Yt} be two time series that are the tem-
poral realizations (stochastic process) of two random variables with distributions
P (Xt = xt) and P (Yt = yt) respectively. Then, we define the joint entropy as:

H(Xt, Yt) = −
∑
t

P (xt, yt) log2 P (xt, yt) (2.38)

where P (xt, yt) = P (Xt = xt, Yt = yt) is the joint probability distribution of the
two random variables. This quantity expresses the average information of the
joint event (X, Y ). If the two random variables are independent, then P (xt, yt) ,
P (xt) ·P (yt) and consequently H (xt, yt) = H (xt) + H (yt) – from the definition of
Shannon entropy. Thus, it follows that for any pair of

MI(Xt, Yt) = H(Xt) + H(Yt)− H(Xt, Yt) =

= −
∑
t

P (xt, yt) log2

P (xt, yt)

P (xt)P (yt)

(2.39)

which is the definition of mutual information. This is equivalent to the Kullback-
Leibler divergence that would be obtained in comparing the two processes Xt and
Yt as if they were independent with the actual empirical (joint) distribution of the
data. The mutual information quantifies the “cost” – in terms of information –
for encoding the pair (Xt, Yt) as a pair of independent random variables, when
in reality they are not. When mutual information equals zero, the two variables
are independent. Conversely, a mutual information greater than zero indicate the
strength of the association between the variables, regardless of the linearity.

The numerical estimation of the mutual information requires the empirical
joint probability distribution P (Xt, Yt) to be computed, which is a non-trivial
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task. Example of numerical computation of the mutual information can be found
e.g. in [185].

It is to be noticed that the mutual information is a symmetric measure, im-
plying that MI(Xt, Yt) = MI(Yt, Xt), the direction of the causal relation, hence,
cannot be derived applying the definition as in eq. (2.39). In addition, the time
component has no role in the definition, neglecting the basic assumption that
causes precede effects, as already mentioned. Introducing a time delay in one of
the two variables, besides being partly arbitrary, still does not allow to take into
account the influence of a third confounding variable that may act on both the
variables understudy. Extensions to the method have been proposed, with appli-
cations in the study of complex systems of different kinds (see e.g. [186, 187]).

Transfer Entropy The temporal component inherent in the definition of cause-
effect relation is restored in the definition of the “transfer entropy”, that is an
information-theoretic measure that quantifies the statistical coherence between
systems evolving in time [188]. This measure, allows also a third set of variables
to be included in the analysis, in order to explicitly remove their influence. The
transfer entropy works under the assumption that the processes that we are ob-
serving are k-Markovian: let {Xt} and {Yt} be two time series observed from
stochastic processes with distributions P (Xt = xt) and P (Yt = yt) respectively,
and with joint distribution P (Xt = xt, Yt = yt). If the processes are stationary
and Markovian of order k, then

P (xt+1 | xt, . . . , xt−k, . . .) = P (xt+1 | xt, . . . , xt−k)
P (yt+1 | yt, . . . , yt−k, . . .) = P (yt+1 | yt, . . . , yt−k)

(2.40)

Therefore, the current value of two variables depends only on their previous k
values. Let also

x
(k)
t = {xt, . . . , xt−k+1}
y

(l)
t = {yt, . . . , yt−l+1}

(2.41)

then, the average number of bits needed to encode the observation at time t + 1,
once the previous k and l values took place, is given by the conditional Shannon
entropy

H
(
xt+1 | x(k)

t

)
= −

∑
t

P
(
xt+1, x

(k)
t

)
log2 P

(
xt+1 | x(k)

t

)
(2.42)

H
(
yt+1 | y(l)

t

)
= −

∑
t

P
(
yt+1, y

(l)
t

)
log2 P

(
yt+1 | y(l)

t

)
(2.43)

In the same way, we can compute the average information about the future value
xt+1 knowing its history x

(k)
t and also the past values of the other variable y(l)

t .
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This is given by

H
(
xt+1 | x(k)

t , y
(l)
t

)
= −

∑
t

P
(
xt+1, x

(k)
t , y

(l)
t

)
log2 P

(
xt+1 | x(k)

t , y
(l)
t

)
(2.44)

Equipped with these expressions, we can now ask how much information would
we loose if we assume that the process generating X does depend just on its past,
and does not depend on the past of Y ? The answer is given by the difference in
the expected information in the two cases, with and without the information on
Y , that is, by computing the Kullback-Leibler divergence for those two situations:

T
(k,l)
Y→X =

∑
p
(
xt+1, x

(k)
t , y

(l)
t

)
log

p
(
xt+1 | x(k)

t , y
(l)
t

)
p
(
xt+1 | x(k)

t

) (2.45)

that corresponds to the difference of eq. (2.42) and eq. (2.44). Equation (2.45)
is the definition of the transfer entropy, which is a measure of the information
about the past of Y “flowing” into the future value of X. Note that this is not
just a matter of statistical association, as for the methods previously presented,
since eq. (2.45) encompasses a model for the the dynamics of the system, that
is assumed to be Markovian, and hence includes the temporal component of the
information flow. The transfer entropy is equal to zero if and only if X conditional
on its own past, is independent of the past of Y . In addition, any pair of time
series will have two transfer entropies, the first is the one in eq. (2.45), the second
is given by flipping the order of X and Y . This makes possible the comparison to
determine also the verse of the causal relation.

The transfer entropy provides an information-theoretic definition of causality as
the presence of an “information flow” between two events. It can handle both linear
and non-linear systems and unlike mutual information, it ignores static correlations
due to the common history or common input signals [188]. Interestingly, the
transfer entropy is equivalent to the Granger causality when the variables are
Gaussian [189]. For this method to work, the two time lag k and l must be
fixed. In fact, eq. (2.41) defines a state dependency of x and y on their k and l
past observations, analogous to the state space reconstructed by delay-embedding
following the Takens’ theorem [190]. For an overview of the methods to choose
the lag and numerically compute the transfer entropy see e.g. [191] and references
therein. It is to be noticed, that information transfer and causality are strictly
related but distinct concepts. We refer the reader to [192] for further discussion
on this relationship.

Convergent Cross-Mapping The convergent cross mapping (CCM) is a method-
ological approach, developed by Sugihara et al. in [47], used to detect causal rela-
tionships in complex dynamical systems. In particular, the CCM assumes that a
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causal relationship between two variables x and y exists, if their dynamics share
an underlying common attractor manifold and the state of the causal variable can
be used to determine the state of the other. Causality is thus interpreted as a
coupling in the dynamics of the two variables x and y.

The mathematical foundation of the method is the Takens’ theorem, which
provides the conditions under which the topology of an attractor can be recon-
structed from a vector of observations. If the dynamical system is governed by the
following system of differential equation

ẋ = F (x (t)) (2.46)

where F : RN → RN is a generic function of the system state. We also assume
that the state is located on a manifoldM⊂ RN . The observer only see the system
state through a measurement function

y(t) = f (x (t)) .

The evolution of the state variable can be described in terms of its initial condition
by using a function G :M× R→M such that

x (t0 + τ) = Sτ (x (t0))

where τ is equal to the sampling time of the observations. Therefore, for any
k ∈ N,

x (t0 + kτ) = S{k}τ (x (t0)) = S1
τ ◦ S1

τ ◦ · · · ◦ Skτ (x (t0))

We define the E-delay coordinate map as

D(x(t)) = [y(t), y (t− τ) , · · · , y (t− (E − 1)τ)]T

=
[
f(x(t)), f ◦ S−τ (x(t)), · · · , f ◦ SE−1

−τ (x(t))
]T
.

(2.47)

The Takens theorem specifies the conditions under which the function D is an
embedding of the unobserved manifoldM in the reconstruction space RN . More
explicitely, Takens in [190] gave the following

Theorem (Takens embedding theorem). Let M be a compact manifold of
dimension µ and that the dynamics defined in eq. (2.46) is confined on M. If
the periodic points of S{k}τ with periods π ≤ 2µ + 1 are finite in number, and the
eigenvalues of S{k}τ are different and different from 1, then for pairs (f, S) such
that f : M → M is a smooth diffeomorphism and S : M → RN is a smooth
function, it is a generic property that the map D (x (t)) :M→ R2µ+1

D(x(t)) =
[
f(x(t)), f ◦ S−τ (x(t)), · · · , f ◦ S2µ

−τ (x(t))
]T

(2.48)

is an embedding.
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The convergent cross mapping relies on this theorem to reconstruct a “shadow”
manifold M̃x starting from a single time series x(t), corresponding to the causal
variable, since each variable contains information about all the others. Thanks to
the Takens theorem we know that the shadow manifold is diffeomorphic to the
true manifold. This manifold is reconstructed through the delay coordinate map
of eq. (2.47), where the values for E and τ are determined by using one of the
many dedicated algorithms4 (see e.g. [195, 196, 197, 198, 199]). The validity of the
reconstruction of M̃x can be assessed by simulating the dynamics of xt from the
manifold and comparing the result with the measured values of xt. The manifold
is correctly reconstructed if the out-of-sample predictability – measured with error
statistics – is significant [47].

In the same way, a second shadow manifold M̃y for the variable y is recon-
structed and the points with a “similar history” on M̃x are used to estimate the
values on the other manifold M̃y. The CCM determines how well the points on
M̃x corresponds to the points on M̃y. The “similar history” is defined by taking a
minimum bounding simplex around a point x̃t. The minimum number of points to
define a bounding simplex in an E-dimensional space is E+1, therefore, the E+1
nearest neighbours x̃t′i of x̃t are identified, and the Euclidean distances between
each neighbour and x̃t are computed as di =

∣∣x̃t − x̃t′i∣∣ with i = 1, ..., E + 1. To
each neighbour is then associated a weight wi defined as

wi =
e
−di
dmin

N
(2.49)

where dmin is the minimum distance between the point x̃t and every neighbour
x̃t′i , and N =

∑E+1
i=1 e

−di
dmin . The weights are used to estimate the current value of

the variable y. The conditional estimated value of y is given by

ŷt | x̃t =
E+1∑
i=1

witt′i (2.50)

Since the shadow manifold M̃x is diffeomorphic to M , the cross-mapping estimate
ȳt will converge to the real value y as the length of the time series (“library length”)
goes to infinity5. This procedure is repeated for each point on the shadow manifold
and also switching x and y to obtain x | ỹt.

4According to the Whitney theorem, the diffeomorphism from the real to the shadow manifold
is ensured by choosing E ≥ 2µ+ 1 [193] and the result may be generalized also to manifold with
fractal dimension, such as the strange attractors [194, 195]

5The values of ȳt converge to the measured yt only in purely deterministic systems. In real-
world application, the shadow manifold is an approximated reconstruction of the real manifold,
and the convergence is limited by the observational errors and process noise.
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Finally, the Pearson correlation between the real value of y and its estimate
through the shadow manifold yt | x̃t is computed as

Cyx = ρ (y, yt | x̃t) (2.51)

If the variable y act as a cause for the variable x, the correlation Cyx will grow to
significant levels as the library length increase. Moreover, the CCM can be used to
determine also the direction of the causal relations by computing the correlation
difference6

∆C = Cyx − Cxy = ρ (y, yt | x̃t)− ρ (x, xt | ỹt) . (2.52)

A value of ∆ < 0 means that (at a fixed library length) cross mapping x using y
gives better estimation than cross mapping y using x. Therefore, x is a driver of y.
If the two variables are mutually coupled the causal relation is bidirectional and
the estimate ŷt | x̃t should converge to the observed time series yt as well as the
estimate x̂t | ỹt should converge to xt. The CCM recognizes also the transitivity
in causal networks, i.e. those causal structure in which two variables x and y
(that may or not interact) are influenced by a common variable z. The true causal
relations can be distinguished from spurious correlations due to the confounding
factor z [47].

Unlike Granger causality, the CCM can detect the right causal structure even
in non-separable systems, where feedbacks and non-linearity are present and the
system cannot be considered part by part but it must be understood as a whole.
In addition to separability, the CCM differs from the Granger causality and also
from transfer entropy, because it does not aim at predicting the future behaviour
of a variable, but rather it estimates the correspondence of states of a variable with
those of another, on a common attractor manifold.

For this method to work properly, are required long time series since the con-
vergent occurs with large library length that determines sufficiently “dense” re-
construction of the shadow manifold. There are some extensions of the method
outlined here, that address this and other issues of CCM (see e.g. [200, 201, 202]).

2.3 Novel perspectives
In the following chapters we will use the methods described in the previous sec-
tions to study various aspects of network modelling and human mobility. In the
next chapter, we will present our novel framework for the study of the topological
features of complex networks when the structure of the system is uncertain. The

6Note that the value of correlation and consequently the value of ∆ is also a function of the
library length, and the causal relation should be identified looking at the trend of these statistics
with growing library length.
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novelty lies in the probabilistic description of the complex system structure, that is
considered as a “fuzzy network” where the causal/functional interactions might be
present with some probability that depends on the “strength” of the interactions
measured through the methods presented in the previous sections. The topological
features, such as the degree and the clustering, are consequently redefined as prob-
ability distributions rather than punctual values, convening additional information
on the uncertainty of the network structure.

The mathematical methods for causal analysis are applied also in the chapter 4
in which we derive the relation between a large set of variables, including human
mobility and environmental conditions. We will introduce a new information-
theoretic method to detect abrupt shifts in the dynamics of a system and we offer
a comprehensive insight on the effects of a sudden change in human activities on
the surrounding environmental conditions.

The gravity model introduced in section 2.1 is used in chapter 5 to understand
which factors are important in determining the mobility flows during a catastrophic
environmental event. The gravity model is estimated using a regularized ridge
regression.

In the chapter 6, we present our generalized version of the radiation model
(shortly introduced in section 2.1) which allows any type of feature to be considered
as a driver of migration, besides the population, without altering the physical
process of the original model. Our Feature-Enriched Radiation Model can be used
when location features are deemed important for the prediction of mobility fluxes.

The modelling of large-scale human mobility patterns is made difficult because
of the lack of reliable and consistent data. The existing dataset on large-scale
mobility flows and migration are often incomplete and/or incomparable because
of the different definitions of a migrant, non-migrant and commuters persons given
by national and international agencies and because of the different methods used
to estimate bilateral fluxes. This fact has had an unforeseeable impact on the
progress of this thesis, that had to be oriented towards the advancement of the
methodology in both complex network science and human mobility. In the follow-
ing of this thesis, we do not provide the conclusive argument or solution for the
prediction of human mobility and migration patterns, but rather, we will illustrate
the mathematical and physical issues that arise in studying the complex human
mobility system and offer possible solutions to them. Specifically, we will illustrate
what methodological and applied contributions we made, and also what are the
future research directions that may help framing the problem the right way, within
a “holistic” (not the new-age, but the Aristotelian) view solicited by researchers
and institutions [10, 49, 203].
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Chapter 3

The structure: measuring
topological descriptors of complex
networks under uncertainty

In brief
Revealing the structural features of a complex system from the observed
collective dynamics is a fundamental problem in network science. In order
to compute the topological descriptors that characterize the structure of a
complex system (e.g. the degree, the clustering coefficient), it is usually
necessary to reconstruct the underlying network by using the methods pre-
sented in section 2.2. In this setting, the uncertainty about the existence of
the edges is reflected in the uncertainty about the topological descriptors.
In this chapter we propose a novel methodological framework to evaluate
this uncertainty, replacing the topological descriptors, even at the level of
a single node, with appropriate probability distributions, eluding the recon-
struction phase. Our results provide a grounded framework for the analysis
and the interpretation of widely used topological descriptors in scenarios
where the existence of network connectivity is statistically inferred or when
the probabilities of existence πij of the edges are known. To this purpose
we also provide a simple and mathematically grounded process to transform
the discriminating statistics into the probabilities πij.
This chapter is published in Physical Review E [12].
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3. The structure: measuring topological descriptors of complex networks under
uncertainty

3.1 Introduction

As far as the laws of mathematics
refer to reality, they are not certain;
and as far as they are certain, they do
not refer to reality.

Geometry and Experience – 1921
Albert Einstein

Complex natural and artificial systems are composed of many interacting dy-
namical units which exhibit a collective behavior [204]. This is the result of the
interplay between the dynamics of the constituents and the interactions among
them. The structure of the interactions and the (nonlinear) dynamics have to
be considered simultaneously to model such systems [205]. Unfortunately, the
structure of many empirical systems usually remains hidden, but the dynamics of
some physical quantity can be observed and measured. From such observations
the connectivity can be inferred for a broad class of systems [206, 207], from the
human brain [208, 209, 210, 211], to financial [212, 213], weather and climate sys-
tems [214, 215], including hydrological processes [216, 217] and biological systems
[218, 219]. As explained in section 1.2, human mobility patterns emerge from the
relations between various systems and factors, from economic to social and envi-
ronmental conditions. The relations between these systems are often either hidden
or uncertain, therefore the connectivity should be characterized taking into account
the lack of information contained in the data. In this chapter we present a new
way to model the structure of a complex system, that allows the uncertainty to be
included in various topological descriptors. Borrowing the vocabulary of neuro-
science, we can distinguish different types of connectivity: structural, effective and
functional connectivity [220]. The structural connectivity refers to the existence
of some physical relations connecting different parts of a complex system (such
as the synapses in brain, or the roads in a urban system). The functional con-
nectivity instead, refers to the statistical dependence of the signals coming from
different parts of the complex system (such as the variation in income in different
regions or the changing environmental conditions). Some researchers, especially
in network neuroscience, also talk about effective connectivity, which brings in
the element of causation: two variables are connected if one is the cause of the
behaviour of the other. Functional and effective connectivity are usually inferred
using the methods described in section 2.2 and represent the map to understand
the dynamical behavior of the system, to figure out which parts are mostly affected
by perturbations in others, and so on. In practical applications, the functional and
effective connectivity are often considered as a proxy for the structure. It is worth
noting that the distinction between these three types of connectivity is not always
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completely clear nor it is explicit, for example in the climate teleconnections [221].
Many topological descriptors are used to characterize the structural features

of a complex system (e.g. the degree, the transitivity, etc.), but to compute them
an earlier reconstruction of the structure itself is usually necessary. The goal
of network reconstruction is typically to solve this inverse problem [222]: from
information about the dynamics, reconstruct the network of interactions. In gen-
eral, a complex system can be described as follows: let xi(t) denote the internal
D-dimensional state xi(t) = [x

(1)
i , x

(2)
i , . . . , x

(D)
i ]T of a system consisting of N dy-

namical units, at time t. The evolution of the state is governed by the system of
N ordinary differential equations

ẋi(t) = Ψi(xi(t),γi) +
N∑
j=1

AijΦij(xi,xj) + ui(t) + ηi(t)

where i, j ∈ {1, 2, . . . , N}, t ∈ R ; the function Ψi : RD → RD and Φij : RD×RD →
RD respectively define the intrinsic and interaction dynamics of the D-dimensional
units. The function u(t) represents external drivers, η(t) is a dynamic noise term
and γi is a set of dynamic parameters. Finally, the term Aij defines the inter-
action topology in terms of the adjacency matrix A such that Aij = 1 if there
is a direct physical interaction from unit j to i and Aij = 0 otherwise. This
matrix completely defines a network, that is, an abstraction used to model a sys-
tem that contains discrete, interconnected elements. The elements are represented
by nodes (also called vertices) and the interconnections are represented by edges.
In general, one should take into account the response of the experimental setup
used for measuring the state (and the measurement noise), resulting in a vector
s(x(t)) of measured observables which is a function of x(t). In many cases, the
reconstruction problem relies solely on the vector s(x(t)), a multivariate time se-
ries. Many different methods have been proposed to recover the structure of the
interactions between dynamical units from time series (see the section 2.2 and
also [223, 224, 225, 226, 227, 228, 202, 229, 212, 230, 231]). The methods pre-
sented in section 2.2 consist in the quantification of the interactions between units
through an appropriate discriminating statistic (pairwise correlations [232], statis-
tical causality between units [233], mapping information flow from the observed
collective dynamics [234]) and then to apply a criterion to decide whether the mea-
sured interaction is significant or not [235, 236, 237]. The choice of the criterion
is crucial, but typically it introduces some arbitrary choices in the process. The
current reconstruction procedures often rely on heuristics to choose a threshold
value for the pairwise correlation or causality measures. Values below the thresh-
old are discarded, so that an edge is assigned only between units whose interaction
is sufficiently strong. This procedure is known to produce complex features even
when no complex structure is present [238]. Preferably, using a more sophisticated

43



3. The structure: measuring topological descriptors of complex networks under
uncertainty

statistical analysis, a set of p-values is computed to evaluate the significance of
the edge between the nodes with respect to a null-model [239]. However, even in
this case, the process incurs in the issues of partial correlations [225] and multiple
testing [240]. Other approaches have been recently proposed (e.g. [241, 242]), by
which the posterior probability distribution of the network structure is computed
using suitable generative processes and prior information. The network is recon-
structed by sampling from this distribution. These approaches require the model
of the dynamics to be defined together with its corresponding probabilistic model
for the data. In other cases, the network structure can be constructed from static
observations and ad-hoc measurements (see e.g. [243, 244, 245]), which may be
affected by noise and measurement error. In any case, after the reconstruction of
the network structure, it is possible to compute the topological descriptors of the
structure.

In this chapter, we propose a new methodological framework to analyse the
structural features of a complex network when its topological connectivity is spec-
ified by edge probabilities, without the explicit reconstruction of the network struc-
ture. In addition, we propose a simple procedure to obtain the edge probabilities,
given the p-values that quantify the supporting evidence of the related discrim-
inating statistics. The network descriptors are redefined as stochastic variables,
whose probability distributions can be used to infer the relevant statistics and to
evaluate their robustness against the uncertainty. Note that this framework com-
plements other approaches like [246] – which regards community detection – and
[241, 242] – where a specific generative model for the data is used. In fact, our ap-
proach aims at computing the topological descriptors of a complex network having
information about the edge existence, without reconstructing the entire network
structure and in the absence of a model for the dynamical process. Moreover, the
proposed method does not build on assumptions about the topological features of
the underlying network, nor on its generative process, but rather includes the prior
knowledge about the existence of each edge. Employing a Bayesian procedure we
derive for every i and j the probability πij that the node i is linked to the node
j, given the p-value from the above mentioned analyses. Hence, the actual com-
plex network is considered as a realization from the possibilities encoded in the
probabilistic model that we call “fuzzy network” model. Under this probabilistic
perspective, all the network descriptors must be redefined as random variables. A
natural way to recover the descriptive information is to consider the whole distri-
bution or a suitable statistic. Therefore, we have defined the “fuzzy” counterpart
of some basic structural descriptors such as the node degree and the network ex-
pected degree, the clustering coefficient, and the probability of having a unique
connected component. For each of them, we present the analytical probability
distributions and the main statistics. We applied this framework to various well-
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2. Analysis of network connectivity under uncertainty

known synthetic and real-world networks starting from multivariate time series,
and compared the results to the ones from a classical reconstruction method.

3.2 Analysis of network connectivity under uncer-
tainty

This section describes in detail the process to derive the network descriptors from
the observed multivariate time series through the fuzzy network model. Given the
time series of the nodes’ dynamics, a pairwise connectivity measure is computed for
each pair of nodes. Subsequently, a bootstrap method is performed for each pair of
nodes to derive a p-value for the connectivity. Furthermore, relying on the Bayes
theorem, the p-values are translated into the posterior probabilities of existence of
the edges. Consequently, the probabilities are used to define the fuzzy network and
the stochastic network descriptors. It is worth remarking that this is only a specific
way to obtain a probability for each connection in the system: other approaches,
based for instance on inference with explicit generative models [241, 247] can be
used. In fact, the following analysis does not depend on the specific method to
obtain probabilities, which are used as input parameters, so that a wider set of
problems can be addressed, in which the probabilities πij are directly provided
instead of time series. Nevertheless, the study of complex time-varying dynamical
systems through time series and connectivity measures has a great explanatory
power and significant practical importance. Hence we focused our discussion and
numerical experiments on this type of systems. For the sake of simplicity, in what
follows we assume the networks to be undirected and unweighted.

3.2.1 Connectivity Matrix

The procedures commonly adopted to reconstruct the network topology of a com-
plex system rely on some statistical descriptor used as a proxy for the structural
connectivity of the system. These descriptors are able to quantify the relationship
between the dynamics of the system’s components. In the following, we will apply
three types of statistical relation: the Pearson correlation coefficient (CC), the
Spearman’s rank correlation (SC) and the Spectral Coherence (SpeCoh) [248]; an
information-theoretic tool: the mutual information (MI) [249]; and a state-space
reconstruction tool, namely the Convergent Cross Mapping (CCM) [47]. These
methods have been applied to reconstruct complex networks in different contexts,
from neuroscience [250, 251, 252, 253] to climatology [254, 217, 255, 256], finance
[257, 213] and ecology [47]. As extensively reported in section 2.2, the problem is to
quantify the evidence of the interaction between two components using the infor-
mation enclosed in the time course of the state vector. The analysis is conducted
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pairwise, for each pair of components. The result is a matrix which summarizes
the strength of the interaction between each pair. We call this matrix “connectivity
matrix” C to distinguish it from the adjacency matrix

C =

 c1,1 . . . c1,N
... . . . ...

cN,1 . . . cN,N

 . (3.1)

3.2.2 Probabilities of existence

The statistical significance of the values in the connectivity matrix can be quan-
tified deriving the corresponding p-values. To do so, we perform a surrogate data
analysis using the reshuffled version of the time series to compute a null model
(see section 3.3 for more details), which expresses the null hypothesis H0

ij of lack
of connectivity between nodes i and j. The result of this process is a matrix of p-
values pij which quantifies – for each possible edge eij – the strength of the evidence
against the null hypothesis H0

ij. In the usual reconstruction context the pij can
be used (after adjusting them for the multiplicity) to test against the null hypoth-
esis of lack of connectivity [239]. These would lead directly to the reconstructed
adjacency matrix of the network given a level of significance fixed a priori.

Instead, we ask for the probability that the null hypothesis H0
ij is true, given

the pij. That is equivalent to asking for the probability of existence of the edge eij
once the corresponding p-value is known, which reads

P (H1
ij|pij) = 1− P (H0

ij|pij) = πij. (3.2)

To derive this probability we rely on the work of [258] and [259], which provide a
Bayesian argument to obtain the posterior probability distribution P (H0

ij|pij) for
the null hypothesisH0

ij given the p-value (on the rhs of section 3.2.2). To determine
the functional form of P (H0

ij|pij) from the Bayes theorem, the distribution of the
p-values under the null and alternative hypotheses are needed. It is known that
the p-values under H0

ij are distributed uniformly like Unif(0, 1). This is a direct
consequence of the Probability Integral Transform applied to the p-values [260].
Instead, under the alternative hypothesis H1

ij the pij can be considered distributed
as a Beta(ξ, 1) probability distribution. This choice reflects the fact that the pij
are bounded between 0 and 1 and that under the alternative hypothesis they
are skewed on the left (toward 0). Since the standard Uniform distribution is a
particular case of the Beta distribution (ξ = 1), it follows that the distribution of
pij is

pij ∼ f(pij|ξ) = ξpξ−1
ij
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2. Analysis of network connectivity under uncertainty

so that the parameter ξ includes the information on which hypothesis is considered.
In the Bayesian framework, given a prior distribution g(ξ) for the parameter ξ, the
test of the null against the alternative hypotheses is assessed by the Bayes factor

Bg(pij) =
P
(
pij|H0

ij

)
P
(
pij|H1

ij

) =
f(pij|1)∫ 1

0
f(pij|ξ)g(ξ)dξ

(3.3)

By using the First Mean Value theorem and after some calculations, the inferior
Bayes factor is obtained as

Bij = infξ Bg(pij) =
f(pij |1)

supξ ξp
ξ−1
ij

= −epij log pij for pij < e−1
(3.4)

and Bij = 1 for pij > e−1 where e is the Euler’s number. Bij is independent on the
parameter ξ and it is valid for any prior distribution on ξ. This can be interpreted
as a lower bound for the odds of H0

ij on H1
ij given the form of the distribution

under H1
ij [258]. Finally, using the definition, the (inferior) Bayes factor can be

mapped into the minimum posterior probability for the null hypothesis given the
p-value :

1− πij =

(
1 +

(
Bij · P (H0

ij)

1− P (H0
ij)

)−1
)−1

(3.5)

This formula gives the (maximum) posterior probability πij that the edge eij ex-
ists given the p-value from its connectivity measure, where P (H0

ij) is the prior
probability for the null hypothesis, which is the only parameter to be fixed in this
procedure. This parameter contains the prior knowledge about the possibility of
finding an edge between two nodes. In principle, it can assume a different value
for every edge in the network, depending on the amount of prior information avail-
able at the edge-specific level. In situations where a local characterization of the
structure is unavailable, the P (H0

ij) can be unique and equal for all the edges, so
that P (H0

ij) = P (H0). For instance, a global value can be determined consider-
ing information about other networks (e.g. using the expected density of a set of
known networks similar to the one under study) or with other problem-specific
knowledge; otherwise, an uninformative prior can be used.

3.2.3 Building the Fuzzy Network

The probabilities πij of existence of the edge between nodes i and j can be re-
arranged in a matrix P, to obtain the probabilistic counterpart of the adjacency
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Figure 3.1 – Probability distributions for the degree (b) and the local clustering coefficient
(c) for the toy network in (a). The figure (d) represents the probability of having a network of
five nodes consisting of a single totally connected component with i edges (x-axis).

matrix:

P =

 π1,1 . . . π1,N
... . . . ...

πN,1 . . . πN,N

 (3.6)

The matrix P resembles a weighted adjacency matrix, but it has a different mean-
ing: the value πij is not a weight, but it represents the probability of existence
of the corresponding edge. Therefore, the matrix P totally defines a complete
network, whose edges might exist with a certain probability (see fig. 3.1). This
representation, encodes all the knowledge about the structural connectivity of the
network. We name this model “fuzzy network”.

Given the stochastic nature of the edges, all the structural descriptors must
be redefined as random variables. In what follows, we redefine some of the most
widely used structural descriptors on the basis of the fuzzy network model.
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2. Analysis of network connectivity under uncertainty

Figure 3.2 – Connectivity reconstruction of a toy system consisting of four edges. Com-
parison between the widely used thresholding technique (top, blue color), and the redefinition of
the node degree as a random variable (bottom, orange color), for an hypothetical real node with
degree 4. The node is represented as a node of a “fuzzy network" (below) in which a probability
of existence is associated to each edge. The node degree distribution is plotted on the right-hand
side, along with its mean and variance. The expected value results to be closer to the real value
than the value of the thresholding process.

3.2.4 Node degree

Let us consider a single node in the fuzzy representation of the complex network
(see fig. 3.2). The node i has N edges incident to it, each with an associated
independent probability of being present. Under this condition, the usual defi-
nition of the node degree (i.e. the number of edges incident to the node) is no
more applicable, since the node has all the possible degrees at the same time, each
with a certain probability. Therefore, another definition of the degree is needed
to take into account the uncertainty about the existence of the edges. The most
natural choice is to define the degree as a random variable described by its prob-
ability distribution, which depends on the probabilities πij. The probability that
the node i has degree di = k can be thought of as the probability to have k suc-
cesses in a sequence of N independent Bernoulli trials with success probabilities
pi1, pi2, ..., pi(N):

eij|πij ∼ Bernoulli(πij) , di =
N∑
j=1

[eij|πij] (3.7)
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If the πij were all equal, the probability distribution of the latter sum would be
the well-known Binomial distribution. But in this case all the edges incident to
node i have different probabilities of existence. Consequently, the probability of
having k successful trials out of a total of N can be written as

P (di = k) =
∑
Λ∈Fk

∏
j∈Λ

πij
∏
l∈Λc

(1− πil) (3.8)

where Fk is the set of all subsets of k edges that can be selected from {ei,1, ei,2, ei,3, . . . , ei,N}.
For example, if N = 3, then

F2 = {{ei,1, ei,2}, {ei,1, ei,3}, {ei,2, ei,3}} .

Λc is the complement of Λ, i.e. the set Λc = {ei,1, ei,2, ei,3, ..., ei,N} \ Λ . This
distribution is the so called Poisson-Binomial distribution, and it represents the
node degree distribution. As for the Binomial, the mean is equal to the sum of the
πij and the variance is the sum of the probabilities of success times the probabilities
of fail:

µdi =
∑
j

πij , σ2
di

=
∑
j

πij(1− πij) (3.9)

Having an entire distribution for each node, we are provided with more infor-
mation with respect to the case of the usual degree. This additional information
makes the calculation of the degree more robust against uncertainty, since it is
possible to compute the most significant moments of the distribution.

3.2.5 Expected degree of a network

An important summary quantity which characterizes a network is the expected
degree of the network. In order to find the expected value for the entire network
we exploit the properties of the Poisson-Binomial distribution in eq. (3.8). First
of all, the Poisson-Binomial distribution is very well approximated by the Normal
distribution for fairly small samples (the approximation can also be refined using a
continuity correction for discrete random variables). This is a consequence of the
Central Limit Theorem (CLT). More precisely, since the Poisson-Binomial is de-
fined as the sum of independent but not identically distributed Bernoulli variables
(see eq. (3.7)), the CLT needs to be considered in the Lyapunov formulation, which
imposes a condition on the moments of the distribution of eij in eq. (3.7) [261].
Suppose {d1, d2, ...dn} is a sequence of independent random variables, each with
finite expected value µdi and variance σi. Let’s define s2

n =
∑n

i=1 σ
2
di
. If for some

δ > 0, the Lyapunov’s condition

1

s2+δ
n

n∑
i=1

E
[
|di − µdi |2+δ

]
= 0 (3.10)
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is satisfied, then the sum of di−µdi
sn

converges in distribution to a standard Normal
random variable, as n goes to infinity:

1

sn

n∑
i=1

(di − µdi)
d→ Norm(0, 1) (3.11)

For the sum of Bernoulli random variables, the Lyapunov condition is easily satis-
fied (see the Appendix B for a detailed discussion) and the convergence is reached
even for very small N ; thus for a network having N nodes, the degree of node i
follows:

di ∼ PB (πi,N−1, . . . , πi,N−1)
d→ Norm (µdi , σdi)

where the parameter µdi and σdi are given by eq. (3.9). From the properties of the
Normal distribution, and from eq. (3.9), it follows that

N∑
i

di ≈ Norm

(
N∑
i

µdi ,
N∑
i

σdi

)
(3.12)

In general, the total number of edges m in the network, and the expected degree
c can be computed as

m =
1

2

N∑
i

di , c =
2m

N
(3.13)

which in this case are random variables, since the element di is stochastic. Conse-
quently, we can compute the expected value of the random variable c taking into
account section 3.2.5:

E[c] = E
[

2m

N

]
=

1

N
E

[
N∑
i

di

]
≈

1

N

N∑
i

µdi =
1

N

N∑
i

N∑
j

πij

(3.14)

Therefore, the expected degree for the entire network is twice the sum of the
probabilities of existence of all the edges, divided by the number of nodes. This
means that picking nodes at random from the network, we expect their degree to
be equal to E[c] (on average) in eq. (3.14).
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3.2.6 Clustering Coefficient

The clustering coefficient is defined as the fraction of path of length two that are
closed. This coefficient quantifies the transitivity of the network. With transitivity
we mean that if node i is connected to node j and node j is connected to node k,
than also i is connected to k [262]. This property has fundamental implications
on important network characteristics, such as the “small-worldness” [263]. The
local clustering coefficient is calculated for each node in the network, but other
definitions exist for a global measure of the transitivity. The most common way
of defining the local clustering coefficient is the following

C =
# triangles × 3

# connected triples
(3.15)

where a “connected triple” is the configuration in which three nodes ijk are con-
nected by the edges (i, j) and (i, k), whereas the edge (j, k) may be present or
not. Since each triangle is counted three times when the triples ijk, jki, kij are
evaluated, the number of connected triples is divided by 3.

In the case of a fuzzy network, as for the degree, the clustering coefficient of
a node can take all the possible values with a certain probability. Therefore, also
this feature must be redefined as a random variable. The probability of having a
certain number of closed triangles in a triple depends on the probabilities of the
corresponding edges and on the configurations of the edges in which that number
of triangles occurs. For example, in the fuzzy network of fig. 3.1, each node may
be tied to a triangle in 6 different ways. Precisely, in a network of N nodes, each
node may be tied to t closed triangles in

(
N−1
t

)
different configurations. Therefore,

the probability of each configuration c can be computed as

qc = P

( ⋂
i,j∈Sc

eij

)
·

1− P

 ⋂
i,j∈S̄c

eij

 (3.16)

where Sc is the set of all the pairs of nodes (defining an edge) which define the
configuration c, and S̄c is its complementary. Since we are assuming that all the
edges are independent Bernoulli random variables (eq. (3.7)), the intersection in
section 3.2.6 can be taken out of the parentheses and replaced with the summa-
tion. The configurations can be considered as mutually disjoint and collectively
exhaustive events, so that

∑
c qc = 1. Consequently, the set of all configurations

is regarded as the sample space of the network reconstruction experiment. In con-
clusion, the clustering coefficient probability distribution for the node i is given
by

P cc
i (C = C̃) =

⋃
c∈ΓC̃i

qc =
∑
c∈Γc̃i

qc (3.17)
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where ΓC̃i is the set of the configurations in which the node i has clustering coeffi-
cient equal to C̃. A representative example of the distribution is shown in fig. 3.1b,
which shows the clustering coefficient distribution for each node of the depicted
toy network.

3.2.7 Connected Components

Another fundamental feature of a complex network is the existence of a global
connected component. A global connected component exists if there is at least
one path from any node to any other node. Again, this feature is subjected to
the stochasticity of the edges. The objective is to find the probability that all the
nodes of the network belong to a unique connected component of k edges. To find
the probability this we need to label the configurations which make the network
completely connected with the related probability. Therefore, we can employ again
the section 3.2.6 also to address the problem of the connectivity. In particular, we
are asking for the probability that a network of N nodes, is completely connected
by k edges. This probability reads

P cn
k =

⋃
c∈Γcnk

qc =
∑
c∈Γcnk

qc (3.18)

where qc comes from section 3.2.6 and Γcnk is the set of the configurations in which
exactly k edges make the network connected. These configurations can be effi-
ciently found with a Breadth-First algorithm. The union sign on the left can be
replaced by the summation because, as mentioned before, the set of the configu-
rations is the sample space of the experiment, so that all the configurations are
disjointed. An example is shown in fig. 3.1c, which illustrates the probability that
the five nodes of the toy network belong to a single totally connected component
with k existing edges (x-axis). Specifically, in the red window there are not enough
edges to connect the network; in general, to do so are necessary at leastN−1 edges.
In the green window the probability increases and reaches the maximum. Finally,
increasing further the number of edges required to connect the network, the prob-
ability decreases (orange window). It seems counter-intuitive that the probability
of having a connected network decreases increasing the number of edges; the rea-
son is that above a certain number of edges, the entire configuration becomes less
likely, since the probability qc of existence of all the k edges (at once) is smaller.

3.3 Numerical experiments and results
This section reports the results of the fuzzy network analysis for a set of synthetic
and real-world networks. In both cases we considered undirected and unweighted
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networks. In particular, we used 15 different synthetic network structures: 5
Erdős-Rényi, 5 Barabasi-Albert, 5 Watts-Strogatz, with 256 nodes each. The pa-
rameters of the generative models were fixed so that all the networks have expected
degree approximately equal to 12. The three real-world networks considered are
the collaboration network between Jazz musician [264], the food web of Little
Rock Lake [265] and the brain network of the Rhesus macaque [266]. For each of
the resulting 18 structures we generated 5 different dynamical realizations of two
dynamical models: a linear (auto-regressive moving-average) ARMA(5,3)

xt =
5∑
i=1

αixt−i +
3∑
i=1

βiεt−i + εt + γ (3.19)

where α1, . . . , α5 and β1, . . . , β3 are the model parameters for the auto-regressive
and moving-average parts respectively, εt is a white noise random variable and γ
is a constant; and a non-linear logistic model [267]

xn+1 = rxn (1− xn) (3.20)

where the parameter r is chosen randomly for each model realization in the inter-
val [3.57, 3.82] to assure a chaotic regime. Each time series spans a time horizon
of 1024 time-steps. All the models take into account the connectivity of the un-
derlying network using linear coupling terms, which are chosen to be small enough
to guarantee that the resulting time series, especially in the case of the ARMA
model, remain stationary. The result is a total of 180 numerical experiments.

The data used for the subsequent analysis are the time courses of the state
variable of the nodes. Starting from this information we computed the connectiv-
ity matrix for all the networks using all the methods mentioned in Sec. section 3.2,
obtaining a value of connectivity cij for each pair of nodes (i, j). The statisti-
cal significance of the connectivity was assessed by computing the corresponding
p-values obtained by means of surrogate data analysis. Specifically, an adequate
null hypothesis H0

ij is the lack of relationships between the nodes i and j, which
can be easily achieved by reshuffling the observed time course at each site [268].
The reshuffled time series possess the same mean, variance, and histogram dis-
tribution as the original signal, but any temporal correlation is destroyed, mak-
ing this null model adequate to test for coherence or causal relations between
nodes’ dynamics. Nevertheless, other types of surrogates techniques can be used
depending on the null hypothesis one would like to test. For instance, if one is
interested in testing against the null hypothesis that the time series are correlated
like in a random linear process, one should opt for Iterated Amplitude-Adjusted
Fourier Transform-based surrogates, which preserve the linear features of the time
series even in the frequency domain, while washing out higher-order dependencies.

54



3. Numerical experiments and results

Figure 3.3 – A single realization of the
ARMA dynamics on a single realization of the
Barabasi-Albert network. Probability mass func-
tions for the node degree (a), for the local cluster-
ing coefficient of the nodes (b) and for the connected
component (c) as obtained from the fuzzy network
analysis introduced in this study.

There are many additional types of
surrogates that one can use to test
against other null models, but the
optimal choice is beyond the scope
of the present paper. Changing
null hypothesis could change the
probability distributions of nodes’
descriptors accordingly, but this
neither negatively affects the good-
ness of the proposed method nor it
can be easily related to the sensi-
tivity of the method. The alterna-
tive hypothesis H1

ij is that such re-
lationships exist. If c0

ij is the value
of connectivity expected by chance
for the edge eij, H0

ij corresponds to
cobsij = c0

ij, while H1
ij is cobsij 6= cobsij .

Given the empirical distribution of
c0
ij it was possible to obtain the
p-value pij corresponding to the
value of connectivity cij from the
original time series. Subsequently,
the resulting p-values were used
to obtain the minimum posterior
probabilities through section 3.2.2
and section 3.2.2. As mentioned in
Sec. section 3.2, the only free pa-
rameter of the process is the prior
probability for the null hypothesis
P (H0

ij). In this experiment, we set
it equal to 1−D for all the edges,

where D is the average density of the networks considered. With this choice we are
allowed to write the prior probability as P (H0), without the subscript ij. This is
clearly not the optimal choice for the prior probability, since it is not true that it is
equivalent for all the edges. However, this puts us in a scenario where only a global
prior information about the network structure is available. The computation of
the minimum posterior probability for all the pij returns the adjacency matrix P
of the fuzzy network, which is used to compute all the network descriptors as de-
scribed in the previous section. It is to be noticed that, in general, the prior P (H0

ij)
value determines a shift in the probability πij of P in the interval [0, 1]; the same
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happens in the particular case in which P (H0
ij) = P (H0). Unlike the traditional

methods for network reconstruction, which use heuristics to determine a threshold
on cij or on pij, our process maintains the uncertainty on the parameters until the
computation of the network descriptors.

Figure fig. 3.3 shows an example for the realization 1 of the Barabasi-Albert
network, using the Pearson correlation coefficient with ARMA dynamics. The
three figures are analogous to those in fig. 3.1 for the toy network. The fig. 3.3a)
shows the probability mass functions for the degree of each node, which follow
the Poisson-Binomial distribution in eq. (3.8). We used a free R routine for the
numeric approximation of the analytical distribution provided by [269]. It is to
be noticed that the vast majority of the distributions are grouped around the real
average degree of the network, that is 12.8. Our theoretical median prediction in
this case is 15.03 with [11, 21] 68% confidence interval.

Similarly, fig. 3.3b) shows the probability mass functions for the local clustering
coefficient of the nodes. The distributions are very irregular and do not follow any
known probability function. For comparison, the average clustering coefficient in
the real network is 0.107 whereas our theoretical median prediction is 0.0603 with
[0.0521, 0.1116] 68% confidence interval.

Finally, in fig. 3.3c) is reported the probability mass function for the connectiv-
ity, which represents the probability that all the nodes of the network belong to the
same connected component of k edges. The distribution overestimates the number
of edges needed to have a unique connected component, since the ground-truth
network, which is actually connected in one component, consists of 1515 edges. A
possible explanation for this overestimation is that the πij might be too high due
to the choice of the prior P (H0) in section 3.2.2, whose effect is to shift the values
on the vertical axis.

A useful synthesis of these network descriptors (besides the expected value) is
the maximum posterior probability (MPP) estimate, which is simply the mode of
the computed distributions. Furthermore, other statistics about the dispersion can
be computed to assess the uncertainty on the values at node level. This is made
possible by the fuzzy approach which does not require any threshold – neither
on the connectivity matrix nor on the p-values – allowing the uncertainty to be
considered as part of the network analysis, rather than an obstacle to overcome.

Figures fig. 3.4 and fig. 3.5 show an overview on the results of the whole set
of numerical experiments. The figures include the comparisons between the fuzzy
procedure and another well-known method, which consists of thresholding the
connectivity matrix C (section 3.2.1) to derive the binary adjacency matrix. Sev-
eral criteria exist to fix a value for the threshold, (see e.g. [270, 271]). Instead,
for the sake of comparison, we reconstructed the networks with several thresh-
old levels, according to the range of the connectivity provided by each tool. In
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Figure 3.4 – Summary distributions for the degree (a) and the local clustering coefficient
(b) for all the synthetic network, grouped by dynamics and connectivity measures. The figures
(c) and (d) show the distributions of the degree and the local clustering coefficient by varying the
threshold level, which is encoded by the color, and with respect to different dynamics (ARMA
or LOGISTIC) and discriminating statistics for network reconstruction (CC, CCM, MI, SC,
SpeCoh; see the text for details). Each point corresponds to a single node (a random horizontal
jitter is added): note that the same node appears multiple times with different colors, for each
value of the threshold. In every plot it is also indicated the mean of the distributions.

particular we used equally spaced values in the interval [−1; 1] for the statistical
tools (CC, SC, SpeCoh) and for the Convergent Cross Mapping (CCM), whereas
equally spaced quantiles were supplied for the Mutual Information (MI). The plots
in Fig. fig. 3.4a–d are obtained from the aggregating the 150 synthetic network
experiments, while those in Fig. fig. 3.5a–d are aggregated over the 30 real network
experiments. The results are grouped according to the dynamic and the discrimi-
nating statistics used to assess the connectivity. Each point in Fig. fig. 3.4c–d and
fig. 3.5c-d represents the value of degree and clustering for a single node given a
threshold value for the connectivity matrix.

Overall, analysis shows that the majority of the results obtained from the fuzzy
analysis are consistent with the expectations, whereas the thresholding approach,
regardless of the statistical method, tends to underestimate or overestimate the
true values for varying thresholds. These results provide a strong indication that
results from threshold models not only strongly depend on the value of the thresh-
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Figure 3.5 – Summary distributions for the degree (a) and the local clustering coefficient
(b) for the real-world network, grouped by dynamics and connectivity measures. The figures (c)
and (d) show the distributions of the degree and the local clustering coefficient by varying the
threshold level, which is encoded by the color, and with respect to different dynamics (ARMA
or LOGISTIC) and discriminating statistics for network reconstruction (CC, CCM, MI, SC,
SpeCoh; see the text for details). Each point corresponds to a single node (a random horizontal
jitter is added): note that the same node appears multiple times with different colors, for each
value of the threshold. In every plot it is also indicated the mean of the distributions.

old, but also that there can be no thresholds for which, on average, reliable measure
of network indicators as simple as degree centrality and local clustering coefficient
can be obtained.

Let us discuss in greater detail the results concerning the fuzzy network analy-
sis. All the discriminating statistics yield meaningful results in terms of expected
value although, in the considered cases our method slightly overestimates the av-
erage degree. The clustering coefficients instead, show better average values for
the linear dynamics, despite a general slight underestimation. Both types of devi-
ation from expected values of the features are due to the shift effect of P (H0). In
this specific setting, the lower values of the two descriptors are not well captured,
because every edge has a positive – albeit very low – probability of existence which
keeps the degree and the clustering away from zero.

As expected, the fuzzy network analysis applied to ARMA dynamics returns
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the less valuable outcomes, arguably because of the very low coupling that we
imposed to the edges. This result is still consistent with our expectations: a low
value of the coupling results in statistical correlations more difficult to detect even
in the case of linear dynamics. In this case, because of this additional source of
uncertainty due to such a limitation, the inferred values span a broader interval
for both degree and clustering coefficient: nevertheless, most of the mass meets
the ground-truth distribution, suggesting that the fuzzy network analysis is able
to robustly cope with the increased level of uncertainty. The best tool to derive
the connectivity proved to be the CCM, which allows the non-linearity to be taken
into account adequately. It is worth noting that the performance of statistical
methods and the overall results may be improved by adjusting for the spurious
relationships such as the partial correlations, but a direct implementation of this
task is beyond the scope of the present work.

Remarkably, the fuzzy descriptors outperform the traditional thresholding re-
construction methods in all the cases. Despite the numerous threshold levels in
place, the real values of the network features are rarely detected by the latter
reconstruction technique. In some cases, the results reflect the ground-truth, but
only for specific values of the threshold which remain basically arbitrary. The re-
sults for the real-world networks are qualitatively analogous (fig. 3.5), whereas the
performances for the ARMA models have improved for both the network descrip-
tors. The real-world networks span a broader range of values for both the node
degree and the clustering coefficient. This is clearly reflected in both the meth-
ods presented. Even in this case, the distribution of the two network descriptors
are skewed towards the lower values; this feature is mostly captured by the fuzzy
model, while just specific values of the threshold accomplish the ground-truth.

3.4 Future directions

Here we provide a brief discussion about possible future research directions. In
fact, our work opens the way to the definition of other descriptors – e.g. centrality
measures – of complex systems in the wake of the fuzzy descriptors. Also, the fuzzy
perspective might be extended to the dynamical features of a complex network by
studying, for instance, the properties of the fuzzy counterpart of the Laplacian.

A first example of another topological descriptor eligible to be redefined in
fuzzy terms is the rich-club coefficient (see e.g. [272]). Using the information com-
ing from the degree distribution for the individual nodes, the rich-club coefficient
can be redefined as the probability P rich(e, n, k) to observe e edges connecting n
nodes of degree greater than k. Having the Poisson-Binomial probability distribu-
tion for the degree (eq. (3.8)) and the probabilities of the possible configurations
(section 3.2.6), all the ingredients are there to obtain P rich. Given a fuzzy net-
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work of N nodes and the associated fuzzy adjacency matrix with elements πij the
probability that the node i has degree greater than k is

P 0 = P (di > k) = 1− CDF (P[k, πi·]) (3.21)

where j ∈ 1, ..., N and j 6= i and P[k, πij] is the Poisson-Binomial distribution of
parameters −→π i· (the row i of the fuzzy adjacency matrix). Let’s select n nodes

with n ∈ 2, 3, ..., N from the possible
∞∑
n=1

(
N
n

)
configurations. The configurations are

indexed as c with c ∈
[
1,
(
N
n

)]
. The nodes selected in the particular configuration

c form a set Sc with cardinality |Sc| = n. The probability that all the n nodes
i ∈ Sc of the configuration c have degree greater than k is

P>k
c = P (dSc > k) =

∏
i∈Sc

P 0
c =

∏
i∈Sc

P (di > k) (3.22)

under the hypothesis of independence. Finally, the probability of existence of e
edges between the nodes of degree greater than k is given by

P rich
c = P (E>k = e) = P>k

c ·P[e,−→π c] (3.23)

where −→π c is the vector of probabilities of existence of the edges in the configuration
c. This probability makes use again of the Poisson-Binomial distribution as it is
capable to model the presence of the edges in the configurations. To obtain the
probability distribution P rich(e, n, k) for the rich-club coefficient of the network,
regardless of the configuration, the inclusion-exclusion criterion must be applied
to the above equation.

Leveraging on the descriptors showed so far, it is possible to compute the prob-
ability of observing a random walk occupying a particular node. The probability
is usually given by k

2m
: in the case of a fuzzy network it is replaced by the ratio

distribution of a Poisson-Binomial and a Gaussian distribution (see eq. (3.8) and
section 3.2.5).

The information about the degree distribution can also be exploited to study
the fuzzy counterpart of assortativity of the network, for example starting by
defining the excess degree distribution for the single node and consequently for
the entire network.

We expect that further analysis in this direction, left for future studies, will
lead to interesting results from both theoretical and applied perspectives.

3.5 Conclusions
In this chapter, we have presented a novel framework for network analysis un-
der uncertainty about the underlying connectivity, which overcomes some of the
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issues typical of network reconstruction procedures. The proposed framework is
fully general, and it is not restricted to the study of mobility systems, but may
have valuable application also in network neuroscience, environmental science and
whenever a robust knowledge of the topological features of an uncertain network
is deemed important. Our approach can be used to infer the structural features
of a complex system when its topological connectivity is specified by edge prob-
abilities. Also, we proposed a simple method, mathematically grounded, for the
computation of these probabilities from a set of p-values, usually obtained from
one’s preferred analytical technique.

The leading idea is to define a new standpoint, from which the uncertainty
about the structural features of a complex system can be detected and quanti-
fied, without the explicit reconstruction of the underlying network structure. The
method does not require any assumption on the topology of the network under
study, nor on the underlying generative process. Conversely, our approach enables
one to include prior knowledge about the existence of the single edges in a rig-
orous manner, without fixing any arbitrary threshold nor the level of statistical
significance. Starting from the p-values associated with measures of correlations
or statistical causality, we obtained a Bayesian definition of the probability of exis-
tence of the single edge. The probabilities are rearranged in an adjacency matrix,
which represents a “fuzzy” model used to elicit relevant information on the network
structure. All the information have a stochastic nature which allows uncertainty
to be assessed. Consequently, we proposed new definitions of some important net-
work descriptors such as the node degree and clustering coefficient, considering
them as random variables. Finally, we compared the results with a very well-
known method for network reconstruction, showing the strength and weakness of
our procedure. From a computational perspective, for small networks the prob-
abilities of the configurations can be directly computed with section 3.2.6, which
gives all the information to derive the probabilities for the clustering coefficient
and the connectivity. In case of large networks the computational effort might be
prohibitive: however an adequate sampling procedure from the fuzzy adjacency
matrix in section 3.2.3 can be performed to compute the distributions and the
statistics of interest. The method may be enhanced by applying different tools
which take into account the partial relations in deriving the connectivity matrix
(e.g. partial correlations, PCMCI algorithm). In addition, past studies can be
readily integrated with our approach given the p-values obtained therein.
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Appendix

From p-value to probability

In general, the p-values can be formally considered as random variables (see
e.g. [273]), which under the null hypothesis are distributed uniformly in [0, 1].
This is a direct consequence of the Probability Integral Transform: given the test
statistic T of interest, and its realization t, the p-value is by definition (using the
same notation as in the manuscript)

pij = P
(
T ≥ t | H0

ij

)
= 1− P

(
T < t | H0

ij

)
= 1− F 0

T (t)

All the subsequent formula are intended under the null hypothesis, so we drop the
0 at the apex. Let’s now define the random variable U = FT (t) (see also fig. 3.6).
It follows that

FT (t) = P (U ≤ u) = P (FT (tu) ≤ u) = P (T ≤ tu)

= P
(
T ≤ F−1

T (u)
)

= FT
(
F−1
T (u)

)
= u

which is equivalent to the definition of a Uniform distribution for the variable U .
Since pij = 1− FT (t) = 1− U we need to prove that also FP (pij) ∼ Unif(0, 1):

FP (pij) = P (P ≤ p) = P (1− U ≤ pij)

= P (U ≥ 1− pij)
= 1− P (U ≤ 1− p)
= 1− 1− p
= p �

It is to be noticed that, under the alternative hypothesis, the p-values are not
uniformly distributed, but are typically skewed. Therefore, as we explained in the
manuscript, the distribution of the p-value pij (for the edge eij) is modeled as
Beta(ξ, 1) following the procedure of [258]:

pij ∼ f(pij|ξ) = ξpξ−1
ij . (3.24)

The standard Uniform distribution is a particular case of section 3.5, where the
parameter ξ = 1

P
(
pij|H0

ij

)
= f(pij|ξ = 1) = 1
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Figure 3.6 – Probability Integral Transform example

The section 3.2.2, in the main text, reports the definition of the Bayes Factor,
from which we want to prove that a lower bound for the odds of H0

ij on H1
ij is

represented by section 3.2.2, synthetically reported here:

Bij = inf
ξ
Bg(pij) = −epij log pij for pij < e−1

and equal to 1 otherwise.
Since the numerator of section 3.2.2 is a constant, the lower bound for Bij

corresponds to the upper bound of the denominator:

Bij = inf
ξ
Bg(pij) =

1

supξ
∫ 1

0
f(pij|ξ)g(ξ)dξ

(3.25)

From the First Mean Value Theorem we know that in general, if f : [a, b]→ R is
continuous and g is integrable and does not change sign on [a, b], then there exists
some c in (a, b) such that

∫ b

a

f(x)g(x)dx = f(c)

∫ b

a

g(x)dx
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In our case we have that∫ 1

0

f (pij | ξ) g(ξ)dξ =

∫ 1

0

ξpξ−1
ij · g(ξ)dξ

= ξ̄pξ̄−1
ij

∫ 1

0

g(ξ)dξ

= ξ̄pξ̄−1
ij

Thus we can rewrite the section 3.5 as

Bij = inf
ξ
Bg (pij) =

1

supξ̄ ξ̄p
ξ̄−1
ij

(3.26)

We now define h
(
ξ̄
)

= ξ̄pξ̄−1
ij , so that

h′(ξ) = pξ̄−1 + ξ̄
(
pξ̄−1 ln p

)
= 0

pξ̄−1 = −ξ̄ ln(p) · pξ̄−1

which is true only if ξ̄ = − 1
ln p

. Substituting this result in section 3.5 we obtain

Bij =
1

− 1
ln p
· p−( 1

ln p
+1)

= − ln p · p 1
ln p · p

= −p ln p · plogp e

= −ep ln p �

Note that, since for p > e−1 the function Bij is decreasing, we impose that for
p-values larger than e−1 ≈ 0.368→ Bij = 1.

Given the definition of the Bayes Factor as

Bg (pij) =
P
(
pij | H0

ij

)
P
(
pij | H1

ij

) =
P
(
H0
ij | pij

)
· P
(
H1
ij

)
P
(
H1
ij | pij

)
· P
(
H0
ij

)
it follows that

P
(
H0
ij | pij

)
= Bij ·

P
(
H0
ij

)
P
(
H1
ij | pij

)
1− P

(
H0
ij

)
= Bij ·

P
(
H0
ij

) (
1− P

(
H0
ij | pij

))
1− P

(
H0
ij

)
which finally gives

1− πij =

(
1 +

(
Bij · P (H0

ij)

1− P (H0
ij)

)−1
)−1

which is the section 3.2.2 of the main text.
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Lyapunov condition for the Poisson - Binomial distribution

In section section 3.2.4 we defined the fuzzy degree of a single node, which is a
random variable following the Poisson-Binomial distribution. In order to obtain
the expected degree of a network we relied on the fact that the Poisson-Binomial
converges to the Normal distribution if the Lyapunov condition were satisfied.
Here we prove that the condition is satisfied under very broad conditions.

Let di ∼ Bernoulli (pi) , with d1, d2, . . . independent but not identically dis-
tributed random variables, represent the degree of node i as stated in eq. (3.7).
Let also Xi = di − µdi = di − pi. Defining s2

n =
∑n

i=1 σ
2
di

we can rewrite the
Lyapunov condition as

lim
n→∞

1

s2+δ
n

n∑
i=1

E
[
|Xi|2+δ

]
= 0 =⇒ 1

sn

n∑
i=1

Xi
d→ N(0, 1).

We prove that the Poisson-Binomial probability distribution satisfies this condi-
tion, by finding an upper bound converging to zero to the above sum.

To do so we observe that

1 ≥ pi (1− pi) = σ2
di

= E
[
X2
i

]
≥ E

[
|Xi|2+δ

]
for any δ > 0. Therefore,

1

s2+δ
n

n∑
i=1

E
[
|Xi|2+δ

]
≤ 1

s2+δ
n

n∑
i=1

E
[
X2
i

]
=

1

s2+δ
n

n∑
i=1

σ2
di

=
1

sδn

Consequently, since sn → ∞ (exept for degenerate cases where pi = 0 or pi = 1
for all i), the Lyapunov condition is satisfied and similarly it is the “normalized”
Poisson-Binomial random variable follows

∑n
i=1 Xi/sn

d→ N(0, 1).
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Chapter 4

The effects: COVID-19 lockdown
unravels the complex interplay
between environmental conditions
and human activity

In brief
During COVID-19 epidemic, draconian countermeasures forbidding human
mobility and non-essential human activities have been adopted in several
countries worldwide, providing an unprecedented setup for quantifying their
effects on the environment. Here, we unravel the causal relationships be-
tween 16 variables – including different flavors of human mobility flows –
considered as the components of a complex socio-environmental system,
and apply information theory, network science and Bayesian inference to
map the backbone of the complex interplay between them. We introduce a
novel information-theoretic method based on statistical divergence to iden-
tify abrupt changes in the system dynamics, caused by a sudden intervention.
We find that despite a measurable decrease in NO2 concentration, locking
down a region may be an insufficient remedy to reduce emissions. Our results
provide a functional characterization of socio-environmental interdependent
systems.
This chapter is published in Complexity [18].
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4.1 Introduction

Eν τo παν

Chrysopoeia of Kleopatra

Complex systems consist of interconnected units which are characterized by
nonlinear dynamics at the microscopic scale that lead, at larger scales, to emer-
gent collective phenomena such as human mobility and environmental changes.
Often, those units are complex sub-systems interacting with each other, exhibit-
ing a multilayer [274] or interdependent organization [275]. Usually, the study of
human mobility analyses the role of drivers, such as environmental conditions, on
mobility patterns; here conversely, we bring to attention the effects of mobility on
the surrounding environment, following the complexity science perspective. Com-
plex networks, in particular, provide an abstract representation for the backbone
of such systems. In fact, it has been shown that shocks in one node or in one
sub-system can quickly propagate to the rest of the network, driving the overall
system to a catastrophic collapse [276, 277, 278]. However, understanding the
resilience of a complex system can be even more challenging when its backbone
cannot be directly observed and must be inferred from indirect observations, such
as the time course of a set of physical observables. In fact, the collective behaviour
of the system is driven by the interplay between the dynamics at each component
and the hidden interactions among them. In statistical physics the reconstruction
of the system’s interactions from measuring time series related to its components
is usually referred to as inverse problem [279]. In the last decades a great ef-
fort has been devoted to the solution of this problem [280, 281, 229, 239, 241],
that has relevant implications in various disciplines, from neuroscience [282], to
ecology [283], including finance [212], biology [284] and climatology [255]. In chap-
ter 3 we presented a new general framework to analyse the structure of a complex
system when the underlying network is either hidden or uncertain and the focus
was on the topological descriptors of the system. In this chapter, instead we are
dealing with the effects of a change in human activities, including mobility, on
the surrounding environment. The structural relationship between environmental,
climate and human-dependent variables cannot be directly measured, however, us-
ing the methods presented in section 2.2 we map the functional backbone of these
interdependent sub-systems to understand their response, and consequently their
resilience, to exogenous and endogenous perturbations.

To this aim, we focus on a specific case study, namely the reduction of pol-
lutants in the Northern Italy, observed between March and July 2020 in re-
sponse to draconian interventions due to COVID-19 pandemic. In fact, during
the first months of 2020, Italy has been one of the country mostly affected by
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COVID-19 [285, 286, 287, 288, 289, 290, 291, 292]. To prevent the spread of
the SARS-CoV-2 virus, Italy adopted significant non-pharmaceutical interven-
tions [293, 294, 295, 296], including locking down the entire country from 9th
of March to 4th of May. The forced closure of school, public facilities and places
of employment drastically reduced mobility, with the most relevant effects in the
Lombardia region, in the North of Italy, which is also the Italian region most
plagued by the virus. On the one hand, this unprecedented situation triggered
a cascade of public health, social, behavioral and economic challenges that will
require years to recovery. On the other hand, from a scientific perspective, one
can investigate the effects of such dramatic regional and sub-regional interven-
tions on the environment. In practice, the spread of COVID-19 allows one to
better understand the causal and functional relations between the components of
the socio-environmental system, also shedding light on the potential effects that
large-scale interventions, such as mobility restrictions, may have on the system’s
collective behaviour. This insight would also be a valuable resource to design in-
formed policies that can be adopted to mitigate the climate crisis. To this aim,
we consider this situation as a global experiment, giving us a unique opportunity
to investigate the complex interactions between human activities and environment
with a particular focus on human mobility and air quality, using the North of Italy
as a case study where the availability of heterogeneous data sources allows one
to perform a more integrative analysis. The interest in such a relationship has
exploded worldwide during the lockdown period and many recent studies focus on
the reduction of atmospheric pollutants due to mobility restrictions in different
countries [297, 298, 299, 300, 301]. However, some works highlight that reductions
in human mobility and in industrial activity would not be sufficient to reduce air
pollution, especially when meteorology is unfavorable [302]. In fact, it must be
noticed that air quality does not only depend on emissions (and consequently con-
centrations) of pollutants but it is strongly influenced by meteorology, which plays
a crucial role in the Po Valley, where Lombardia region is located. Moreover, the
effect of the topography, with the Alps to the north, contributes in making this
region one of the most polluted areas around Europe.

Here, our purpose is to unravel the complex interactions between environmen-
tal conditions, human mobility and energetic consumption, taking the Lombar-
dia Region during the Italian lockdown as a case study. Mapping the network
structure of a socio-environmental system is crucial to understanding its collective
behaviour and to acknowledge the emergence of unexpected outcomes [303, 304].
To this aim we reconstruct the network of functional and causal relations between
the observables, and subsequently identify the (causal) influence that an external
intervention – as the lockdown – exerts on the system. In particular, we aim at
evaluating the impact of relaxing non-essential human activities – i.e., those activ-
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ities not directly related to the supply of goods and commodities – on tropospheric
NO2 concentrations during the lockdown. We employ representative data for envi-
ronmental conditions – i.e air pollution and meteorological conditions data – and
human activity – i.e. mobility and energy load data – over a survey period of four
months – February, March, April and May – both in 2019 and in 2020, for a total
of 16 variables (see fig. 4.1). By taking into account all these variables we reduce
the possible disturbances due to latent confounders. Afterwards, we evaluated the
differences in the dynamics of such variables between the period related to a sit-
uation with extremely reduced activity and baseline periods. Since the lockdown
imposed social distancing and, consequently, drastically reduced human mobility,
we referred to an indicator of air quality which is sensitive to mobility changes,
i.e. the nitrogen dioxide (NO2) concentrations, which proves to highly depend
on emissions from transportation means and industrial activity [305]. Concern-
ing the meteorological conditions, we considered the daily average of 6 variables –
i.e surface pressure, surface net solar radiation, temperature, total precipitation,
wind direction and wind speed. We used the data made publicly available by

Workplaces Residential Driving Change in movement

Retail and recreation Grocery and pharmacy Parks Transit stations

Total precipitation [m] Wind direction [°] Wind speed [m/s] Total Load [MWh]

NO2 [mol/m2] Surface pressure [Pa] Surface net solar radiation [J/m2] Temperature − 2m [K]
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Figure 4.1 – Observables used as a proxy for measuring variations in environ-
mental conditions and human activities during the Italian lockdown. Panels
show the time series for each of the 16 variables considered in this study; blue and
red curves corresponds to the times courses for year 2019 and 2020, respectively. The
light-red band corresponds to the lockdown period in 2020, while the light-blue band
corresponds to the same period in 2019. The public mobility data are available only for
the year 2020.
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Google [306], Apple [307] and Facebook [308] during the survey period to investi-
gate human mobility changes. In Lombardia region, energy consumption is mainly
attributable to industry, consequently we have considered the daily average elec-
tricity system’s total load, as a proxy of industrial activity (see Appendix 4.4 for
details).

From a methodological point of view, we evaluated the significance and the
concomitance of variations in human activities and in environmental conditions –
focusing on NO2 concentrations – in the survey period 2019-2020, using statistical
and causal analysis. Through statistical tests and effect size measures [309, 310]
we were able to assess the relevant variations in the time series of the consid-
ered variables. To investigate the complex nexus between the 16 variables we
leveraged on the partial correlation coefficient (PCC) [311] and Granger causality
(GC) [181]. These two measures provide a functional and causal topological maps
of the complex system. Finally, we assess the causal impact of the lockdown inter-
vention by taking inspiration from a relatively recent Bayesian technique, based
on a state-space model, used to infer the causal impact of advertising campaign
on the market sales [165]. By specifying which period in the data should be used
for training the state-space model (pre-intervention period) and which period for
computing a counterfactual prediction, this technique assesses the impact of the
attributable intervention [165].

4.2 Identifying tipping points in empirical obser-
vations

To determine whether the data reflect the regime shift of the lockdown we im-
plemented a shifting point detection technique based on an information-theoretic
measure of similarity, called Jensen-Shannon Divergence. The Jensen-Shannon
Divergence (JSD) is an information theoretic measure which quantifies the differ-
ence between two probability distributions. It has the main advantage of being
symmetric and that its square root defines a metric: therefore, it can be used like
a distance measure to quantify (dis)similarity. Given two discrete distributions,
P (x) and Q(x), over the same probability space – R in our case – one can define
the Kullback-Leibler divergence (KLD) from Q to P as

DKL(P ||Q) =
∑
x

P (x) log2

P (x)

Q(x)
. (4.1)

This measure is also known as relative entropy and, as by definition, it is not
symmetric. It measure the amount of bits that one gains about using Q(x) to
model the distribution P (x): in fact, when Q = P then the divergence is zero bits.
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This relative entropy has also the disadvantage of not being upper bounded: for
this reason, other measures like the JSD are also widely used. By introducing the
mixture distribution µ(x) = (P (x) +Q(x))/2, the JSD can be defined in terms of
the KLD as

DJS(P ||Q) =
1

2
DKL(P ||µ) +

1

2
DKL(Q||µ). (4.2)

It can be shown that 0 ≤ DJS(P ||Q) ≤ 1 bits. In our study, the role of P and
Q is played by two sub-periods of observation: given a time series s(t), it is split
into s1(t) for t ∈ [t0, T ] and s2(t) for t ∈ [T + 1, tf ], being t0 and tf the initial
and final observation time, respectively. Here, T represents the instant of time
at which the observation series switches between two regimes. The time instant
T is determined by varying its value and computing the divergence DJS until it
becomes statistically significant.

The result of the process is the date of the tipping point in which the dy-
namics meets a regime shift, splitting the survey period in pre-lockdown and
lockdown periods. This subdivision is used both for the statistical tests and
for the Bayesian state-space model presented in the following. The date of the
“information-theoretic” lockdown turns out to be the 14th of March (p-value =
6.12 · 10−5), 5 days after the institutional lockdown. This result is consistent
with the physical behaviour of the NO2 which has a typical lifetime of few days.
Consequently, we grouped the time series in the 4 subsets used for testing:

• Group 1.1 (pre-lockdown) from 1 February 2019 to 14 March 2019

• Group 1.2 (lockdown) from 14 March 2019 to 5 May 2019

• Group 2.1 (pre-lockdown) from 1 February 2020 to 14 March 2020

• Group 2.2 (lockdown) from 14 March 2020 to 5 May 2020

It is to be noticed that in 2019 there was no lockdown, but for sake of simplicity
in the following we will refer to the Groups 1.1 and 1.2 as pre- and post-lockdown
periods for 2019 since they corresponds to the same periods of the year of the
actual intervention of 2020.

Figure 4.1 provides an overview of the time course of each observable used
during the entire survey period. In fig. 4.2 is reported in detail the NO2 variation,
comparing the two years of reference, suggesting that the average NO2 concentra-
tion during the lockdown period in 2020 is smaller than the one during the same
period in 2019. In the following this observation will be corroborated by statistical
analysis. It is worth noticing that, in general, at the end of the winter season the
NO2 concentration is expected to decrease due to the reduction of the domestic,
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2. Identifying tipping points in empirical observations

Figure 4.2 – Comparison of NO2 concentration in 2019 and 2020. The figure
shows the 5-days moving-average concentration of the NO2 in the two years of reference.
The dashed vertical line indicates the beginning of the lockdown period on 9 March 2020

civil and industrial heating concurrently with the rising temperatures. In 2020 the
reduction appears to be more abrupt with the beginning of the lockdown and the
concentration levels remain lower for the rest of the period. The variability of the
concentration during the lockdown is also lower than the one in the same period in
2019 (Fligner test on the difference of variances [312] gives a p-value = 3.514 ·10−7)
this may be due to the reduction in the fast-changing pressure variables, such as
transportation. The results of t-tests [313] support the visual assessment of fig. 4.2,
confirming that even though the NO2 concentration in the pre-lockdown periods
(in 2019 and in 2020) are statistically equivalent (the hypothesis of equal average
concentration for the two periods cannot be rejected with a t-test p-value = 0.53),
the reduction observed during the 2020 lockdown with respect to the same period
in 2019 is statistically significant (the average concentration in the two periods
are different, with a t-test p-value = 7.39 · 10−4). These results confirm that the
NO2 average concentration in 2020 were significantly lower than in 2019. Now
we want to evaluate also the magnitude of the observed differences by computing
their effect-size. Two commonly used measures of the effect size are the Cliff-δ and
the C.L.E.S. (Common Language Effect Size) [314, 315] (see also the Appendix at
the end of this chapter). For the pre-lockdown periods, these measures indicate
a very low effect size (δ ' 0 and CLES ' 0.5), whereas it is very high for the
post-lockdown periods (δ ' 0.7 and CLES ' 0.806). The CLES measure provides
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an immediate interpretation of the results, in particular, a CLES ' 0.806 means
that the probability that an observation from the 2020 lockdown period returns
a lower value of NO2 concentration w.r.t. the same period in 2019 is more than
80%. A complete summary of the statistical tests is reported in table 4.2 of the
section 4.4. Statistical tests on meteorological variables exclude the possibility
that the average meteorological conditions in the lockdown period of the two years
2019-2020 are different (see table 4.3 in section 4.4 for detailed results). We can
therefore hypothesize that the environmental conditions were similar and that the
variation in the NO2 concentration was driven by the change in human activities.
This surmise, which considers only the average conditions, is further investigated
through the causal impact analysis (see the next section). Finally, the total load
in the lockdown period in the year 2020 is significantly smaller than that recorded
in the year 2019 (t-test on average loads difference gives a p-value < 10−6), while
there is no significant difference in the pre-lockdown periods. It is not possible to
test the differences in mobility trends due to lack of publicly available data for the
year 2019, but a visual analysis of fig. 4.1 makes evident the pronounced decrease
in mobility during the lockdown.

4.3 Building the causal nexus

In the physics of complex systems the reconstruction of the topological network
structure of a system is a known problem attracting increasing interest in many
fields [239, 241, 225, 316, 317]. Here, we apply two techniques – namely the partial
correlation and the Granger causality – to reconstruct the network of statistical
and causal relations between the components of the socio-environmental system.
In fig. 4.3 are reported the structures of the two resulting networks (see also fig. 4.4
and the section 4.4 for details on partial correlation and Granger tests). The par-
tial correlation network in fig. 4.3a) shows the statistical relation between pairs
of system components, after removing the effect of the other components. This
structure reveals the stronger relations between all human activity variables, which
vary synchronously, driven by the lockdown interventions. In particular the vari-
able “change in movement" is the most connected. The negative relation between
“residential" and “work-places" is well captured by the method, likewise for the
“total precipitation", “surface radiation" and “temperature". The NO2 variable is
related just to the solar radiation, which may be interpreted as the influence of
the seasonal effects mentioned in the introduction.

Figure 4.3b) shows the Granger causality network that represents the (Granger)
causal influence of a variable onto another (see Appendix at the end of this chapter
for more details on the definition). This network, that is directed and appears
denser than the previous one, points out the influence of the human activities on
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Figure 4.3 – Causal analysis for the time course of the 16 observables – a) Partial
correlation network: each node corresponds to a variable, the color encodes the type of variable
(meteorology, energy, mobility, NO2); blue edges represent the negative partial correlation, while
red edges represent positive partial correlation; the thickness of the edges is proportional to
their partial correlation value. b) Granger causality network: the arrows are oriented in the
causal direction; the variable which have a causal impact on NO2 are better highlighted with
solid edges. c) Bayesian state-space model: The top panel shows the data and a counterfactual
prediction for the lockdown period. The middle plot shows the difference between observed data
and counterfactual predictions. The bottom plot is the cumulative effect of the lockdown. d)
Probability of inclusion for the regressors; light-blue bars represents negative coefficients, while
red bars represents positive coefficients. Note that only the meteorological regressors can be
used for the counterfactual prediction, since they are the only variables not influenced by the
lockdown intervention.

the NO2 concentration and also the possible influence of meteorological conditions
that could cause variation on air pollution, such as precipitation. Meaningful
meteorological relations can be found in this network, whereas the human activities
constitute a dense separated cluster.

On the one hand, the partial correlation and the Granger causality reveal the
complex network of interaction between the variables of the system. The topology
of the interaction strongly impacts the collective dynamics of the variables, and is
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essential to understand the function of the entire system. On the other hand, for
the evaluation of the impact that a large scale “intervention" – as the lockdown
restrictions – may have on the socio-environmental system, we need to assess the
causal relation between the specific event of the lockdown, and the measured effects
on the variables under study. In particular, we want to evaluate the causal relation
between the concentration of pollutants and the lockdown intervention. To this
aim we employed a Bayesian structural time-series model to build a counterfactual
prediction of what would have happened to the NO2 concentration if the lockdown
were not implemented (see the Appendix at the end of this chapter for details).

The results are shown in fig. 4.3 c-d). The plot at the top of fig. 4.3c) shows
the NO2 concentration data and the counterfactual prediction for the lockdown
period. The NO2 concentration during the lockdown period had an average value
of 2.76 · 103 mol/m2, whereas in the absence of an intervention, we would have
expected an average response of 3.71 · 103 mol/m2. The difference between NO2

concentration data and the corresponding counterfactual prediction (middle plot
in fig. 4.3c) ) yields an estimate of the causal effect of the lockdown. This effect
is −0.96 · 103 mol/m2 with a 95% interval of [−2.55 · 103, 0.57 · 103]. In relative
terms, the response variable showed a decrease of −26% with a 95% interval of
[−69%,+15%]. To obtain the cumulative impact of the lockdown, the concen-
tration data are summed up (bottom plot in fig. 4.3c) ) obtaining a cumulative
concentration of 132.37 · 103 mol/m2 which would have been equal to 178.31 · 103

mol/m2 in absence of the lockdown. Even though the results seems to reveal a
clear causal impact of the lockdown on the NO2 concentration, the computed prob-
ability of obtaining this effect by chance is p = 0.114. This is an evident signal of
lack of statistical significance. To sum up, considering also the results of the statis-
tical tests described above, the reduction in the NO2 concentration are significant,
but this reduction may not be caused just by curbed human activities. This fact,
although restricted to the specific case study, may have relevant implications from
both scientific and policy-making standpoints discussed in the following section.

4.4 Conclusions and outlook

To understand the effects of large-scale human mobility on the environment, the
social and environmental systems cannot be regarded as “closed systems”. In fact,
the collective behaviour of the socio-environmental system depends on the mutual
feedbacks between these two counterparts, that in turn give rise to emergent prop-
erties of different nature [303]. To recognise such feedbacks, the physics of complex
systems leverages on the characterization of the structure of relations between the
dynamical components of a system. Capitalizing on powerful tools from network
science introduced in chapter 1, we revealed the structure of functional relations
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between the components of a socio-environmental system, here considered as a
complex network. Moreover, by coupling data-analysis and causal inference we
studied the impact of a large-scale intervention – specifically a forced restriction
on human mobility – on the socio-environmental system, identifying the shifts in
its behaviour and providing a formal identification of the related causes.

To this aim we have fused heterogeneous data sources – including human mo-
bility, total energy load, meteorological conditions and NO2 concentrations – in
four different periods over 2019 and 2020. These variables are considered as signals
coming from the different components of the socio-environmental system. From
this information, we determined the impact of the lockdown intervention on the
components detecting a regime shift and assessing the significance of any different
conditions by means of statistical tests. In particular, we designed and applied an
information theoretic technique to find the date of a possible regime shift in the
data which turns out to be few days after the imposition of the lockdown. We have
found evidence that, concomitantly with the reduction in both the mobility and
the energy demand, the NO2 average concentration significantly decreases in 2020
lockdown w.r.t the same period in the previous year. The lower variance of NO2

during the 2020 lockdown is even more visible than the decrease in average concen-
tration. This is attributable to the complex nature of the human-environmental
system where internal factors may act as filter on the rapid variations of the NO2.
Shedding light on this factor would unveil new possible features of the system
under consideration.

The functional organization of the complex system was reconstructed from the
data using partial correlation and Granger causality. The results provide a topo-
logical map of the socio-environmental system, showing the mutual influence of
the variables. Finally, we investigated the effects of the lockdown intervention re-
lying on a counterfactual Bayesian model. Overall, the analysis detected the sign
of a causal relation between the relaxation of a broad spectrum of human mobil-
ity and energy consumption and air pollution abatement during the lockdown in
Northern Italy. However, the statistical significance of the causal impact result
is questionable; this has important implication from both statistical and policy-
making perspectives: the lack of significance suggests that the effect might be due
to chance with non negligible probability, but this can also be due to other un-
controllable issues related to the data, and it cannot be undoubtedly interpreted
as a lack of causal relation. For example, although the meteorological-seasonal
variables, which are not affected by the lockdown intervention and are related
to the NO2 concentrations, are good candidates as explanatory variables of the
NO2 in the Bayesian model, they may still not have sufficient predictive power on
the NO2. In fact, the ideal experimental setup should involve a stronger driver
of NO2 concentration as an additional explanatory variable, which must not be
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affected by lockdown interventions to produce the counterfactual prediction (as
further explained in the Appendix at the end of this chapter). However, it is diffi-
cult to identify such a variable, since the main sources of NO2 are anthropogenic,
and virtually any anthropogenic source of pollutant was affected by the lockdown,
making these variables unusable in the causal model. From the environmental
policy-making perspective, the lack of a clear causal relation between the lock-
down and the NO2 concentration reduction should point out that reducing emis-
sions from mobility and power plants may be not as effective as previously thought.
For example, heating and cooking systems, as well as industrial and agricultural
emissions should be better monitored and controlled. Nevertheless, although our
approach is general, our result is case-specific and its robustness should be further
assessed by performing analyses on a broader geographical region. In fact, as we
showed in previous sections, the particular environmental conditions (e.g. meteo-
rology, topography, etc.) have a decisive impact on pollutant concentrations. For
this reason, policies should be designed assuming a systemic point of view while
keeping a context-specific insight.

In conclusion, our results suggest that limiting mobility and non-essential hu-
man activities may reduce the pollution concentration, but it may not be a res-
olutive nor definitive remedy. The weak causal impact of the intervention can
be the sign of the predominant role played by the emissions from essential and
unstoppable human activities. Furthermore, other external conditions (e.g. me-
teorology, topography, etc.) may play antagonistically, undermining the positive
effects of the restrictions. In addition, living in lockdown conditions is proving to
be economically unsustainable [318]. In the light of these findings, we consider our
approach to be indicative, but not definitive, for investigating the nexus between
human activity and environmental conditions during COVID-19 lockdown in Italy.
Further developments should complement our analysis with mobility data of 2019
and including more detailed data such as stratified mobility (i.e. heavy and light
transport with differentiated emissions).

We firmly believe that a paradigm shift towards a systemic view is necessary,
and fundamental, when studying the complex relations between society and envi-
ronment. We argue that the synergy of the human mobility system and the envi-
ronmental conditions may induce long-term adaptations of the socio-environmental
system, triggering feedback loops that may alter the mobility patterns is response
to environmental changes and vice versa. For this reason, the combination of causal
models and complex systems science will enrich the debate on the coupled human-
environmental systems. Such an approach would also be of tremendous help for
decision making processes allowing for more informed and integrated choices, es-
pecially for the development of mitigation policies in accordance with climatic and
environmental goals (e.g. Sustainable Development Goals of Agenda 2030).
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Average Std. Deviation
Variable Group 1.1 Group 1.2 Group 2.1 Group 2.2 Group 1.1 Group 1.2 Group 2.1 Group 2.2
NO2 [mcg/m2] 6367.59 3747.44 6891.16 2677.80 2822.47 1618.58 6853.91 1447.24
Surface pressure [Pa] 95227.33 94666.43 94729.76 94938.83 700.79 763.56 853.13 558.27
Surface solar rad. [kJ/m2] 5108.60 7817.19 4632.62 8142.56 1244.45 2144.71 1182.88 2335.69
Temperature - 2m [K] 277.45 281.95 277.64 282.32 2.21 2.06 1.94 3.64
Total precipitation [mm] 0.42 2.35 0.92 1.20 1.19 3.82 2.11 2.15
Wind direction [°] -48.73 -32.45 -51.94 -7.52 25.84 55.36 27.21 52.37
Wind speed [m/s] 1.06 1.03 1.04 0.95 0.53 0.50 0.57 0.55
Total Load [MWh] 37.60 33.87 37.05 27.86 4.20 4.98 4.04 3.13
Retail and recreation [%] - - -23.00 -85.98 - - 22.08 6.19
Grocery and pharmacy [%] - - -2.82 -50.23 - - 11.85 15.82
Parks [%] - - 1.96 -77.31 - - 32.62 10.52
Transit stations [%] - - -30.21 -82.94 - - 25.26 4.04
Workplaces [%] - - -18.32 -67.63 - - 16.04 7.79
Residential [%] - - 8.79 31.77 - - 8.58 5.72
Driving [%] - - -8.93 -80.25 - - 33.33 5.08
Change in movement [%] - - -27.09 -66.04 - - 13.73 7.82

Table 4.1 – Main descriptive statistics of the data items divided by time groups.

Appendix

Overview of the data sets

In this chapter we relied on data of nitrogen dioxide (NO2 concentrations) from
Copernicus Sentinel-5P satellite from the 1st of January 2019 to the 1st of June
2020 (TROPOMI Level 2 Nitrogen Dioxide total column products. Version 01.
European Space Agency [319] ). In particular, we referred to high-resolution daily
concentrations of the tropospheric NO2 over Lombardia region. Data of meteoro-
logical conditions are retrieved from the Copernicus Climate Change Service [320]
(ERA5-Land reanalysis dataset) and consist of hourly data of 6 variables – i.e sur-
face pressure, surface net solar radiation, temperature, total precipitation, wind
direction and wind speed – over the Lombardia region. These data were averaged
daily. Google mobility data [306] are provided in terms of daily length of stay at
different places – e.g. residence, grocery, parks, etc. – aggregated at regional level.
Apple data [307] are provided in terms of variation in the volume of driving direc-
tions requests while Facebook data [308] in terms of positive or negative change
in movement relative to baseline (February 2020). As for NO2, we considered the
case of the Lombardia region covering collectively the time period from 13th of
January to the 27th of July 2020. All these mobility data are available only for
the year 2020. For what concern energy load, we considered data of Northern
Italy for the period from 1st of January 2019 to the 27th of July 2020 from the
Italian transmission system operator Terna [321]. "Northern Italy" is the smallest
available space aggregation which includes Lombardia; since Lombardia has the
highest energy demand in this area, Northern Italy data are deemed appropriate
for our purposes. In table 4.1 are reported the main descriptive statistics of all the
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variables.

Statistical and Causal Analysis

To rigorously assess the differences in the time series of the considered variables, we
tested the differences in mean between each time group with t-tests and surrogate
data tests. In addition, we evaluated the differences in the variances between the
groups with Fligner-Killeen test, that is a non-parametric test for homogeneity of
group variances based on ranks, robust against non-normal data [312].

The magnitude of the differences observed in the time series are evaluated
through two effect-size measures: the Cliff-δ [314] and the C.L.E.S. (Common
Language Effect Size) [315]. The Cliff-δ is computed by enumerating the number
of occurrences of an observation from one group e.g. xi1 having a higher response
value than an observation from the second group (e.g. observation xj2), and the
number of occurrences of the reverse:

δ =

∑n1

i=1

∑n2

j=1 sgn (xi1 − xj2)

n1 × n2

(4.3)

where

sgnx :=


−1 if x < 0,
0 if x = 0
1 if x > 0

(4.4)

the indices 1 and 2 refer to the two groups under consideration (as defined pre-
viously in this section) and the two time series xi1 and xj2 are of size n1 and n2

respectively. This statistic measures the tendency of each xi1 in group 1 to be
higher than each xj2, in group 2, and it is not dependent on any assumptions
whatsoever. The values of the statistic can run from −1.0 (nonoverlapping dis-
tributions with smaller xi1) to 1.0 (nonoverlapping with smaller xj2). Similarly,
the C.L.E.S. is defined as the probability that a randomly selected individual from
one group have a higher score on a variable than a randomly selected individual
from another group. This measure has the advantage of being simply interpreted
as the probability of a value from one time series to be higher than a value in the
other [315]. We computed this measure numerically with a brute-force approach,
by random sampling repeatedly the values from the time series of the two years
and computing the frequency with which the values of the first series were higher
than the ones in the other.

Afterwards, to obtain a statistical indication of the possible causal relations be-
tween the 16 variables, we build the partial correlation matrix. The reconstruction
of network structures using correlation measures is a very well-known technique
in network science (see e.g. [239, 235, 12]). The partial correlation measures the
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strength and the direction of the (rank) dependence of two variables from a set of
random variables when the influence of the remaining variables is removed. More
precisely, we computed the partial correlation coefficient for each pair of variables
X and Y with the effects of the remaining variables Z removed. This can be done
by performing two separate linear regressions on the variables X and Y using the
vector Z as a regressor:

w∗x = arg minw

{∑N
i=1 (xi − 〈w, zi〉)2

}
w∗y = arg minw

{∑N
i=1 (yi − 〈w, zi〉)2

} (4.5)

where w is the vector of the regression coefficient and w∗ is its optimal OLS
estimation. After calculating the residuals ex,i and ey,i for the two variables as

ex,i = xi − 〈w∗x, zi〉
ey,i = yi −

〈
w∗y, zi

〉 (4.6)

the partial correlation coefficient is computed as the Pearson correlation between
the residuals:

rXY |Z =
N
∑N

i=1 ex,iey,i√
N
∑N

i=1 e
2
x,i

√
N
∑N

i=1 e
2
y,i

(4.7)

Subsequently, we tested the significance of the obtained partial correlation values
comparing them to the results from a surrogate analysis, consisting in the estima-
tion of the partial correlations using numerous reshuffled (not correlated) versions
of the original time series [322]. Therefore, only the statistically significant rela-
tions were considered in the reconstructed network.

We further investigated the structural features of the system, studying the
network of causal dependence of the variables through the “predictive causality"
measure by C. Granger. The Granger causality is a tool of increasing interest in
the study of the structural features of complex systems [181, 323, 324, 325, 326].
It is defined as a causality test between two time series X and Y , which detect
the ability of one variable to predict the other. In other words, it says that if the
information about the trajectory of Y improve the prediction of the trajectory of
X, then Y causes X. Specifically, an autoregressive model is estimated for the
variables X and Y in the form(

Xt

Yt

)
=

n∑
i=1

(
Aixx Aixy
Aiyx Aiyy

)(
Xt−i
Yt−i

)
+

(
εx,t
εy,t

)
(4.8)

where i is the lag, and the coefficientAi of the model are optimized (max-likelihood).
Then, if Aixy 6= 0 ∀i then it can be concluded that Y «Granger causes» X. To
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obtain a statistically significant conclusion, a Wald test [327] is performed which
evaluates the null hypothesis H0 : Aixy = 0. It is to be noted that, since in gen-
eral Axy 6= Ayx, also the direction of the causal relation can be assigned, allowing
to distinguish the situation in which Y «Granger causes» X from X «Granger
causes» Y ; consequently, the network will be directed as well. Since the Granger
test relies on an autoregressive model, the time series should be stationary. In our
case, the observed time series are not stationary – according to the Augmented
Dickey–Fuller test. Therefore, we differentiated the data obtaining a set of time
series that passed the unit root test.

Finally, to assess the impact of the lockdown on the pollutant concentration
we employed a Bayesian modeling technique for casual inference which uses a
structural time-series model to predict what would have been the system evolution
after an intervention, if the intervention had never occurred [165]. Structural time-
series models are state-space models for time-series data. They can be generally
defined as follows:

yt = ZT
t αt + εt (4.9)

αt+1 = Ttαt +Rtηt (4.10)

where εt ∼ N (0, σ2
t ) and ηt ∼ N (0, Qt) are independent of all other unknowns.

Equation (4.9) serves as a link between the observed data yt and the latent state
vector αt which is a d-dimensional vector. In eq. (4.10) is described the evolution
of the latent state αt. The term Zt is a d-dimensional output vector, Tt is a
d × d transition matrix, Rt is a d × q control matrix, εt is a scalar observation
error with noise variance σt, and ηt is a q-dimensional system error with a q × q
state-diffusion matrix Qt where q ≤ d. In our case the observation term yt is the
vector of observation of NO2. The general structure of eq. (4.9) and eq. (4.10)
can be adapted to describe different behaviours of the latent state, including local
trends, seasonality and the influence of covariates xt (for more details on the model
structure see e.g. [165, 164]). The covariates, which are important actors for the
aim of our analysis, can be included in the model considering a static regression
by setting Zt = β1xt and αt = 1, or by dynamical regression

xT
t βt =

J∑
j=1

xj,tβj,t (4.11)

βj,t+1 = βj,t + ηβ,j,t (4.12)

where j = 1, . . . , J, are the index for each covariate, ηβ,j,t ∼ N
(

0, σ2
βj

)
, βj,t is

the coefficient for the j-th control series and σβj is the standard deviation of its
associated random walk. This regression component can be turned into the same
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structure as eq. (4.9) and eq. (4.10) by setting Zt = xt and αt = βt and by setting
the corresponding part of the transition matrix to Tt = IJ×J , withQt = diag

(
σ2
βj

)
.

In our case, we used the static regression in order to prevent overfitting [328].
The parameter estimation as well as the model simulation are conducted in a

Bayesian framework, so that empirical priors can be incorporated on the model
parameters [165]. Let θ generically denote the set of all model parameters and
let α = (α1, . . . , αm) denote the full state sequence. A prior distribution p(θ) on
the model parameters as well as a distribution p (α0 | θ) on the initial state values
are needed to define the model. The parameters of the model in eq. (4.9) and
eq. (4.10) are the set of variances, for which a commonly used prior distribution is
the Gamma distribution G(a, b) with expectation a/b:

1

σ2
∼ G

(v
2
,
s

2

)
. (4.13)

The hyperparameters can be interpreted as a prior sum of squares s, so that s/v is
a prior estimate of σ2, and v is the weight, in units of prior sample size, assigned
to the prior estimate. The values of α and θ can be sampled from p(α, θ | y) using
Markov Chain Monte Carlo, subsequently the counterfactual time series ỹn+1:m

are sampled from the predictive posterior distribution p (ỹn+1:m | y1:n) (see [165]
for more details on the model estimation).

For this method to work correctly, the covariates themselves must not be af-
fected by the intervention and the relationship between covariates and treated time
series, as established during the pre-intervention, must remains stable through-
out the post-intervention period. Specifically, this means that the meteorologi-
cal/seasonal variables used as covariates are considered to be not affected by the
lockdown intervention, which seems a reasonable assumption. Given this assump-
tion and considering that the relation between meteorological conditions and NO2

concentration remain stable after the lockdown, a significant deviation from the
counterfactual NO2 concentration would indicate the causal impact of the inter-
vention. This means that the lockdown would be considered as the event causing
the drop in air pollution through activity restrictions. On the contrary, if the main
drivers of the NO2 concentration were the meteorological/seasonal conditions (and
not human activity), we would expect the data to follow the counterfactual pre-
diction in the post-treatment period. In that case, no significant causal impact of
the intervention would be found.

Thanks to this approach we stated the impact of the reduced human mobil-
ity and energy consumption due to the lockdown, considered as the attributable
intervention on NO2 concentrations.

Statistical tests results
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Test p-values Effect Size
Groups t-test Fligner test Cliff δ C.L.E.S.
Groups 1.1-2.1 0.53 0.28 0.01 0.51
Groups 1.1-1.2 5.80 · 10−6 1.38 · 10−4 0.60 0.80
Groups 1.1-2.2 < 10−8 1.40 · 10−6 0.82 0.91
Groups 1.2-2.1 0.99 2.43 · 10−5 -0.56 0.22
Groups 2.1-2.2 < 10−8 < 10−8 0.79 0.89
Groups 1.2-2.2 7.39 · 10−4 3.51 · 10−7 0.72 0.81

Table 4.2 – Complete results of statistical tests and effect size (related to the t-test) comparing
different groups for the variable NO2.

Wilcoxon test p-values
Variables Group 1.1-2.1 Group 1.1-1.2 Group 1.1-2.2 Group 1.2-2.1 Group 2.1-2.2 Group 1.2-2.2
Surface pressure 0.022 0.001 0.066 0.478 0.422 0.032
Surface solar rad. 0.061 < 10−8 < 10−8 < 10−8 < 10−8 0.354
Temperature -2m 0.964 < 10−8 < 10−8 < 10−8 < 10−8 0.184
Total precipitation 0.004 2.32 · 10−5 0.022 0.030 0.789 0.046
Wind direction 0.659 0.147 9.6 · 10−6 0.106 4.20 · 10−6 0.015
Wind speed 0.359 0.945 0.720 0.825 0.366 0.252

Table 4.3 – Complete results of statistical tests comparing average values of the meteorological
variables in different periods. It is to be noted that during the pre-lockdown periods (1.1-2.1)
only the precipitations were significantly different (α = 0.01), while during the lockdown periods
(1.2-2.2) all the meteorological conditions were not significantly different.
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(b) Granger test p-values
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Figure 4.4 – Connectivity matrices (p-values) – Results of partial correlation and Granger
tests. The color of the entries indicates the p-value estimates. Black crosses are placed where the
null hypothesis (no relation between variable) is rejected. The significant relations are depicted
in the networks of fig. 4.3a) and b).
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Chapter 5

The causes: human displacement
caused by environmental disasters

In brief
We present an analysis of a dataset of human mobility kindly provided by
Facebook in 2019. The data are about the variation in mobility fluxes due to
various environmental disasters. Here we analyse two case studies, regarding
tropical cyclones that afflicted Southern USA and Philippines in 2020. We
show the change in mobility due to the disaster, and we estimate a gravity
model using ridge regression. Our results about the significant predictors
of mobility flows are in accordance with scientific literature. Moreover, the
recently introduced Social Connectedness Index proves to be associated with
higher mobility flows.

5.1 Introduction

Unfortunately, we are a species with
schizoid tendencies, and like an old
lady who has to share her house with
a growing and destructive group of
teenagers, Gaia grows angry, and if
they do not mend their ways she will
evict them.

The Revenge of Gaia, James Lovelock

The relation between environmental changes and human mobility is currently
a central topic in various research fields. Many factors are involved in determining

85



5. The causes: human displacement caused by environmental disasters

mobility patterns, as we sketched in chapter 1. Environmental change can be a
major cause of migration and people displacements, and the lack of data has played
against the understanding of this phenomenon. This is particularly problematic
when people are displaced by catastrophic environmental events. The traditional
empirical data collection, such as census data, local surveys, tax revenue data, are
often unable to trace mobility in this situations. Nevertheless, understanding and
predicting mobility fluxes before, during and after disasters is key to organize and
activate effective humanitarian operations and to support long-term planing for
reconstruction and adaptation. In this regard, Facebook have recently released
the “Disaster Maps” dataset, with the express purpose of “helping organizations
address the critical gap in information they often face when responding to nat-
ural disasterss” [329]. This dataset contains geolocated mobility fluxes between
locations during disastrous environmental events [330]. Unfortunately, at the time
when the following analysis was conducted, the dataset was still incomplete, and
a comprehensive analysis had to be deferred.

In this concise chapter we present a preliminary analysis of the Facebook Disas-
ter Maps for a couple of case studies, that reveal some elements of the relationship
between environmental system and mobility patterns. In the previous chapter, we
showed how the environmental system responds to large-scale variations of human
mobility, conversely, here we deal with the response of human mobility system to
an abrupt environmental change. The focus is on shot-term and regional mobility
variation following ,

5.2 Data and pre-processing

For our analysis we combined the Facebook Disaster Maps dataset [330] and hurri-
canes trajectories from the “International Best Track Archive for Climate Steward-
ship” (IBTrACS) dataset from the NOAA [331, 332]. The Disaster Maps consist
of geolocated information about where individuals are located, how they are mov-
ing, and where they are checking in safe during a natural disaster [329]. The
data are de-identified and spatially aggregated to a 360’000m2 tile or local ad-
ministrative boundaries. The movements are measured during a baseline period
(bilateral movements averaged across the three weeks prior to the disaster) as well
as during the event, in order to determine the percentage change in mobility flows
caused by the event. Besides the flows, the population at the locations of origin
and destination are also given. The IBTrACS data merges tropical cyclone storm
track datasets from agencies around the world to create a global database. The
information include the geographical coordinates of the cyclones, their Maximum
Sustained Wind (MSW) speed, the atmospheric pressure and other meteorological
variables. To control for the socio-economical drivers of mobility, we employed
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3. Results and Methods

Figure 5.1 – Disaster Map – Changes in human mobility before (left), during (center) and
after (right) the passage of the hurricane Laura in Southern USA in 2020. Each point corresponds
to a measurement unit of the Disaster Map and its color encode the percentage change in human
mobility with respect to the baseline. The red triangle represents the eye of the storm.

the spatially distributed GDP (PPP) and the Human Development Index (HDI)
from [333]. These data are gridded over the whole world at 5 arc-min resolution
for the 25-year period of 1990–2015. The total GDP (PPP) is also provided with
30 arc-sec resolution for three time steps (1990, 2000, 2015). We used the data
for the year 2015. In addition, we used the Social Connectedness Index (SCI)
by Facebook [334, 335], recently proposed as a measure of the social relations of
individuals from different areas.

The data have been initially processed using a GIS software, to define the
attributes of the areas matching the locations of origin and destination of the
Disaster Maps. For each site we got the related population, GDP (PPP), HDI and
orthogonal geodesic distance from the trajectory of the cyclone. For each pair of
locations we have also the SCI and we computed the relative distance.

5.3 Results and Methods

Figure 5.1 presents an example of the changes in mobility fluxes at three time
steps in the course of the hurricane Laura in Alabama and neighbouring states, in
2020. The figure shows an increase in movements at the passage of the hurricane
in the areas around the center of the storm, while they are strongly reduced closer
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Figure 5.2 – Mobility network of displaced people after typhoon Goni – The nodes
of the network on the map represent the locations of origin and destination, the edges are the
flows of people, aggregated over the two weeks after the landfall of the typhoon. The trajectory
of the typhoon goes from left to right and is colored according to the MSW speed.

to the landing zone and on the trajectory of the hurricane eye, continuing to
decline also after the passage. Rapid-onset disasters of this kind have usually little
impact on large-scale human movement, that are mostly limited to temporary and
short-range movement or immobility [80].

A similar example comes from Philippines, during the passage of the Goni
typhoon, one of the strongest tropical cyclone in world history, a Category-5 Saf-
fir–Simpson scale typhoon. This event caused the death of at least 20 people and
displaced 400,000 people in Bicol region, when it made landfall over the Philippines
on November 1st 2020. The trajectory of the typhoon and the mobility network is
represented in fig. 5.2. The typhoon passed south-west of Manila, the capital city
of Philippines and the main source of mobility. While wealthier communities like
Manila, have better access to evacuation centers and to resources to rebuild, in
many rural communities, housing conditions is often poor, and loss of housing led
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3. Results and Methods

to increased overcrowding in shared and communal shelters, increasing the risk of
COVID-19 transmission [336].

Using the data described in the previous section, we conducted a preliminary
analysis by estimating a gravity model (described in details in section 2.1), using
the following predictors:

• Population at locations of origin and destination

• Gross Domestic Product based on Purchasing Power Parity (GDP-PPP)
at both location of origin and destination;

• Orthogonal geodesic distance from the trajectory of the typhoon to each
location of origin and destination;

• Human Development Index (HDI) is a summary measure of average
achievement in key dimensions of human development, at origin and desti-
nation;

• Social Connectedness Index (SCI), measures the strength of connect-
edness between two geographic areas as represented by Facebook friendship
ties;

• Distance between location of origin and destination.

These input variables have been standardized before estimating the model pa-
rameters. In fig. 5.3a are reported the distributions of the regression coefficients,
where the significance of the predictors can be assessed visually: if the light-blue
colored part of the distributions crosses the 0 axes, the coefficient is not signifi-
cant at significance level α = 0.05. In compliance with other similar studies (see
e.g. [121, 337]), and with the economic theories of migration, the main drivers of
mobility prove to be the populations at both locations of origin and destination,
the GDP and the distance between locations. Also the HDI at destination is a
good predictor of the flows, as well as the Facebook Social Connectedness Index.
The distance of the origin from the typhoon is (slightly) negatively correlated with
mobility fluxes, and the distance of the destination is not significant.

Since we have many independent variables, some of whom may be collinear
(e.g. HDI and GDP are highly correlated), we also performed a ridge regression
using the same model structure of the gravity model. The ridge regression is a
regularization method that shrinks the values of the estimated coefficients towards
zero and allow to decrease the variance, by modifying the usual cost function used
in OLS [338]. In particular, the cost function becomes

M∑
i=1

(yi − ŷi)2 =
M∑
i=1

(
yi −

p∑
j=0

wj × xij
)2

+ λ

p∑
j=0

w2
j (5.1)
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Figure 5.3 – Gravity model for mobility fluxes after typhoon Goni.
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were the last terms represents an additional penalty equivalent to square of the
magnitude of the coefficients. Minimizing the cost function in eq. (5.1) is equivalent
to solve a constrained optimization problem with the Lagrange multiplier equal to
the λ term, that serves as a tuning parameter to control the relative impact of the
residual sum of squares and the constraint on the regression coefficient estimates.
The optimal value of lambda (λerr) is achieved by minimizing the cross-validation
error varying λ. In fig. 5.3b are reported the results of this procedure. It can
be seen that the optimal value of λ is fairly small, indicating that the optimal fit
only involves a small amount of shrinkage relative to the non-regularized model.
Nevertheless, the influence of the HDI is highly reduced, and results to be less
than the one of population and SCI. Even with a stronger regularization (e.g.
using λσ as defined in fig. 5.3b), the two terms remain comparable to the ones
of population. The coefficient related to the node-node distance (dark-blue line
in the figure) remains firmly below −0.5, as in the standard gravity model. The
coefficients for the GDP remain as well similar to the ones estimated with the non-
regularized estimation. Finally, it is to be noticed that the association between
the mobility flows and the distance of the origin from the typhoon trajectory is
significant, but its relative importance seems to be low.

5.4 Conclusions

The two case studies illustrate the effects of two disastrous environmental events on
human mobility patterns. The passage of a tropical cyclone has a tremendous im-
pact on human activities, and causes people to search shelter and consequently halt
mobility in the period around the event. Although these rapid-onset environmen-
tal changes usually do not lead to long-lasting displacement and immobility, the
Disaster Maps show significant variations in mobility. On a longer time interval,
according to the gravity model, the population, the HDI and the distance between
locations have a significant association with the migration flows, in agreement with
the literature (see chapter 1). Also the social connectedness index may play a role;
it is known from other studies that people tend to move preferably to locations in
which they had significant social bonds, even in hazardous situations [63].

In both the estimation methods illustrated above for the case of Philippines,
the effect of the distance from the typhoon seems to be weaker than expected; this
may be due to different facts: first, the data used here refer to two weeks after
the events, and no other data are available for previous periods, closer to the date
of the landfall of the typhoon Goni. Thus, we can speculate that higher mobility
fluxes could have happened just before the event, or few days after. Second, of the
400’000 people displaced by the typhoon, almost 350’000 of them found a shelter
in evacuation centers inside the same city or region [339, 336], while the resolution
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5. The causes: human displacement caused by environmental disasters

of the dataset is too coarse to detect such fluxes.
The gravity model is useful to get an overall understanding of the mobility sys-

tem, but further analysis are needed to obtain reliable quantitative results about
the drivers of mobility. On the other hand, the Disaster Maps dataset may be of
tremendous help to explore a wide range of conditions to validate further theoret-
ical frameworks. This dataset may be used in future research to find a universal
characterization of the routes of mobility in terms of network pattern and flows
during calamitous events.
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Chapter 6

The causes: Features-enriched
Radiation Model

In brief
In this chapter we present our Features-Enriched Radiation Model, a gener-
alization of the Radiation Model for human mobility. The Features-Enriched
Radiation Model (FERM) is a flexible mathematical model that can be ap-
plied when, besides the population, other exogenous information can be used
to model the attractiveness of geographical locations. This information is
encoded in the features of the locations and acts as a cause of large-scale
human movements. Our model is based on the same physical process of the
original Radiation Model, but the stochastic process is generalized in order
for the features to be included as external drivers. The features can change
the mobility patterns by changing the bilateral flows, while the global influ-
ence of the surrounding locations is still governed by an emission/absorption
process. In the following, we demonstrate the equivalence between our model
and the original Radiation Model when the locations are considered indis-
tinguishable. We illustrate the behaviour of the FERM using “synthetic
worlds” mathematically generated and by feeding the model with real-world
features derived from the human climate niche of Italy and United States of
America. The mobility patterns generated by the FERM reflect the spatial
distribution of location features.
This work was presented as a contributed talk at the Conference on Complex
Systems - CCS2021, and it is going to be submitted to a scientific journal.
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6.1 Introduction

The least movement is of importance
to all nature. The entire ocean is
affected by a pebble.

Pensées - Blaise Pascal

Throughout history, billions of people around the world have moved seeking
opportunities for better living conditions. Nowadays, large-scale human mobility
and migration are increasingly influenced by the broader global transformations in
economy, society and environment. In turn, massive human movements have an
impact on the locations of origin and destination. Understanding the rules govern-
ing human movements may have important implications in many research fields,
such as urban planning [340, 341, 342], socio-economy [3, 343], epidemic spread-
ing [344, 345, 8, 346], human rights [347, 348, 349] and geopolitics [350, 351, 352]
at regional and international levels. A major problem in the conceptualization of
a human mobility model is to identify the causal relation between a large set of
variables which influence the travellers/migrants decisions. The socio-economical,
political and environmental conditions act as exogenous drivers on individual de-
cisions [10], leading to the emergence of complex mobility patterns. One of the
first attempts to give a formal definition of the forces driving migration is due
to Ravenstein in 1885 and 1889 [53, 54]. As already explained in chapter 2, the
author gave some general “laws of migration” based on social and economical prin-
ciples. Some of the Ravenstein laws found a mathematical expression in the law of
universal gravitation, in which population and economic indices work in the place
of masses. A seminal work by Schneider in 1959 [139], started the long tradition
of the gravity model for human migration and trade [117, 353, 354]. In the grav-
ity model, migration fluxes are proportional to the population at the origin and
destination, and inversely proportional to the distance between them. More re-
cently, the Radiation Model (RM) has been proposed as another physically based
mathematical model for human mobility [19]. This model relies on first principles
and it is adherent to known findings in sociological theories of migration such as
the effect of distance [355] and the intervening opportunities [137] (see chapter 2
for details). The spatial locations are modelled as sources emitting particles that
have a certain probability to be absorbed by the surrounding locations. The prob-
ability of absorption depends only on the spatial distribution of the population,
which is the only input required. Consequently, the model considers the popula-
tion at origin and destination as the unique forcing driver of mobility, but no other
exogenous information is considered explicitly. Therefore, a change in the exter-
nal conditions that does not modify the population distribution would not affect
the mobility fluxes. For this reason, the model cannot take into account changes
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in the location-specific features (e.g. environmental conditions, restrictions, etc.)
potentially crucial to predict modifications in mobility patterns. Recently, some
generalization of the Radiation Model have been proposed: Simini et al. [356]
derived a new form of the RM (Radiation Model with selection) in continuous
space which also generalize the intervening opportunities model; Kang et al. [357]
proposed a generalized version that corrects the model for spatial scales using a
scaling exponent, and adding system constraints including searching direction and
trip OD constraint; more recently, Alis et al. [358] substituted the population with
an urbanization index that is a function of local features, whose parameters are
estimated using machine learning techniques.

In our work, we present a Feature-Enriched version of the Radiation Model
(FERM) which considers explicitly the exogenous drivers that cause the emergence
of mobility patterns. Our model, while maintaining the same physical process of
the original model, is able to redirect the mobility fluxes according to the attrac-
tiveness assigned to each location. The physical emission/absorption process of
the original model remains unchanged, while the stochastic process that generate
the network structure is modified in a way that the probability of absorption of
the particles reflects the attractiveness expressed by the features of the locations.
Therefore, the model is a mathematically grounded alternative to the original Ra-
diation Model and its current generalizations, when location features are deemed
important for the prediction of mobility fluxes. In this chapter, we describe the
mathematical formulation of the FERM and the numerical method for the compu-
tation of the mobility network structure. The behaviour of the model is exemplified
using synthetic spatial collections of locations that exhibit a self-similar distribu-
tion. Subsequently, we describe in details the behaviour of the FERM through a
couple of case studies: Italy and United States. We derive the mobility flows be-
tween Italian regions and between the states of the USA, when the features of the
locations are the possible future climatic conditions given by climate scenarios at
2070. The parameters used in the following scenario analysis are not optimized to
fit input data, but rather, are fixed in such a way to reproduce mobility patterns re-
flecting the real-world spatial distribution of location features. We will prove that,
assuming an optimal parametrization, the Features-Enriched Radiation Model can
predict the mobility flows by exploiting exogenous information that a simple RM
cannot handle.

6.2 The Radiation Model

In chapter 2 we gave a brief introduction of the Radiation Model. In this section,
we will explore the mathematical model in depth, and we will highlight the issues
that led us to our generalization. The Radiation Model is a relatively new model
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used to describe commuting and migration fluxes that requires as input only in-
formation about the population distribution in different locations [19]. Therefore,
the push and pull factors of migration – described in section 1.2 – are encoded in
the population that is a proxy for all other possible factors. This assumption is
well suited for some socio-economic variables, such as the number of job opportu-
nities, but may not be appropriate to describe the influence of cultural, political,
geographical and environmental conditions, among others [358]. These exogenous
variables are not considered explicitly as driving forces for human movements; our
purpose instead, is to generalize and enrich the mathematical structure of the RM
in order to improve its predictive power allowing the external conditions to be
taken into account.

The formal definition of the RM follows the analogy with the radiation emission
and absorption processes studied in physical sciences. Each location in space is
considered as a source of radiation emitting identical and independent particles.
The process is summarized as follows:

1. The location i emits a particle Q associated with an absorption threshold zQi ,
which encodes the tendency of the particle to be absorbed. The larger the
threshold, the less the probability to be absorbed. This

2. The location j, has a certain probability to absorb the particle Q coming
from i: the absorption is more likely the greater the absorbance zQj .

3. The particleQ is absorbed by the closest location whose absorbance is greater
than its absorption threshold.

4. The process is repeated many times (many particles for each location) to
obtain the fluxes between all the locations.

Both the absorption threshold zQi and the absorbance zQj are defined as the max-
imum number obtained after respectively mi and nj random extractions from a
single probability distribution1 F (z) fixed a priori and assumed to be the same
for all the locations. The probability density function dF (z)

dz
= p(z) is called

benefit distribution and represents the quality of the opportunities in the different
locations for the travelers [354]. In the original model, the terms mi and nj are
the population in the locations i and j respectively [19]. Therefore, to larger pop-
ulations correspond larger sample size which in turn gives higher values of zQ on
average.

Assuming that F (z) does not varies between locations, the probability of one
emission/absorption event between any two locations can be derived analytically.

1In the following we will denote with F (·) the cumulative distribution function (CDF))
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Specifically, the probability P (1|mi, nj, sij) that a particle Q emitted from loca-
tion i with population mi is absorbed in location j with population nj, with sij
representing the total population in all locations between i and j, is given by

P (1 | mi, nj, sij) =∫ ∞
0

miF (z)mi−1dF (z)

dz
F (z)sij [1− F (z)]njdz =

minj
(mi + sij) (mi + nj + sij)

.

(6.1)

where the term miF (z)mi−1 dF (z)
dz

is the probability density function of the maxi-
mum inmi extractions from the benefit distribution, which gives the probability of
obtaining the value z of the absorption threshold in location i. The term F (z)sij is
the distribution function of the maximum value in sij extractions, and represents
the probability that the values extracted for the locations between i and j are
always less than the value z. Finally, the term [1−F (z)]nj is the probability that
the maximum over nj extractions is greater than z, i.e. the probability that the
absorbance in location j of the particle Q is greater than its absorption threshold.
Equation (6.1) is the mathematical formalization of the procedure listed above.

In this setting, eq. (6.1) depends only on the population mi and nj in loca-
tions i and j and on the population sij between them, since the particular shape
of the distribution F (z) is removed by integrating over all z. Consequently, the
probability F (1 | mi, nj, sij) is independent of the distribution F (z), making the
model parameter-free. Therefore, on the one hand this model is particularly simple
to use and does not require any information about previous mobility flows. The
only information needed is the population in each location. On the other hand,
the model cannot explicitly include other relevant factors which may influence the
mobility fluxes (e.g. economic and environmental conditions, social and political
restrictions). Although the population may encode some information about exter-
nal drivers of migration, there is no possibility to disentangle the influence of the
different factors. In fact, since all the locations are characterized by the same ben-
efit distribution p(z) from which the values zQi and zQj are derived, the differences
in the fluxes depend only on the differences in the population and in the positions
of i and j relatively to the surrounding locations.

6.3 The Feature-enriched Radiation Model

In order to allow external drivers to be included in the model, we propose to enrich
the Radiation Model, acting directly on the benefit distribution p(z) so that it can
be reshaped according to the specific features of the locations (see fig. 6.1). In this
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Figure 6.1 – Opportunity distribution sampling in RM and FERM – The Feature-
Enriched Radiation Model acts on the benefit distributions, represented here with bell-shaped
curves. The maximum of the samples from origin and destination benefit distributions determines
the absorption threshold and absorbance (blue and orange asterisks respectively). In the case of
the Radiation Model (a), the benefit distribution is unique for all the nodes without distinction
between origin from destination. Instead, the FERM (b) can discern more or less attractive
nodes, leaving the population unchanged. The benefit distributions for the origin and for the
destination can be parametrized to reflect the attractiveness of the locations. The parameters (θ
in the figure) are appropriate functions of the exogenous features at each vertex. For instance, a
more attractive destination will have higher absorbance (orange asterisk) with higher probability,
attracting higher fluxes with respect to the case on the left.

way, we are providing a mathematically-grounded alternative to other methods and
generalization based on empirical models and machine learning techniques [358,
359]. In general terms, we need to increase the probability of drawing higher value
of z from locations with advantageous external conditions (e.g. higher income,
favorable climatic conditions). By adapting the benefit distributions, the physical
process which routes the travelers remains the same, whereas the migration flows
are redistributed balancing the influence of populations and the specific features
of the locations.

In our model, the benefit distribution p(z), and consequently the related F (z),
become dependent on the features of the locations of origin and destination. There-
fore, the random samples for the computation of the absorbance and absorption
threshold are drawn from two distinct distributions: F (xo|θo) for the origin and
F (yd|θd) for the destination, where θo and θd are the parameter vectors charac-
terizing the two distributions. The size of the two samples remains equal to the
population at the locations of origin and destination, and the absorption threshold
and absorbance are again the maximum of the two samples. Their values are now
dependent on the features of the locations of origin and destination respectively.
In general, the features of an attractive location act on the parameters determining
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absorption threshold and absorbance able to increase (ore decrease) the resulting
probability of a flow. The probability of emission/absorption P (1|mi, nj, sij, θo, θd)
between two locations i and j thus becomes:

P (1 | mi, nj, Lij, θi, θj) =

∫ ∞
0

∫ ∞
0

miFX (xi | θi)mi−1 FX (xi | θi)
dxi

·

njFY (yj | θj)nj−1 FY (yj | θj)
dyj

·∏
k∈Lij

[1− FU (uik)] · FU (uij) dxidyj

(6.2)

where Xi and Yj are the fitness variables at origin and destination respectively,
Lij is the set of the indices of the locations in the circle of radius rij centered in i
of length i→ j. More precisely, given the set of indices of all locations V we have
that Lij = {k ⊂ V | rik < rij ∀k}. The variable U is the difference between the
fitnesses: Uij = Xi−Yj, and is used to compute the probability of having the max-
imum value of X less than the maximum value of Y , since the probability of this
event can be defined as P (X̄ < Ȳ ) = P (X̄−Ȳ < 0) = F (U), where the the overline
indicate the maximum of the variable. The first term miFX (xi | θi)mi−1 FX(xi|θi)

dxi
is

analogous to the first term in eq. (6.1) and represents the probability density func-
tion of the maximum in mi extractions from FX(xi), which gives the probability
of obtaining the value x̄i of the absorption threshold at the origin location i. The
second term is the analogous for location of destination j. Given the independence
of the two processes, the product of these two terms gives the joint probability for
X̄ = x̄i and Ȳ = ȳj. The product term

∏
k∈Lij [1− FU (uik)] is the probability

that the values Ȳ of the locations between i and j are always less than the value
X̄ extracted in i. In other words, is the probability P (x̄i > ȳk) = 1 − FU(uik)
extended to all k ∈ Lij. The last term, FU (uij) is the probability that x̄i < ȳj,
i.e. the probability that the absorption threshold in location j is greater than the
absorbance in j.

The integral in eq. (6.2) has no simple analytical solution as in the original
model. However, it is possible to compute it numerically by sampling from the
distributions, to obtain an approximation of the probability of a travel between
i and j P (1|mi, nj, sij, θo, θd). Once the distributions FX(xi | θi) and FY (y | θj)
are fixed, it is possible to sample mi and nj values and taking the maximum to
obtain the absorbance and absorption threshold, and then compute the products
in the integral. This procedure must be done several times in order to have a
reliable approximation and is computationally expensive. Instead, we approach
the problem in a more efficient way, by sampling a single value directly from
the distribution of the maximum (DM) (or largest order statistic distribution) of
the random variables X and Y . The DM can be derived analytically once the
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FX(xi | θi) and FY (y | θj) distributions are known, but in general it has a complex
analytical form, which requires a sophisticated sampling algorithm. We choose
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Figure 6.2 – Synthetic spatial distribution of locations – The coordinates of each location
are generated using the Soneira-Peebles model. The color of the circles encode the population
at each site.

the Adaptive Rejection Metropolis Sampling algorithm [360] to sample repeatedly
from the distribution of the maximum. Subsequently, having the sampled values
of the absorbance and absorption threshold, the product on the right hand side
of eq. (6.2) reduces to a comparison between the two values. If the absorbance is
higher than the absorption threshold, the particle Q with absorption threshold xi
will travel towards location j. Repeating this process gives the relative frequency
of the travels between each pair of locations.

The actual sampled values depend on both the shape and parametrization of
the benefit distribution. The more the distribution is shifted to the right, the more
likely the values will be higher, reflecting the higher attractiveness of the location.
In addition, flatter distributions would produce more homogeneous OD matrices,
whereas picked distributions would force the flows only towards the nearest most
attractive location. Given these essential properties, a natural choice for the benefit
distribution is the Gaussian distribution, which is indeed the maximum-entropy
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3. The Feature-enriched Radiation Model

distribution with constrained mean and variance. The optimal estimation of the
model parameters remains still non-trivial, requiring further efforts. In section 6.5
we provide some valid options to tackle this issue. Instead, the results of the next
section 6.4 are obtained by considering a set parameters that explore different
scenarios.

If the parameters are the same for all locations (i.e. θi = θj ∀i, j) the model
in eq. (6.2) is equivalent to the standard Radiation Model in eq. (6.1). Fig-
ure 6.2 shows a realistic spatial distribution of 100 locations characterised by their
population. To set the position of the nodes, we implemented a mathematical
model originally designed to describe the fractal distribution of matter in the uni-
verse [361] (see the Appendix at the end of this chapter for more details). Each
location is assigned a population sampled from a power-law distribution [362].
Figure 6.3 shows the results of a standard RM in comparison with an equivalent
simulation of the FERM (with omogeneous parameters). The probability matrices
and the network structures are almost identical. The FERM is able to reproduce
the results of the RM with arbitrary precision, when the locations are considered
equal (except fot population). This is confirmed by the very low Jaccard distance
dWJ = 0.061, which is used here to measure the difference between the two network
structures. This distance is defined as dJAC (A1, A2) = 1−J (A1, A2) = 1− |A1∩A2|

A1∪A2| ,
where J (A1, A2) is the Jaccard similarity, A1 and A2 are the adjacency matrices,
and union and intersection are meant element-wise. The Jaccard distance can
be generalized to handle weighted networks, both directed and undirected: the
Weighted Jaccard similarity is defined as:

JW (A1, A2) =


∑
i,j∈V min(a1ij ,a2ij)∑
i,j∈V max(a1ij ,a2ij)

if
∑

i,j∈V max
(
a1
ij, a

2
ij

)
> 0

1 if
∑

i,j∈V max
(
a1
ij, a

2
ij

)
= 0

and the Weighted Jaccard distance as

dWJ (A1, A2) = 1− JW (A1, A2)

The Jaccard distance for the two networks is almost zero – the slightly positive
value is due to the numerical approximation – indicating the equivalence between
the Radiation Model and its generalization.

We illustrate further aspects of the Features-Enriched Radiation Model by
taking a plausible spatial distribution of a smaller set of locations as in fig. 6.4.
We consider that the benefit for the locations are Gaussian random variables, so
that for the origin p(xi | θi) = p(xi | µi, σi) = N(x | µi, σi) and the same is for the
random variable Y , corresponding to the destination. All the nodes have identical
benefit distributions except for the nodes 1, 5 and 8 that are more attractive. In
particular, we define p(xi | 5, 1) for i = {1, 5, 8} and p(xi | 0, 1) for every other
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(a) Probability matrix: each entry i, j corresponds to the probability of a movement from i to j. On the left
side: results of the standard Radiation Model (RM). On the right side: results of the features-enriched Radiation
Model (FERM). The two matrices are equal.
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(b) Networks of flows: the nodes represent the location, and the diameter is proportional to the population. The
nodes with higher attractiveness (in the FERM) are highlighted in red. On the left side: the network of the
standard Radiation Model. On the right side: the network of the features-enriched Radiation Model. The color
of the edges encode the probability of a movement flow between two nodes in a logarithmic scale.

Figure 6.3 – Results for the synthetic location distribution of fig. 6.2 with 100 locations

102



3. The Feature-enriched Radiation Model

1
2

3

4

56

7

8

9

10

Figure 6.4 – Synthetic spatial distribution of location – The coordinates of each location
are generated using the Soneira-Peebles model. The color of the circles encode the population
at each site.

node. From fig. 6.5 we can draw some considerations about the behaviour of the
features-enriched model. First, from fig. 6.5a we can appreciate the redistribution
of the probabilities along the columns. In particular, the probabilities on the
columns corresponding to the nodes i = {1, 5, 8} (with increased attractiveness)
are now higher, at the expense of the probabilities in the other nodes (the rows
must always sum to 1). Instead, the rows corresponding to the most attractive
nodes become whiter since it is not convenient to move away. The same holds true
looking at fig. 6.3b, which shows the network structure of the mobility flows. From
fig. 6.3b it can be noticed that the flows that were routed towards a node belonging
to {1, 5, 8} when the attractiveness were homogeneous (RM), now have a sensibly
increased probability. For instance, the node 5 is now more attractive, and the flow
from node 6 is now directed exclusively there. From node 5 the flows in the RM
were oriented towards 2 and 9, in the FERM instead the movements are inhibited
since they are no more convenient. A new route is established between 5 and 8
in either directions, since both have increased attractiveness. The FERM inverted
the route from 8 to 10, since 8 becomes more attractive although less populated.
From 7 the movements stop in 1 rather than going to the more populated 3 or 2. It
is to be noticed that, to maintain the continuity also the fluxes between nodes not
incurred in increased attractiveness are changed. For example, the route from 9 to
7 disappears. Finally, although the node 2 is the most populated, for the FERM
it is no more the most central node (with highest strength), which is instead the
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6. The causes: Features-enriched Radiation Model

(a) Probability matrix: each entry i, j corresponds to the probability of a movement from i to j. On the left
side: results of the standard Radiation Model (RM). On the right side: results of the features-enriched Radiation
Model (FERM)

(b) Networks of flows: the nodes represent the location, and the diameter is proportional to the population.
The nodes {1, 5, 8} with higher attractiveness (acknowledged only by the FERM) are highlighted in red. On the
left side: the network of the standard Radiation Model. On the right side: the network of the features-enriched
Radiation Model. The color of the edges encode the probability of a movement flow between two nodes in a
logarithmic scale. Note the different scale of the color bar.

Figure 6.5 – Results for a synthetic location distribution with 10 locations.

104



4. Scenario Analysis

node 1.
These examples illustrate the power of our generalization, that while main-

taining the same socio-physical process, it is able to reshape the mobility patters
according to the nodes features, making the model flexible and able to adapt to
real-world external conditions.

6.4 Scenario Analysis

In this section, we probe the behaviour of the FERM when the features of the geo-
graphic locations represent different climatic conditions. Specifically, the features
encoded in the model parameters correspond to the climate suitability of different
areas under different climate scenarios. The suitability is expressed by changes
in the human climate niche as defined by Xu et al. in [72]. The socio-economic
component of the drivers are still present in the proxy variable population, which
underpins the computational procedure of the FERM. Furthermore, for the two
case studies presented in the following, the GDP – which is commonly used as a
socio-economic driver for large-scale mobility – is highly correlated with the pop-
ulation itself, as shown in fig. 6.6, and it would not add further information to the
model. The underlying assumption is that the population will change maintaining
the same proportion between areas as it is today.

The parameters used in the following experiments are not optimized to fit
input data, but rather, are set to prove that the FERM can reproduce mobility
patterns that reflect the real-world spatial distribution of location features. We will
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Figure 6.6 – Relation between GDP and Population in the regions of Italy (a) and
in the states of the USA (b). These two areas are considered as case studies in the
next sections
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show that, assuming an optimal parametrization, the Features-Enriched Radiation
Model can predict the mobility flows by exploiting exogenous information that a
simple RM cannot handle, going beyond the information carried solely by the
population. The resulting mobility patterns are consistent with the suitability
of the single locations, without neglecting the global effects from the rest of the
system.

As discussed in chapters 1 and 5 the environmental, and in particular climatic
conditions, may become important drivers of migration. Several climate scenarios
are available to quantify the potential changes of the environmental system. In
this regard, Xu et al. [72] have taken different climate scenarios to compute the
shifts of the human climate niche over time. The climate niche defines the range of
environmental conditions in which humans thrive. Specifically, it is defined as the
distribution of human population as a function of different climatic variables. The
authors have shown that the human climate niche has been surprisingly narrow
for thousand of years, since most of the population have concentrated in a limited
subset of Earth’s available climates, characterized by mean annual temperatures
around 13°C. Climate change is expected to alter the position of the niche forcing
more than 3 billion people to be left outside the niche, in absence of migration.
Here we use the climate niche to drive the FERM and illustrate its potential use
for the estimation of the mobility flows under different scenarios. The shift of
the climate niche expresses the change in “suitability” of geographic areas, and
therefore we use it as a measure of opportunity.

We applied the model to two case studies: Italian regions and USA countries.
In both cases, the climatic conditions varies widely over the area, making the
results particularly informative. For both the case studies, we focused on two
climate niche scenarios hereinafter called Temperature and Temperature + Precip-
itation scenarios, that have been derived under the business-as-usual scenario for
climate (Representative Concentration Pathway 8.5, RCP8.5) and the “high chal-
lenges” socioeconomic scenario (Shared Socioeconomic Pathway 3 [SSP3]) for the
population growth in the absence of significant migration [72]. The first scenario
considers only the temperature to define the climate niche, whereas the second one
takes into account both temperature and precipitation (we refer to [72] for more
details on the scenarios generation).

6.4.1 Inter-regional mobility in Italy

Italy stretches across the centre of the Mediterranean, from a latitude of 36°N to
a latitude of 47°N. This remarkable extension, traversed by a peculiar orography,
leads to iridescent climatic conditions. The main climatic regions are: (i) the
Alpine Region, (ii) the Po Plain and Upper Adriatic Region, (iii) the Central-
Southern Adriatic Region, (iv) the Ligurian-Tyrrhenian Region, (v) the Apennine
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Region and (vi) the Mediterranean Region [363]. In the widely adopted Köppen
classification, Italy falls within the Mediterranean climate area, which is part of the
subtropical climates with dry summers. Climate change is expected to alter these
conditions, and consequently, the suitability of the regions will change accordingly.
The change in suitability due to the shift in the climate niche is represented in
fig. 6.7. This figure shows that Italy will be divided into two parts:

• the territories of the northern Italy and in particular the alpine regions will
become more suitable, since at higher temperature the mountains of Alps
will be warmer;

• the southern Italy will instead face an environmental deterioration due to
higher temperature and water scarcity [364, 365].

The conditions under the Temperature + Precipitation scenario are noticeably

(a) (b)

(c) (d)

Figure 6.7 – Climate Niche Difference – Italy – (a) Scenario: Temperature; (b) Scenario:
Temperature + Precipitation; (c) Average niche difference under Scenario: Temperature; (d) Av-
erage niche difference under Scenario: Temperature + Precipitation. The climate niche difference
is computed between current and the future climate scenario RCP8.5
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Figure 6.8 – Average niche shifts – Italy – The values reported in this figure are also used
as the mean parameter for the benefit distributions of each location.

more extreme in both positive and negative directions, but are overall more favourable
than the Temperature scenario (the average niche shift for Temperature + Precip-
itation in Italy is around +0.15). In both the scenarios some regions become more
suitable, whereas other ones encounter worse conditions. We use the average niche
shifts to drive the FERM over the Italian regions. The average values are reported
in fig. 6.8. In particular, the mean of the benefit distributions are fixed equal to the
average niche shifts of the related location, while the variance is set to 1 in every
location (see Appendix for the results of the sensitivity analysis). The results of the
model are shown in the OD matrices in fig. 6.9. These matrices give the probability
of migration flows from the regions on the rows to the ones on the columns. This
representation highlights the ability of the FERM to redirect the flows changing
the migration patterns. It can be noticed that some mobility routes remain open,
but with a different probability, while other new ones appear. In fig. 6.9b) we
see that the migration pattern changes drastically, as a consequence of the more
extreme exogenous conditions of the Temperature + Precipitation scenario.

If the modification of the mobility patterns are clearly illustrated by the OD
matrices, the fig. 6.10 gives a more accurate insight on the causes of this modifi-
cation. On the top of the figure is reported the barplot already seen in fig. 6.8 for
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Figure 6.9 – Probability OD matrices – Italy – Each entry (i, j) correspond to the proba-
bility of a flow between the locations i and j, as computed by RM (a) and FERM (b). Although
the FERM is able to redirect the flows changing the migration patterns, some routes remain open,
but with a different probability. On right hand side of (b) we see that the migration pattern
changes drastically, as a consequence of more extreme exogenous conditions under Temperature
+ Precipitation scenario.
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Figure 6.10 – Scenario analysis aggregated results for Italian regions
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4. Scenario Analysis

easier comparison with the flows estimated under the two scenarios by the FERM
and the RM. The bars plotted in the figure below refers to the aggregated prob-
ability inflows for each region. In general, the inflows are expected to grow if the
region will face better conditions, and vice versa. The model works as expected,
with some interesting additional properties. Specifically, the figure shows that
regions such as Abruzzo, Basilicata, Calabria, Campania will attract less fluxes
in response to worsening conditions, and vice versa depending on the scenario.
Also Emilia-Romagna gives an evident example of this behaviour, where the two
scenarios indicate opposite conditions the mobility flows follow the same pattern.
The same happens for Trentino-Alto Adige and Marche. In both the scenarios,
Puglia turns out to be the region facing the worst conditions, indeed the flows are
greatly reduced following the same worsening pattern as the climate niche.

Some regions return interesting and unexpected results. In Piemonte, for in-
stance, the climate niche is likely to improve in both scenarios (this region is vastly
occupied by mountains of the Alps) where under the Temperature + Precipitation
scenario the improvement is much larger. The fluxes instead, are smaller for this
latter scenario, although increased with respect to the RM. In Sicily, instead, the
climatic conditions are expected to heavily worsen, but the fluxes will remain quite
stable. Finally, the case of Lombardia is peculiar: in the Temperature scenario the
suitability will slightly increase and the inflows will be larger as well, but under the
great increase of suitability under Temperature + Precipitation scenario the inflow
instead becomes much smaller than both RM and the Temperature scenario.

These unexpected behaviours suggest that the model is driven not only by the
direct influence of the location features, but also by the global conditions of the
system. For the specific case of Lombardia, it should be noticed that this region
is surrounded by regions of similar suitability, especially in the Temperature +
Precipitation scenario (see fig. 6.7), so that the inflow may be reduced by the fact
that from the nearest regions the outflow are inhibited by the higher suitability,
albeit Lombardia itself become more attractive.

The consideration exposed so far, can be quantified by computing the correla-
tion between the average niche change and the difference between the flows from
RM and FERM. In this way one can measure the effect of the niche change on
the mobility patterns. The results of this procedure are graphically represented
in fig. 6.11. In this figure it is clear the association between the variables, and
the unexpected cases described above appear as outliers. The statistical relation
is further corroborated by testing the estimated Spearman’s rank correlation re-
ported in table 6.1. The correlation is computed also on the sign of the variables
to obtain an indicator of how often increased suitability corresponds to increased
inflow. All the correlation are statistically significant, and the estimated values
confirm that the model can interpret the meaning of the features through the
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Scenario: Temperature Scenario: Temperature + Precipitation
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Figure 6.11 – Relation between climate suitability and FERM results in the two
scenarios – Italy. On the x-axis is the niche shift between current and future climate; the
y-axis represent the difference between the inflow computed with the FERM and the RM. The
solid lines are the linear regressions.

Spearman Corr. Spearman Corr. on signs
estimate p-value estimate p-value

Niche shift - Inflow Difference (Temp) 0.720 0.00050 0.811 1e-05
Niche shift - Inflow Difference (Temp + Prec) 0.642 0.00286 0.816 1e-05

Table 6.1 – Results of the correlation tests between niche shift and the difference in inflow
between FERM and RM.

parameters, and govern the flows accordingly. Thus, the model is able to direct
the mobility flows towards the most attractive nodes, balancing the information
carried by the population.

The OD matrices reported in fig. 6.9 can be represented with the mobility
networks of fig. 6.12. This latter figure summarizes the results of the FERM
driven by the climate niche. The differences between the RM and the FERM can
be appreciated, together with the features of the regions. The network generated
by the FERM under the Temperature scenario (fig. 6.12(b)) is more dense than the
one from the RM (fig. 6.12(a)), but the fluxes have in general larger magnitude.
This is due to the fact that the climatic conditions of southern Italy get worsen,
and the fluxes form north to south have disappeared. The network for the scenario
Temperature + Precipitation is even less dense, because the fluxes are inhibited
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Figure 6.12 – Mobility Networks – Italy – as computed by RM (a) and FERM under the
scenarios Temperature (c) and Temperature + Precipitation (c).
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by a generally better climatic conditions (the climate niche shift is around +0.15),
albeit the fluxes from the southern to the northern regions are still present and
are intensified.

6.4.2 Inter-state mobility in USA

(a) (b)

(c) (d)

Figure 6.13 – Climate Niche Difference – USA – (a) Scenario: Temperature; (b) Sce-
nario: Temperature + Precipitation; (c) Average niche difference under Scenario: Temperature;
(d) Average niche difference under Scenario: Temperature + Precipitation. The climate niche
difference is computed between current and the future climate scenario RCP8.5 and assuming a
the population density as given by the socio-economic scenario SSP3.

The same analysis has been conducted also for the case of the United States
of America. This area encompasses a wide variety of climatic conditions, span-
ning from mountains to deserts. Generally, the climate of the U.S. is warmer in
the south, drier in the west, and alpine in some regions of the north and west.
These characteristics, although will endure, are expected to be exaggerated and
relocated by climate change. The climate niche shift in 2070, as reported by the
two considered scenarios, is represented in fig. 6.13 As happened for the Italian
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Figure 6.14 – Average niche shifts – USA – Each bar indicates the value of the climate
niche shift averaged over a state. The values reported in this figure correspond to the mean
parameter for the benefit distributions of each location.

regions, also for the USA the Temperature + Precipitation scenario gives the most
extreme conditions, on both positive and negative sides of the scale.

The average climate niche shift over the states are used again as the feature to
drive the FERM. The values, for the two scenarios are reported in fig. 6.14. The
countrywide conditions are slightly enhanced in the two scenarios with an average
niche shift of +0.14 for the Temperature scenario and +0.17 for the Temperature +
Precipitation scenario. Nonetheless, there are states – such as Alabama, Tennessee
and Oklahoma – in which the conditions get much worse.

In fig. 6.15 are reported the OD matrices representing the probability of the
mobility flows between the states. Although the spatial scale is way larger than
the previous case study, the results are qualitatively similar to the ones obtained
for the Italian regions. In fact, the overall shift in the climate niche for the two
areas are similar. In both the cases there are clusters of areas with similar changes
in suitability that exchange mobility fluxes with each other.

The results in term of aggregated inflows are reported in fig. 6.16. Also in this
case, the effect of a shift in the climate niche produces both local foreseeable effects
and unexpected behaviours. The inspection can be made by analysing the fig. 6.16
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Figure 6.15 – Probability OD matrices – USA – Each entry (i, j) correspond to the proba-
bility of a flow between the locations i and j, as computed by RM (a) and FERM (b). As for the
previous case study, the FERM is able to redirect the flows changing the migration patterns, still
maintaining some routes open, but with a different probability. Also in this case, the scenario
that consider both temperature and precipitation is more extreme, leading to drastic changes in
human mobility as shown on the right plot of (b).
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or by relying on fig. 6.17 which shows – as before – the relation between niche shift
and the difference of flows between FERM and RM. Most of the aggregated flows
increase with improving climate conditions, giving an high value of correlation
(see also table 6.2), confirming even at larger scale that the model can control the
mobility fluxes directing them towards the most attractive locations, balancing the
effects of the population concentrated in the nodes.

The favourable conditions of the South Dakota, which is also in the middle of
the country, leads to one of the highest relative increase in the inflows in both the
scenarios. Under the Temperature + Precipitation scenario, the Tennessee is the
most afflicted state, and this is reflected into the almost complete suppression of
the inflows. One of the outliers can be recognised in the state of Ohio, that in
response to a not very high increase in the niche, faces the highest increase in the
inflow, under the Temperature + Precipitation scenario. This is arguably due to
its proximity with highly populated nodes that will encounter instead a decline in
the climatic conditions.

The results are again summarized by the mobility networks in fig. 6.18, in which
are shown also the climate niche changes. As in the previous case study, under the
Temperature scenario the network is denser, ad mostly similar to the one given by
the RM. The conditions are in fact quite homogeneous and the influence of the
population is higher. The short-range flows remain crowded while the long-range
are dampened by the general rise in the climatic conditions. The Temperature
+ Precipitation scenario leads again to a “sparsification” of the network, since
on average the conditions are enhanced (the average niche shift is +0.17). The
long-range flows are those towards the highest climate suitability, despite the low
population – e.g. from Alabama to North Dakota. This figure puts in evidence
the appearance of massive flows between the states of the New England and Ohio,
as discussed before. In general, the states in adverse conditions on the south-east
increase their outflows towards the north-west.

In conclusion, we showed the potential use of the FERM in predicting mobility
patterns using the features of the nodes as drivers of migration. Nevertheless, op-
timized parameters and further exogenous information should be used to get plau-
sible scenario more adherent to the real world. We should note that, the climate
niche takes into account just two global variables, and neglect important climate
factors such as the occurrence of extreme events due to climate change, or slow
onset environmental changes such as the sea level rise. Catastrophic environmental
events, as already discussed in chapters 1 and 5 may become an increasingly signif-
icant driver of migration. For this reason, further studies should apply the FERM
by including (at least) these additional features in the model. Other variables from
the socio-economy considered as causes of migration, such as social connectedness,
cultural identity/diversity and other historical features may be similarly included.
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Figure 6.16 – Scenario analysis aggregated results – USA

Spearman Corr. Spearman Corr. on signs
estimate p-value estimate p-value

Niche shift - Inflow Difference (Temp) 0.684 1.1e-07 0.672 6.685e-08
Niche shift - Inflow Difference (Temp + Prec) 0.746 < 2.2e-16 0.616 1.505e-06

Table 6.2 – Results of the correlation tests between niche shift and the difference in inflow
between FERM and RM.
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Scenario: Temperature Scenario: Temperature + Precipitation
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Figure 6.17 – Relation between climate suitability and FERM results in the two
scenarios – USA. On the x-axis is the niche shift between current and future climate; the
y-axis represent the difference between the inflow computed with the FERM and the RM. The
solid lines are the linear regressions.

(a)

(b) (c)

Figure 6.18 – Mobility Networks – USA – as computed by RM (a) and FERM under the
scenarios Temperature (c) and Temperature + Precipitation (c). The edges linking Alaska and
Hawaii with the continent have been left out for display purposes.
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6.5 Conclusions and future research directions
In this chapter we presented the Features-Enriched Radiation Model, a mathe-
matical generalization of the Radiation Model for human mobility. The Features-
Enriched Radiation Model expands the spectrum of possible application of the
Radiation Model to those cases in which, besides the population, other exogenous
information about the attractiveness of the locations are modelled as causes of
large-scale human movements. Our model maintains the same physical process of
the original model, but generalizes the main mathematical constituents to accom-
modate the locations features. The features act on the probability of establish a
mobility flows between locations, by modifying the parameters of the benefit dis-
tributions of the Radiation Model. These distributions are thus tailored to each
location making them more or less attractive, balancing the effects of populations,
that are still present as in the original model. We demonstrated the equivalence
between our model and the Radiation Model in the case in which the locations
are considered indistinguishable. To accomplish this task we built a “synthetic
world” with a realistic spatial distribution of location, and we showed the main
characteristic of the model on a smaller scale. Subsequently, we fed the model with
real-world features derived from the human climate niche, for two areas: Italy and
United States of America. With these two case studies we proved that the FERM
can reproduce mobility patterns that reflect the spatial distribution of location
features.

Further studies are needed to make the FERM suitable for predicting human
mobility flows in a broad range of situations. First of all, it requires an efficient
routine for the calibration on real data. To this purpose, a promising approach
would be the use of a “Bayesian machine scientist”, as defined in [366], that could
be able to estimate not only the model parameters, but also the most appropriate
form of the benefit distribution. To calibrate the model, historical data of bilateral
mobility are needed. This is currently a general limiting factor for human mobility
modeling. Having enough data, an interesting application of the FERM is on the
spatial scales and geographical areas in which the original RM is known to fail (for
example at the scale of cities and in low-income countries [357]). The model can
be used also to discern the different causes of migration, by making an appropriate
model selections.
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Appendix

“Synthetic worlds” generation

To test the model against the early Radiation Model, we generated a set of “syn-
thetic worlds”, namely distributions of points in a two-dimensional space, on the
wake of [367]. To this aim, we implemented an algorithm that provides an auto-
similar spatial distribution of points with fractal dimension. The algorithm, con-
ceived by Soneira and Peebles in 1978 [361], was originally used to describe the
spatial distribution of galaxies in the universe. It provides a spatial distribution
to a given number of points. The algorithm proceeds by successive steps, placing
a set of spheres or circles in space. The level-0 circle is of radius R. Inside the
level-0 circle a number η of level-1 circles with radius R/λ with λ > 1 are placed at
random. Analogously, within the level-1 circles, another η level-2 circles of radius
R/λ2 are randomly placed. This process is repeated until a number of ηL circles
of radius R/λL are arranged. At the end of the process, at the center of each circle
is placed a point, that will correspond to the geographical location used in the
FERM.

The model depends on the three parameters λ, η and L, that together con-

Figure 6.19 – The Soneira-Peebles model – Inside a level-0 sphere η level-1 circles are placed
with a radius which is smaller by a fixed factor. This process is repeated until one ends up with
ηL level-L circles. At the center of these level-L circles ηL points are placed, which form the
resulting Soneira-Peebles point distribution. Figure and caption from [368].
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Figure 6.20 – The physical meaning of the three defining parameters η, L and λ of
the Soneira-Peebles model – The upper row shows the effect of varying η, the number of
circles which is placed in each circle. The central row shows the effect of varying L, the total
number of levels. The bottom row shows the effect of varying λ, the ratio of the radius of each
circle with the radius of subsequent circles of on. Figure and caption from [368].

tribute in determining the fraction of space covered by the circles, the size of the
circles, the density and scale in the resulting distribution and its fractal dimension
(see figs. 6.19 and 6.20). Importantly, the two-point autocorrelation function for
the spatial distribution is given by

ξ(r) ∼ r−γ with γ = M −
(

log η

log λ

)
for

R

λL−1
< r < R
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N = 500
Fractal dimension = !"# $

!"# % = 1.5
Size = log(Population)

Figure 6.21 – Example of a synthetic world generated with the Soneira-Peebles model

and the fractal dimension is defined as

D = lim
r→0

logN(r)

log(1/r)
.

Besides the examples in the main text, an illustration of a spatial distribution
generated with the Soneira-Peebles model is depicted in fig. 6.21.

Sensitivity analysis on variance

For the two case studies of section 6.4 we fixed the variance of the benefit distribu-
tion to 1. This value is a good balance between two extremes: when the variance
tends to zero, the radius of exploration around a location tends to zero. Therefore,
the fluxes are kept only between locations with overlapping benefit distributions,
and geographically close to each other. On the contrary, when the variance tends
to infinity, all the benefit distributions are flat, and they converge to a unique uni-
form distribution, restoring the same conditions of the simple Radiation Model, in
which the benefit distributions are assumed to be equal for all the locations. This
is illustrated in the figs. 6.22 and 6.23, for the case study of the Italian regions and
for both the scenarios.
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Figure 6.22 – Sensitivity analysis for Italian Regions – Scenario Temperature
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Figure 6.23 – Sensitivity analysis for Italian Regions – Scenario Temperature + Precipi-
tation
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Chapter 7

Conclusions

This thesis has been a journey in the lands of complex systems and network science.
We are now approaching the last mountain from where we can observe the walked
path. From here, we can see in the distance the provinces of network analysis
and inference, the realm of causality, the empire of probability and statistics, the
kingdom of information theory, the green fields of environmental science, and at the
foothills of the mountain the crowded roads of human mobility. Not least, on the
shining horizon we descry the coastline of the sacred ocean of mystery. During this
travel, we explored these and many other territories in which we learned as many
ways of talking about humans on the move. In some cases we gave our contribution
to the narration, which is gratifying, but most of all we are the ones who travelled
all these regions transcending their boundaries to take a new perspective on the
human mobility system. As a matter of fact, this was a journey to the pursuit of a
fresh dip in that far away ocean. From there, we brought some treasures up here
as keepsakes and placeholder for other wayfarer:

In the provinces of network analysis and inference we learned how to reconstruct
a network of relations, which is useful to analyse the shape of the complex system
that lead humans to move. In that ocean we found a new way to study this shape
in a different manner, a “fuzzy” manner, that embrace the uncertainty about the
relations and gives robust responses thanks to the tools acquired in the empire of
probability. The world is hardly ever clear-cut, and so are the interconnections in
complex systems such as the socio-economic and mobility systems. Usually, the
fuzzy nature of these interconnections is refused and cut with thresholds, in order
to recover a well defined, clear-cut, binary networked system. With our work we
have provided a new method to study the topological characteristics of complex
systems from a probabilistic perspective.

Subsequently, at the beginning of the COVID-19 pandemic, we crossed the
fields of environmental science and we got closer to the region of human mobility.
In that period we decided that as a young scientist I should gave my scientific
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contribution in the debate about the pandemic and its consequences. Without
loosing sight of complex systems and human mobility we drew a never-seen-before
portrait of the network of relations between different flavors of human mobility
data and other social and environmental variables. Moreover, we studied the ef-
fects of restrictions imposed on human mobility (and human activities in general)
on the environmental system – notice that few months later we would have stud-
ied the opposite effects of environmental changes on human mobility... From time
series measured by a satellite (Copernicus Sentinel-5P mission) we drawn out the
moment in which the pandemic, and the consequent restrictions, began to have a
measurable effect on the environment. To do so, we have (re)entered the kingdom
of information-theory to define a novel information-theoretic measure of “dissim-
ilarity” between time series observations, that served us to identify the tipping
point in the system. From that point forward, we estimated a counterfactual re-
ality, in which the restrictions had not been implemented, to reveal the difference
with the factual reality of the lockdown. We found out that the behaviour of the
environmental variable of interest were actually altered, but the fact that the re-
strictions were the cause of this alteration was not so sure. Additional data from
the past and the future and further causal analysis may crack the mystery.

The journey continued with the study of data coming from dramatic events
around the world. We investigated the consequences of catastrophic environmen-
tal events on human mobility. Natural/environmental disasters are indeed causes
of human displacement and migration. We analysed data from different sources
to understand the factors involved in shaping mobility patterns after tropical cy-
clones. We leveraged on the well-known gravity model to assess the association
of human mobility with several factors, such as the social connectedness between
origin and destination areas, the population living in those areas, the human de-
velopment of those areas, the distance of those areas from each other and from
the cyclones. Our analysis confirmed that the population density, the social and
economic prosperity and the distance are useful predictors for mobility even in
these particular cases, but our results are not complete nor definitive, since the
data we held were not enough to have a sufficiently wide picture for a universal
response.

The last leg of the journey was the Feature-Enriched Radiation Model (FERM),
straight at the foothills of the mountain. We got on the shoulder of the giant Ra-
diation Model and we guided him on a new way. We taught him how to handle
information coming from the most diverse drivers of migrations. Specifically, we
introduced the possibility to assign specific features to the geographic locations
of origin and destination of mobility flows. These features serve to balance the
influence of the population, that is the only feature allowed by the original model.
The stochastic process is thus generalized to takes these features into account, but
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the physical process of the early model remains the same. Therefore, the effect of
intervening opportunities and population distribution can still influence the out-
come. Indeed, assuming the features to be the same in all locations, the FERM
can approximate the results of the Radiation Model with arbitrary precision. The
calibration of the parameters is a non-trivial task, and a further effort is needed
to find the correct optimization routine. Nevertheless, the simulation of the model
under different scenarios gave optimistic results, that proved the virtues of the the-
oretical framework. To illustrate the behaviour of our FERM, we generated some
“synthetic worlds” with a fractal distribution of locations that resembles the real
world arrangement of cities and regions. We assigned a population to each location
following the same distribution of real cities, and then we fixed their suitability
features. The results were compared with the one of the original model and we
discussed the new properties of our feature-enriched version. The FERM proved
to be able to divert the mobility flows reflecting the arrangement of the features,
without neglecting the global effects from the rest of the system. Accordingly, the
flexibility of the model makes it suitable to adapt to real-world external condi-
tions. For this reason, we wanted to test it on some real-world scenarios with real
geographic locations and features. In particular, we applied the model to two case
studies: Italian regions and USA countries. In both cases the features encoded in
the model correspond to the climate suitability of different areas under different
climate scenarios. The mobility networks obtained from this process suggest that
the model works as expected, with some interesting additional properties. The
model can reshape the mobility patterns at different scales, following the climatic
drivers encoded in the features, and in addition it takes into account the global
configuration of the system.

In conclusion, here we laid a methodological foundation for the study of com-
plex systems from a probabilistic perspective and we proposed a new model to
enhance the description and prediction accuracy of the human mobility system,
once again assigning probabilities to mobility flows. The inherent complexity of
the mobility system requires analytical tools robust against uncertainty at all lev-
els. The probabilistic approach of our fuzzy model can handle the uncertainty and
can be adopted to characterize the systems that contribute in causing the mobility
patterns and may be used further to estimate the important features to be elected
as descriptors of locations suitability. The probabilistic description of complex
networks finds its seamless counterpart in the probability of the mobility fluxes
modelled by the FERM, concluding the course of structure, causes and effects.

This stage of the journey is over, but the definitive and unifying frame for
the causes, effects and patterns of human mobility is still blurred. Nevertheless,
in this thesis we smoothed out some of the obstacles that pave the path for a
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7. Conclusions

comprehensive mathematical model of human mobility. Such a model, requires
to embrace the complexity of our world, from the uncertainty about causes and
effects, to the chaotic evolution of the society and environment. We proposed some
mathematical arguments that goes in this direction, and may open new insights
to a thorough understanding of human mobility.
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