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Chapter 1

Introduction

In this Thesis we present a description of α cluster nuclei, focusing on the case of
9Be, within Cluster Effective Field Theory.

In some particular nuclei some of the nucleons, contained within them, aggre-
gate in certain substructures. These are called halo or cluster nuclei. The clustering
structures emerge from a delicate equilibrium among repulsive short-range forces
and Pauli blocking effects, attractive medium-range nuclear interactions, and long-
range Coulomb potential [1]. Seeking for this balance, four nucleons will tend then
to aggregate by forming a spin zero entity known as α particle. The α particle has
the highest binding energy per nucleon among the light nuclei (∼ 7 MeV) and this
suggests that this is a natural state for nucleons to fall in.

The study of nuclear clustering has a long history back to Rutherford’s discovery
of alpha radiation and the development of quantum mechanics (see [1] and refer-
ences therein). In 1928 Gamow and, separately, Gurney and Condon described the
α-particle as undergoing quantum-mechanical tunneling from inside the decaying
nucleus [2]. About a decade later, came the work of Hafstad and Teller [3], which
depicted even-even N = Z nuclei in terms of an α-particle model with bonds con-
necting clusters. Along the same lines, Dennison proposed a model of the low-lying
16O states in terms of four α-clusters at the vertices of a regular tetrahedron [4, 5]
and, few years later, Morinaga suggested that linear chains of α-clusters could de-
scribe some specific nuclear states [6]. One of the candidates for such a description
was the second 0+ state of 12C postulated by Hoyle [7] as responsible for enhancing
the triple-α reaction in stars and experimentally observed soon after [8]. Concurrent
with these theoretical developments, new experiments provided high-quality data
on elastic α-α scattering [9, 10, 11]. This in turn led to the development of an effec-
tive α-α interaction [12]. At the same time, Ikeda, Takigawa, and Horiuchi noticed
that α-clustering appeared close to the so-called α-decay thresholds [13], which rep-
resents the energy required for the decay of the system into constituent α-particles.
These α-clustering were then schematized in the so-called Ikeda diagram, Figure 1.1.
Despite the early start of cluster studies, it is only recently that radioactive ion beam
experiments allowed new generation of studies, in which the data are compared to
theoretical predictions with or without assumptions of a cluster core.
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FIGURE 1.1: The Ikeda diagram. The threshold energies for each con-
figuration are given in MeV. The smallest, unlabelled clusters are al-
pha particles. Decreasing excitation energy more and more complex

cluster structures are formed. Figure from Ref. [14]

Nowadays, many experimental evidences for the cluster structure of nuclei have
been found and they are well documented [1]. In particular we mention the ob-
servation of some cluster systems predicted by the Ikeda diagram (20Ne,24Mg,28Si)
and other more recent experimental studies that seems to support the alpha clus-
ter structure in 56Ni [15] and in the ground state of 40Ca [16]. In spite of numerous
experimental successes several nuclei are still under investigation as cluster nuclei
candidates, among which are Beryllium-9 and the ground state of Carbon-12. In all
these nuclei one in fact can recognize the presence of a natural separation of scales,
indeed, the energy required in order to separate the system into clusters is much less
than the separation energy of a nucleon from the cluster. For instance, in the case of
9Be the energy needed to separate the system into the three effective degrees of free-
dom is ∼ 1.572 MeV, while the proton separation energy of 4He is Sp(4He) ∼ 19.813
MeV. By comparing of these two energies one can conclude that a separation of scales
exists. Thus the necessary requirement for the creation of an Effective Field Theory
potential is fulfilled.

An Effective Field Theory (EFT) captures the most general dynamics among low-
energy degrees of freedom that is consistent with some assumed symmetries. In nu-
clear physics where the fundamental theory of Quantum chromodynamics (QCD),
formulated in terms of quarks and gluons, is non perturbative at ∼ 1 GeV, one can
construct an EFT using the QCD symmetries. All the details of the QCD dynamics
at short distances are encoded in the EFT interaction strengths, called Wilson coef-
ficients or low-energy constants, which can be determined from experimental data
or lattice calculations. Scattering amplitudes are calculated as expansions in Q/Mhi

and Mlo/Mhi, with Q being the typical momentum of the effective particles inside
the nucleus. Here Mhi is the momentum scale where the EFT breaks down and Mlo
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stands for low-energy scales of physics we want to capture. An EFT is renormaliz-
able in the sense that at each order in the expansion the sensitivity to unaccounted
short-distance physics is small, that is, of relative O(Q/Mhi, Mlo/Mhi). It is crucial to
formulate a power counting that justifies a controlled truncation of the Lagrangian
and of the transition amplitude according to the desired accuracy. Nuclei offer a
non-trivial challenge because one wants such a perturbative expansion in addition
to the non-perturbative treatment of certain leading operators, which is required due
to the existence of shallow bound states [17]. Most of the ab initio studies of nuclear
structure, based on the explicit solution of the Schrödinger equation or its equiva-
lents, are now carried out with potentials inspired by EFT. Up to now, two, three,
four and even more nucleon systems have been studied with EFT. While much re-
mains to be understood, many successes have been achieved [18, 19]. The extension
of EFTs with nucleons as degrees of freedom to larger nuclei faces computational
challenges. As a first step in this extension, we can specialize at very low energies
in which clusters of nucleons behave coherently in such a way that they can be cho-
sen as new degrees of freedom. Even though many interesting issues of nuclear
structure cannot be resolved, one can still investigate ground states of cluster or halo
nuclei and some low-energy reactions of astrophysical interest involving them.

In this Thesis the main emphasis is on the system provided by the nucleus of 9Be,
but also the ground states of 12C,16O and 20Ne are considered. For E ≲ 20 MeV the
dynamics describing the cluster configuration is insensitive to the internal dynamics
of the α particles. Therefore, in order to describe these systems at low energy, we
can use a three-body approach with interactions between the neutron and an alpha
particle and between alpha particles.

The cluster approach is not new for the study of 9Be. The cluster description
was employed by Efros et al. in [20], where this nucleus has been depicted as an ααn
system and a calculation of the ground state has been made using phenomenological
local potentials. Within the same three-body approach, another calculation by Casal
et al. [21] has been performed, where in addition a phenomenological three-body
force has been introduced. A similar model has been also used in Ref. [22] where
the ground state of 9Be has been investigated by using the coupled-rearrangement-
channel Gaussian expansion method.

In this work, instead, contact interactions derived from Cluster EFT, with a more
solid theoretical background, are used. The potentials are regularized by a Gaussian
cutoff which treats the short-distance dependence of the interaction. We choose the
cutoff regularization, because of its ability to reproduce known features, such as the
correct sign of the parameters in the effective range expansion [23, 24]. Then, the
potential coefficients are found to reproduce these scattering parameters in the cal-
culated scattering T-matrix. Furthermore, we extend our EFT approach by including
many-body forces.

In the same framework of Cluster EFT we describe also the photodisintegration
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of 9Be. This reaction is particularly interesting in the astrophysical context of nu-
cleosynthesis since the inverse reaction might represent an alternative to the triple
alpha process in the formation of 12C, one of the key elements for life. In particular
astrophysical settings, as during neutron stars mergers or supernova explosions, nu-
cleosynthesis is driven by r-processes. In this environment, due to the high density
of neutrons, an alternative channel to reach 12C could become relevant and inter-
esting to be investigated. Specifically, this process begins with the formation of 8Be
from two α particles and it proceeds with the reaction

8Be+ n → 9Be+ γ (1.1)

followed then by
9Be+ α → 12C+ n. (1.2)

The reaction (1.2) could represent the main contribution to the abundance of 12C,
determining the initial condition for the synthesis of heavier elements. Since 8Be is a
resonance above the continuum threshold of two α-particles, we will concentrate on
the following reaction

α + α + n → 9Be+ γ, (1.3)

which, due to time reversal invariance, gives the same transition amplitude as the
corresponding 9Be photodisintegration.

Since the 1940s measurements of the 9Be photodisintegration cross-section have
been performed using several different photon sources, as, for instance, radioac-
tive isotopes [25], bremsstrahlung [26] and, more recently, laser-induced Compton
backscattered γ rays [27, 28, 29]. The experimental data of the cross-section iden-
tify a region of interest at low energy, between gamma energies of 1.5 MeV and 5.2
MeV. Here the first pronounced peak, at around 1.7 MeV, has been connected to the
1/2+ channel of the reaction, while the other, at around 3 MeV, is linked to the 5/2+

channel. Regarding higher energy regions, in Ref. [27] a large resonance at around
10 MeV, already observed by A. M. Goryachev et al. in [26], was measured. Since it
seems to be related to the ααn cluster nature of 9Be this resonance is known as Clus-
ter Dipole Resonance (CDR). Above the latter the so-called giant dipole resonance
(GDR) appears. A comparison among different sets of experimental data is given in
Figure 1.2.

Although numerous experimental data have focused on the same regions of in-
terest, there are significant discrepancies between the resonance features emerging
from different data sets. For instance, the 1/2+ peak in Ref. [28] (red squares) is 20%
smaller than the one found in Ref. [29] (filled diamonds). With regard to the CDR,
the experimental data in Ref. [27] (blue squares) show a more enhanced cross-section
than the bremsstrahlung ones in [26] (crosses). Clearly, such discrepancies can affect
significantly supernovae nucleosynthesis models, which can be highly sensitive to
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the ααn reaction rate [30]. For this reason a solid theoretical study of 9Be photodis-
integration, based on ab initio calculations, could help.

FIGURE 1.2: Comparison of different sets of data for the 9Be photo-
disintegration in the energy range between 1.5 MeV and 30 MeV. The
figure is taken from Ref. [27], to which the label "present" is referred.
Data are shown for positron annihilation in flight measurements by
U. Kneissl et al. [31] (empty circles), bremsstrahlung ones by A. M.
Goryachev et al. [26] (crosses), laser-induced Compton backscattered
γ rays ones by C. W. Arnold et al. [29] (filled diamonds) and by H.

Utsunomiya et al. (filled circles [28], filled squares [27]).

Here, we present a fully ab initio calculations of the ground state wave func-
tions and energies performed by solving the Schrödinger equation. Eigenvalues and
eigenvectors are obtained, through the variational principle, from the diagonaliza-
tion of the Hamiltonian expanded on a complete basis. Since the used potentials
are interactions born in momentum space we have chosen to work with a Non-
Symmetrized Hyperspherical Harmonic basis [32, 33] in this space. The continuum
states, required to calculate the photodisintegration cross-section in a conventional
way, are avoided via the use of the Lorentz Integral Transform (LIT) method [34].
The Thesis is structured as follows.

In Chapter 2 we present the general framework of the Cluster Effective field the-
ory used in order to derive the interaction between the chosen nuclear constituents.
After a brief overview on the general concepts of effective field theories, the Cluster
EFT is described. In particular we show how to calculate the interactions between
alpha particles and a nucleon. Some details of the EFT, such as the power counting
and the limits on the cutoff value provided by the Wigner bound are also presented.
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In Chapter 3 the method used to calculate the ground states of the studied nuclei
is shown. The nuclear ground states have been calculated via the variational prin-
ciple expanding their wave functions on a hyperspherical harmonics (HH) basis in
momentum space. Moreover we discuss how to avoid the symmetrization of the
HH basis elements thanks to the use of the Casimir operator. Finally, the application
of this general method to our particular Hamiltonian is illustrated.

In Chapter 4, in the general context of nuclear reactions, the 9Be photodisinte-
gration process is presented showing in detail how to derive the currents within our
theory. The final form of the cross-section is also given.

In Chapter 5 we explain the Lorentz Integral Transform (LIT) approach for the
determination of the response function associated to inclusive processes. We analyse
how the LIT method allows us to calculate the response function via a reduction of
the continuum problem to a bound-state one and present the practical approaches
for the computation of the LIT. The formalism of the LIT applied to the 9Be photo-
disintegration reaction is then introduced.

In Chapter 6 the final results are presented. Starting from the discussion of the
results obtained for the ground states of 12C, 16O, 20Ne and of 9Be, then the cross-
section for the photodisintegration reaction of 9Be will be shown.

Conclusions and future perspectives are drawn in Chapter 7.
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Chapter 2

Cluster Effective Field Theory

In this Chapter we present the general structure of the Cluster Effective field the-
ory (EFT) used in order to derive two and three-body interactions among a neutron
and alpha particles. After a brief overview on the general concepts of EFTs in nu-
clear physics, Section 2.1, the Cluster or Halo EFT is described in Section 2.2. In this
context two different kinds of approaches for the calculation of the interactions are
presented: the perturbative one, Section 2.3, and the resummation, Section 2.4. The
potentials for the α-α and α-n dominant partial waves are derived and, then, cured
from ultraviolet divergences using the cutoff regularization scheme. In particular,
we consider for the αα system the S0 wave interaction while for αn pair the P3

2
and

S 1
2

partial waves. The potential coefficients are found comparing the calculated scat-
tering T-matrix with the effective range expansion. In Section 2.5 we introduce the
power counting, a fundamental requirement for the solidity of any EFT. Further-
more, the limits on the cutoff values provided by the Wigner bound are shown in
Section 2.6. Finally, in Section 2.7 we deal with the three-body force introduced in
the theory.

2.1 Effective Field Theories

The separation of energy scales is a fundamental point in most physics problems
since it permits to select the relevant degrees of freedom and the dominant interac-
tions [35]. Then, eventually, a systematic treatment of the less relevant interactions
is required, which can be accomplished in a variety of ways.

In nuclear physics this problem was already faced when it was realized that the
deuteron scattering length results large compared to the range of the nuclear force.
Also by analysing the slow-neutron scattering from bound protons, the need to sep-
arate the effects of the nuclear force from those of the longer-range electromagnetic
interactions arose. This led to the treatment of short range interactions with var-
ious techniques among those, for instance, the effective range expansion [36] and
parametrizations of the nuclear force in terms of meson exchange, which were per-
ceived as more fundamental. Meanwhile, at the end of the 20th century, the method
of effective field theories (EFTs) has been developed in particle physics. The general
idea is starting from the most general Lagrangian involving the relevant low-energy
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degrees of freedom and invariant under some chosen symmetries. Depending on
whether or not an underlying theory is known there are two ways to construct an
EFT.

When the high-energy fundamental theory is known, an effective theory can be
obtained in a top-down approach by a process in which the effects of high energy
are systematically eliminated. Starting from a known theory, one then systemati-
cally eliminates the degrees of freedom associated with energies above a given high-
energy scale Mhi. One method to do that was proposed by Wilson and others in the
1970 [37]. There the high-energy degrees of freedom, also defined as high momenta
or heavy fields, are identified and integrated out in the action. The result of this in-
tegration is an effective action that describes the interactions among the low-energy
degrees of freedom in a certain energy range.

When the fundamental high-energy theory is not known another way to con-
struct an EFT is needed. In this case, it may still be possible to obtain a theory by a
bottom-up approach where relevant symmetries and naturalness constraints are im-
posed on the candidate Lagrangians. One simply begins introducing all operators,
allowed by the low-energy symmetries of the fundamental theory. Each term is then
multiplied by a coupling constant which depends inversely on the high energy scale
Λn with n the correct power for the dimension of the operator. These couplings
encode all the dynamics of the underlying theory at short distances, they are the
so-called Wilson coefficients or low-energy constants (LECs). In general they are de-
termined from experimental data or by a possible comparison with the fundamental
theory.

The bottom-up EFT is particularly useful for nuclear physics. The Quantum
Chromodynamics (QCD) in fact, formulated in terms of quarks and gluons, is highly
non perturbative for processes characterized by external momenta Q ≤ MQCD ∼
1 GeV. Historically the first nuclear EFT was the Chiral EFT [38, 39], which is de-
signed for momenta ≪ 1 GeV. In addition to nucleons, it includes explicit pions and
the interactions are constrained by an approximate global symmetry of QCD, the chi-
ral symmetry. This is the symmetry for independent flavour rotations in the isospin
space of the left-handed and the right-handed components of the quark field. Chiral
EFT has proven to be extremely challenging to renormalize due to the singularity
of the dominant interactions, which has to be treated non-perturbatively in order to
produce bound states and resonances, namely nuclei.

A simpler EFT, Pionless (or Contact) EFT, focuses on momenta below the pion
mass [40]. This theory, whose renormalization is better under control, is constrained
only by QCD spacetime symmetries. It presents a high degree of universality, and
except for the degrees of freedom which change depending on the application, it is
formally identical to other EFTs where all interactions are of short range. The same
framework has been successful also for atomic systems with large scattering lengths
(for example, near a Feshbach resonance)[41]. A variant of pionless EFT is the Halo
or Cluster EFT applicable to describe bound states and reactions involving halo or
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cluster nuclei in an energy range such that clusters of nucleons can be treated as ele-
mentary degrees of freedom [42]. This represent a first step in this extension of EFTs
to larger nuclei and even though many interesting issues of nuclear structure cannot
be resolved, one can still describe anomalously shallow nuclei and some reactions
of astrophysical interest.

2.2 Cluster EFT

In nuclear physics, in general, nucleons are used as effective degree of freedom,
however this is not the only possible choice.

In particular, some nuclei have some parts of the system which can be seen as
separated subsystems, these are called halo or cluster nuclei. We can, for example,
focus on one of these systems provided by the nucleus of 9Be. As already mentioned
in Chapter 1, the energy needed in order to separate the system into the three ef-
fective degrees of freedom α, α, and n is ∼ 1.572 MeV, while the proton separation
energy of 4He is Sp(4He) ∼ 19.813 MeV. Comparing these two energy values, one can
already see a separation of scales, needed for an Effective Field Theory approach. In
order to describe this kind of systems, in the low-energy range, we can use an EFT
taking nucleons and alpha particles as degrees of freedom. The α-α interaction is
dominated by the S0 resonant state, while the αn system has a resonance in the P3

2

partial wave [43].
As stated in the previous Section, when we use a bottom up approach the first

step is to look for a theory that respects, in a chosen energy range, the same symme-
tries as the fundamental one. Therefore the effective Lagrangian for non-relativistic
nucleons and alpha particles must obey the symmetries of the strong interactions at
low energies, i.e. parity, charge-conjugation, time-reversal and Galilean invariance.
After having identified the symmetries, it is necessary to write all the independent
terms compatible with the restrictions imposed by these one.

The most general interaction Lagrangian density for systems including α par-
ticles and a neutron with only contact interaction and ignoring spin and isospin
indices, up to Q2 order is given by

Lint = λ0αα,l(Ψ(←→∇ l)Ψ)†(Ψ(←→∇ l)Ψ) + λ1αα,l((Ψ←→∇ 2(←→∇ l)Ψ)(Ψ(←→∇ l)Ψ) + hc)

+λ0αn,l(Ψ(←→∇ l)n)†(Ψ(←→∇ l)n) + λ1αn,l((Ψ←→∇ 2(←→∇ l)n)(Ψ(←→∇ l)n) + hc)+ . . . , (2.1)

with ←→∇ the left and right derivative acting as

Ψa
←→∇Ψb =

mb∂a −ma∂b

ma +mb
, (2.2)
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Ψ and n representing the non-relativistic approximation of the alpha particle and
nucleon fields, respectively,

Ψ(x) = V ∫ dk
(2π)3 ak

eik⋅x
√

V
, (2.3)

Ψ†(x) = V ∫ dk
(2π)3 a†

k
e−ik⋅x
√

V
, (2.4)

n(x) = V ∫ dk
(2π)3 bk u(k) eik⋅x

√
V

, (2.5)

n†(x) = V ∫ dk
(2π)3 b†

k ū(k) e−ik⋅x
√

V
(2.6)

being ak the annihilation operators, u(k) the Dirac spinor. The λi,l in Eq. (2.1) are
the low-energy constants and the subscript l stands for the type of interaction con-
sidered, that is l = 0 for S-wave interaction, l = 1 P-wave and so on. Justifying the
truncation of the Lagrangian is crucial to formulate a power counting for each kind
of interaction examined.

From the Lagrangian (2.1) the α-α and α-n potentials in momentum space can
be obtained, regularizing the ultraviolet divergences with a Gaussian cutoff g(p) =
e−(p/Λ)2m

,

V(p, p′) = ⟨p∣V∣p′⟩ =
∞

∑
l=0

(2l + 1)Vl(p, p′)Pl(p̂ ⋅ p̂′) , (2.7)

where Pl(p̂ ⋅ p̂′) is the l-th Legendre polynomial, p, p′ relative momenta and Vl(p, p′)
is given by

Vl(p, p′) = pl p′l g(p)g(p′)
1

∑
ij=0

p2iλij p′2j λ =
⎛
⎝

λ0 λ1

λ1 0

⎞
⎠

. (2.8)

The choice of the cutoff regularization is due to its ability to reproduce known fea-
tures, such as the correct sign of the effective range parameter in the T-matrix expan-
sion or the right scaling of the renormalized scattering amplitude [23, 24].

The LECs of our effective theory will then be determined by comparing the cal-
culated T-matrix with the effective range expansion (ERE). In this way we will ob-
tain equations that relate the coupling constants to the effective range parameters
αl , rl for each interaction examined. To calculate the T-matrix there are two differ-
ent approaches depending on the case in question [35]. The first case occurs when
the effective-range parameters are of "natural" size, namely given by the appropri-
ate power of the high momentum scale Mhi. In particular, a resonance or a bound
state, if present, generally occurs at the momentum scale Mhi. In this natural case,
a perturbative approach can be used to calculate the T-matrix considering only the
diagrams which give the largest contribution to it. However, in most cases the inter-
actions are finely tuned in such a way as to produce a resonance close to threshold,
at a scale Mlo much smaller than Mhi, violating the naive dimensional-analysis esti-
mate. This situation can occur when one or more of the effective-range parameters
have unnatural sizes related to the low-momentum scale Mlo. In the latter case, to
describe the correct behaviour near the resonance, the T-matrix has to be resummed
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to all orders in the loop expansion.
At this point it is important to emphasise that in an EFT two different expansions

in power of Q (typical momentum of the particles) are present. The first one, which
we already mentioned, is the expansion of the Lagrangian in the number of deriva-
tives at the vertex. It depends on the relative size of the coupling constant, λ1Q2/λ0.
The second one is the loop expansion governed by mQλ0 where m is in general the
reduced mass of the system.

In the next sections we explain how to build potentials both in natural and in
the fine-tuning case, although in this work we only implement the non-perturbative
approach. This is due to the ab initio method used: the bound energies and wave
functions are calculated by solving the Schrödinger equation with the EFT poten-
tials, thus in a non-perturbative approach. For reasons of consistency, hence, the po-
tentials used for the computation of the observables should be derived in the same
approach.

2.3 Natural case

Let us consider first the simplest scenario, the so-called natural case.
When the scattering length and the effective range have natural values of order

α ∼ r ∼ 1/Mhi, the theory has only a single mass scale Mhi thus no fine-tuning is
present. We present here for the sake of simplicity the S-wave case, the generaliza-
tion for the other waves will be then straightforward. The aim is to calculate the
LECs λ0 and λ1 for the following potential,

V0(p, p′) = g(p)g(p′)
1

∑
i,j=0

p2iλij p′2j, (2.9)

where again g(p) = e−(p/Λ)2m
.

As already mentioned in Section 2.2, in order to do this, we calculate the on shell
T-matrix and we compare this expression with the effective range expansion (ERE)

1
Ton

0 (E) = − µ

2π
(− 1

α0
+ 1

2
r0k2..) +O(k4) (2.10)

or after some manipulations,

Ton
0 (E) = −2π

µ
(−α0 − α0

2 1
2

r0k2..) +O(k4) , (2.11)

with α0 the scattering length, r0 the effective range and µ the reduced mass.
We refer to Appendix A for more details on the T-matrix formalism and ERE.
The first step is to calculate the T-matrix. In this case, due to the natural val-

ues of scattering parameters, one can perform the calculation with the perturbative
approach and calculate the diagrams that contribute the most to the T-matrix.
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We consider the following diagrams:

FIGURE 2.1: Diagrammatic expansion of the T-matrix.

In Figure 2.1 the small dot stands for a Q0 contact interaction, and the bigger one for
a Q2 (or ∇2) contact interaction. Considering the loop expansion up to next-to-next-
to-next leading order (N3LO) and setting p = p′ = k we get

Ton
l=0 = λ0[g(k)2 + λ0 I0 + (λ0 I0)2 + (λ0 I0)3] + 2λ1k2(g(k)2 + 2λ0 I0) , (2.12)

with

I0 = −2µ∫
∞

0

d3q
(2π)3

g(q)2

q2 − k2 − iε
= − µ

π2 ∫
∞

0
dqq2 g(q)2

q2 − k2 − iε
. (2.13)

The I0 term can be calculated solving the following integral as

− µ
π2 ∫ ∞0 dqq2 g(q)2

q2−k2−iε =

− µ
π2 ∫ ∞0 dqg(q)2 − µk2

π2 ∫ ∞0 dq g(q)2

q2−k2−iε =

− µ
π2 2

−1
2m Γ((2m + 1)/2m)Λ − iµk

2π g2(k) . (2.14)

In Eq. (2.14) the expression of the regulator g(p)2 can be simplified as

g(p)2 = e−(2p/Λ)2m ∼ 1− (2p/Λ)2m ∼ 1 m ≥ 2 , (2.15)

and substituting the expression of I0 and g(k)2 in Eq. (2.12), one obtains

Ton
l=0 = λ0[1+ λ0(− f (Λ) − iµk

2π ) + λ2
0(− f (Λ) − iµk

2π )2 + λ3
0(− f (Λ) − iµk

2π )3]
+2λ1k2(1+ 2λ0(− f (Λ) − iµk

2π )] , (2.16)

where f (Λ) = µ
π2 Γ((2m + 1)/2m)2

−1
2m Λ.

Finally comparing the expression of the calculated T-matrix with the ERE (2.10)
one gets

α02π

µ
= λ0[1− λ0 f (Λ) + λ2

0( f (Λ))2 − λ3
0( f (Λ))3] , (2.17)

r0α2
0π

µ
= λ1[2− 4λ0 f (Λ) + 3

λ4
0

λ1
f (Λ) µ2

4π2 −
λ3

0

λ1

µ2

4π2 ]. (2.18)
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It is worth noting that in the case of a perturbative approach in principle it would
be possible a ’standard’ renormalization approach by sending the cutoff to infinity,
since the number of counter-terms to the considered order is finite [35]. In this way
the renormalized parameters λ0R and λ1R, containing only the Λ-dependent infinite
terms, can be defined as

λ0R = λ0[1− λ0 f (Λ) + λ2
0( f (Λ))2 − λ3

0( f (Λ))3] (2.19)

λ1R = λ1[1− 2λ0 f (Λ) + 3 λ4
0

λ1
f (Λ) µ2

8π2 ]. (2.20)

According to the Wigner bound, explained later in Section 2.6, removing the cutoff
by sending it to infinity inevitably leads to a negative value of the effective range.
For for this reason we will adopt in this work the so-called ’implicit’ renormalization
scheme by keeping the cutoff finite [44]. This latter is a more flexible procedure
which is also optimal in case of non-perturbative calculation of the T-matrix. For
each value of the cutoff λ0 and λ1 are obtained using the experimental values for α0

and r0 in Eqs. (2.17), (2.18).
As example of natural case we can take the S 1

2
-wave of the α-n interaction. The

natural values of the scattering length and of the effective range [45],

α0 = 2.4641 fm r0 = 1.385 fm , (2.21)

indicate that α0 ∼ r0 ∼ 1/Mhi. Substituting these experimental values in Eqs. (2.17), (2.18)
we obtain four solutions for λ0 and λ1, however just two of them are real. In Fig-
ure 2.2 a comparison with the experimental data for the αn S-wave phase shift can
be seen.

m=2, Λ=300 MeV

λ0- λ0+

0.0 0.1 0.2 0.3 0.4
-50

-40

-30

-20

-10

0

K
1

fm

δ
0
(α
-

n
)(
°)

FIGURE 2.2: α-n calculated phase shift in comparison with the R-
matrix analysis [46]. K is the relative momentum in the center of
mass frame. The black curve represents one real solution of the two
coupling constants, the red one the other. In this calculation we set
Λ = 300 MeV and g(p)2 = e−(2p/Λ)4 , i.e. we set the m parameter in the

regulator as m = 2.
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We conclude this paragraph by remarking that the assumption of naturalness
implies a perturbative amplitude. Since terms in the Q/M expansion of the am-
plitude are in correspondence to terms in the derivative expansion of the effective
Lagrangian, the accuracy of description of low-energy data can be improved sys-
tematically by considering higher-order terms in the interaction Lagrangian. Not
surprisingly, the EFT here can only describe scattering. Bound states or narrow res-
onances, if they exist, have typical momenta ∼ Mlo, and are outside the region of
validity of the expansion.

2.4 Fine-tuning

In this Section we discuss the non-perturbative treatment of the T-matrix. The fol-
lowing calculation for the P-wave case only can be also found in Ref. [47], where the
αn P3/2 resonance was considered.

The fine-tuning occurs when we want to describe narrow low-energy resonances
with very large scattering parameters. In this case the large scattering length is a
signal of non-perturbative physics which indicates that another energy scale Mlo is
present, i.e.

1
α0

∼ M3
lo/M2

hi , r0 ∼ 1/Mhi ;
1
α1

∼ M2
lo Mhi , r1 ∼ Mhi. (2.22)

When between two particles only a short range interaction is present we can simply
write the Lippmann-Schwinger equation as

T(p, p′) = V(p, p′) +∫
dq

(2π)3 V(p, q) 1

E′ − q2

2µαn
+ iε

T(q, p′) , (2.23)

where E′ = k2/2µαn.
In this case, in order to describe the right behaviour near the resonance ∼ Mlo,

the calculation of the T-matrix cannot be performed perturbatively since such en-
ergy range is outside the region of validity of the expansion; the series of diagrams
must be resummed. Hence, the next step consists in the resolution of the Lippmann-
Schwinger equation. In order to do this, the T-matrix can be expanded in partial
waves. The result is

T(p, p′) =
∞

∑
l=0

(2l + 1)Tl(p, p′)Pl(p̂ , ⋅ p̂′) , (2.24)

where one assumes

Tl(p, p′) = pl p′l g(p)g(p′)
1

∑
i,j=0

p2iτij(E)p′2j. (2.25)
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At this point, we can substitute Eqs. (2.23), (2.24) in Eq. (2.25) getting

τij(E) = λi,j +
1

∑
m,n=0

λim ∫
d3q

(2π)3
q2l+2m+2n

E − q2

2µαn
+ iε

g2(q)τnj(E) (2.26)

or, in matrix form,
τ(E) = λ + λφ(l)τ(E) , (2.27)

where

φ(l) =
⎛
⎝

φ
(l)
0 φ

(l)
2

φ
(l)
2 φ

(l)
4

⎞
⎠

, (2.28)

being

φ
(l)
2n = ∫

d3q
(2π)3

q2l+2n

E − q2

2µαn
+ iε

g2(q) . (2.29)

Solving for τ one finds

τ(E) = 1
det τ−1

⎛
⎜
⎝

−λ0
λ2

1
− φ

(l)
4 − 1

λ1
+ φ

(l)
2

− 1
λ1
+ φ

(1)
2 −φ

(l)
0

⎞
⎟
⎠

, (2.30)

where det τ−1 = φ
(l)
0 φ

(l)
4 + λ0

λ2
1
φ
(l)
0 − (φ

(l)
2 − 1

λ1
)

2
.

For our derivation we need the on-shell T-matrix, which can be calculated insert-
ing Eq. (2.30) into Eq. (2.26) and putting p = p′ = k as

Ton
l (E) = k2l

det τ−1 g2(k) [−λ0

λ2
1
− φ

(l)
4 + (− 1

λ1
+ φ

(l)
2 )2k2 − φ

(l)
0 k4] . (2.31)

The quantity φ
(l)
2n of Eq. (2.29) can be expressed through a useful recursion relation

φ
(l)
2n = I2n+2l+1 + k2φ

(l)
2n−2 , (2.32)

where In ∼ Λn is defined by

In = −
µαn

π2 ∫
∞

0
dqqn−1g2(q). (2.33)

Using this result, we find

k2l

Ton
l (E) = 1

g2(k)

⎡⎢⎢⎢⎢⎢⎣

(I2l+3 − 1
λ1

)
2

I2l+5 + λ0
λ2

1
− k2 (I2l+3 − 2

λ1
)
− φ

(l)
0

⎤⎥⎥⎥⎥⎥⎦
. (2.34)

The above equation is a general result in absence of long range interactions. In the
case of fine tuning and therefore a non-perturbative approach, it is clear that renor-
malizing with an infinite cutoff is no longer possible, due to the infinite number of
counter terms.
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The following step is to expand Eq. (2.34) in power of k2/Λ2,

k2l

Ton
l (E) = 1

g2(k)

⎡⎢⎢⎢⎢⎢⎣

(I2l+3 − 1
λ1

)
2

I2l+5 + λ0
λ2

1

+ k2
⎛
⎜
⎝

I2l+3 − 1
λ1

I2l+5 + λ0
λ2

1

⎞
⎟
⎠

2

(I2l+3 −
2

λ1
) − φ

(l)
0

⎤⎥⎥⎥⎥⎥⎦
. (2.35)

In this expansions it can been assumed again that the contribution due to g(k) is
negligible1

g(k) k→0Ð→ 1− ( k
Λ

)
2m

with m ≥ 2 . (2.36)

To simplify notation, one can define

fn,m = n
Λn ∫

∞

0
dqqn−1e

−2( q2

Λ )

2m

= (1
2
)

n
2m

Γ ( n
2m

+ 1) , (2.37)

in this way the quantity in Eq. (2.33) can be rewritten as

In = −
µαn

π2
Λn

n
fn,m . (2.38)

Moreover it is useful to introduce the adimensional coefficients c0 and c1 defined
through the following relations,

λ0 = −
π2

µαn

c0

Λ2l+1 , λ1 = −
π2

µαn

c1

Λ2l+3 . (2.39)

The expression for the T-matrix can be now compared to the ERE

2kl

Ton
l (E) = − µ

2π
(− 1

αl
+ 1

2
rlk2 − ik2l+1) +O(k4) , (2.40)

what we get from the comparison are two coupled equations.
For example in the S-wave case,

(
f3,m

3 − 1
c1
)2

f5,m
5 +

c0
c2
1

= f1,m − π
2α0Λ

4
πΛ (1− 1

( 1
3 c1 f3,m−1)2 )( f1,m − π

2α0Λ) 2 3
f3,m

= r0. (2.41)

While for the P-wave case,

(
f5,m

5 − 1
c1
)

2

f7,m
7 +

c0
c2
1

= f3,m
3 − π

2α1Λ3

− 4Λ
π { f1,m − ( f3,m

3 − π
2α1Λ3 )

2 5
f5,m

[1− (c1
f5,m
5 − 1)

−2
]} = r1. (2.42)

1We performed the calculation even with m = 1, this does not add other complications to the cal-
culation but only the addition of a term in Eqs. (2.41),(2.42). However parameters m ≥ 2 give better
results in the phase shift and for this reason we will use the calculation presented in the text.
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From Eqs. (2.41) and (2.42) we can notice that a bound on Λ is provided.
In the limit Λ → ∞ r0 → 0 while r1 → ∞. Since we want a finite rl , Λ needs to be
finite. This is the implicit renormalization procedure, also related to the concept of
the Wigner bound. More details about this topic will be provided later in the text in
Section 2.6.

Now, we focus on the P-wave case for the α-n interaction. Using Eq. (2.42) one
obtains c0 and c1 as functions of Λ,

c0 =
⎡⎢⎢⎢⎢⎢⎣

(
f5,m

5 − 1
c1
)

2

f3,m
3 − π

2a1Λ3

− f7,m
7

⎤⎥⎥⎥⎥⎥⎦
c2

1 , (2.43)

c1 = 5
f5,m

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1±

⎡⎢⎢⎢⎢⎢⎣
1−

( f1,m+
r1π

4Λ )
f5,m

5

(
f3,m

3 − π

2a1Λ3 )
2

⎤⎥⎥⎥⎥⎥⎦

− 1
2 ⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

,

then the P3/2 experimental scattering parameters α1 = −62.951 fm3 and r1 = −0.8819
fm−1 [45] can be used in order to get an explicit solution for c0 and c1. Clearly from
the second degree Eqs. (2.43) we obtain two solutions for c0 and c1.

In principle, both solutions reproduce the correct T-matrix, but we choose the
smaller ones of most natural size, which also provide a weakly attractive potential
at large distance. In Figure 2.3 we show the two pairs of solutions in function of the
αn cutoff Λ.
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FIGURE 2.3: Coupling constant ci for the P3/2 wave of the αn poten-
tial. As one can see, the set ci− is composed of coupling constants

with natural size and thus preferable to the set ci+.

The α-n P3/2 phase shift is shown in Figure 2.4. For cutoffs between 200 and
300 MeV one finds a good agreement with experimental data. In the inset of the
Figure one sees that the total cross-section correctly reproduces the 2P3/2 resonance
at ER = Qα−decay(5He) = 0.798 MeV with a width of 0.648 MeV [48].

In Section 2.3 we described the case of the S 1
2

wave of α-n interaction. As already
mentioned, in this case the natural values of the scattering length and the effective
range suggest a perturbative approach. However in our work we will carry out
also in this case the resummation of the T-matrix. Our purpose is, in fact, to obtain
the ground state of these cluster nuclei by solving the Schrödinger equation, that
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FIGURE 2.4: Phase shifts δ13(En)(l = 1, J = 3/2) with experimental data
from Morgan and Walter [49] and in the inset the cross-section σ13(En)

obtained with Λ = 300 MeV. Figure from Ref. [47].

is a non-perturbative calculation. Therefore we apply the same non-perturbative
approach to the calculation of the potential, in order to make the whole approach
more consistent. Using, then, Eqs. (2.41) and the experimental values given in (2.21),
we get again two sets of coupling constants. As in the previous case between these
we choose those of natural values, therefore the ci− set, Figure 2.5.
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FIGURE 2.5: Coupling constant ci for the αn interaction S1/2 wave.
Also in this case the set ci− provides more natural values.

In Figure 2.6 the α-n S 1
2

phase shift is shown. As one can see the agreement
with the experimental data is quite good within a range of energy that increasing
the cutoff becomes wider and wider.

Unfortunately, the operation of resummation of the T-matrix creates bound states
forbidden by the Pauli principle. For the Pauli principle, in fact, the nucleon can not
occupy the state S since it is already occupied by other four nucleons. The potential
obtained following this approach provides an αn bound state at about −13 MeV for
most of the cutoff values greater than 150 MeV. This state, not being physical, must
be projected out. In order to remove this pole we follow the method of Ref. [50],
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m=2

Λ=100 MeV

Λ=200 MeV

Λ=300 MeV

Exp. Data [G. M. Hale]
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FIGURE 2.6: δ0 α-n phase shift calculated for different cutoff values
and experimental data. Here K is the relative momentum in the center

of mass frame.

adding in the S-wave α-n potential the term

V(p, p′) = Γ∣Φ(p)⟩⟨Φ(p′)∣ , (2.44)

where Φ(p) is the wave function of the forbidden state and Γ the projection param-
eter. Formally Γ →∞ but in practice Γ must be large enough such that the results for
the three-body bound state and scattering, in the considered energy regime, become
independent of it.

2.4.1 The presence of the Coulomb interaction

Now we proceed to the analysis of the case where a narrow resonance occurs be-
tween charged particles, for example the S-wave α-α interaction. In this case, the
T-matrix form is more complicated due to the fact that the effect of the long-range
Coulomb repulsion has to be considered. As a consequence, the T-matrix can be
separated in two different contributions:

T = TC + TSC (2.45)

where TC is the one connected to the pure Coulomb interaction VC, while TSC is the
one associated to the Coulomb-distorted short-range interaction; this latter term is
the one we are interested in.

According to Ref. [17], the Coulomb-distorted S on-shell T-matrix can be written
in effective range expansion at second order as

Ton
SC = − 2π

µαα

C2
η(k)e2iσ0(k)

− 1
α0
+ 1

2 r0k2 − 2kC H(η)
, (2.46)
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being η = kC/k, kC = 4αµαα and

Cη(k) =
√

2πη/(e2πη − 1) . (2.47)

The parameter σl is the pure Coulomb scattering phase shift, defined by

e2iσl = Γ(1+ l + iη)
Γ(1+ l − iη) , (2.48)

where we have indicated with Γ(z) the Gamma function, while

H(η) = Re[Ψ(1+ iη)] + i
2η

C2
η − ln(η) (2.49)

is expressed in terms of the digamma function Ψ(z) = (d/dz)lnΓ(z).
The Lippmann-Schwinger equation in this case turns out to be

TSC(ppp, ppp′) = ⟨ψ(−)
ppp ∣VS∣ψ(+)

p′p′p′ ⟩ − 2µαα ∫
dppp′′

(2π)3 ⟨ψ
(−)
ppp ∣VSG+

C∣ψ
(−)

ppp′′ ⟩
TSC(ppp′′, ppp′)
p′′2 − k2 + iε

, (2.50)

being VS our short-range interaction, G(±)

C = 1
E−H0−VC±iε the Coulomb Green’s func-

tion with H0 the free Hamiltonian and ∣ψ(±)

p′ ⟩ = ∣[1+G(±)

C VC]p′⟩.
We recall that in the S-wave case the potential takes the form

V0(p, p′) = g(p)g(p′)
1

∑
i,j=0

p2iλij p′2j (2.51)

and knowing that ψ
(−)
p = e−2iσ0(p)ψ

(+)
p one has

⟨ψ(−)
p ∣VS∣ψ(+)

p′ ⟩ = e2iσ0(p)⟨ψ(+)
p ∣VS∣ψ(+)

p′ ⟩ =
1

∑
i,j=0

λijX2i(p)∗X2j(p′), (2.52)

with
X2j(p) = 1

2π2 ∫
∞

0
dqq2j+2ψ+

p(q)g(q). (2.53)

We use the following expression of Coulomb wave function in momentum space [51],

ψ+
p(q) =

4πCηeiσ0(q)

q(p2 − q2) lim
γ→0+

Im(q + p + iγ
q − p + iγ

)iη . (2.54)

For the sake of simplicity it is useful to define the following quantities,

γ0(p) = 2
π ∫

∞

0 dq q
p2−q2 limγ→0+ Im ( q+p+iγ

q+p+iγ)
iη

g(q), (2.55)

γ1(p) = 2
π ∫

∞

0 dqq limγ→0+ Im ( q+p+iγ
q+p+iγ)

iη
g(q), (2.56)

γ2(p) = p2γ0(p), (2.57)
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thus we have,

X0(p) = Cηeiσ0(p)γ0(p), (2.58)

X2(p) = Cηeiσ0(p)(−γ0(p) + γ2(p)). (2.59)

Inserting the definitions (2.55)-(2.59) in the expression of the potential (2.52) we get
the T-matrix in the following matrix form,

Tsc (p, p′) = eiσ0(p)Cη(p) [∑2
ij=0 τijγi (p)γj(p′)]Cη(p′)eiσ0(p′), (2.60)

and defining

{νij}ij=0,1,2 =
⎛
⎜⎜⎜
⎝

λ0 −λ1 λ1

−λ1 0 0
λ1 0 0

⎞
⎟⎟⎟
⎠
= −π2

µ

⎛
⎜⎜⎜
⎝

λ̃0 −λ̃1 λ̃1

−λ̃1 0 0
λ̃1 0 0

⎞
⎟⎟⎟
⎠

, (2.61)

one obtains
τ = ν

1− νΦ
, (2.62)

with

Φa,b = −
µ

π2 ∫
∞

0
dq

q2

q2 − k2 − iε
C2

η(q)γa(q)γb(q). (2.63)

At this point an expansion in powers of k2/Λ2 of Ton
sc can be performed.

In order to do this the only assumption we make is

γ0(k) ∼ γ0(0)eθ0
k2

Λ2 ∼ γ0(0)[1+ θ0
k2

Λ2 ] , (2.64)

γ1(k) ∼ γ1(0)eθ1
k2

Λ2 ∼ γ1(0)[1+ θ1
k2

Λ2 ] , (2.65)

where θ0 and θ1 are appropriate interpolating functions.
From the comparison term to term of this expansion with Eq. (2.46), one gets the

equations for λ̃0 and λ̃1

λ̃0 = λ̃2
1 ( A2

I1−
π

2a0
g0(0)2 − 2 g0(0)

g1(0) A − I5 + 2J3 − s1) , (2.66)

λ̃1 = 1
I3−u1−A ,

with

I2n+1 = ∫ ∞0 dqq2nC2
η(q)γ2

0(q),

un = ∫ ∞0 dqqn−1 [γ1(q)
γ0(q) −

γ1(0)
γ0(0)]γ2

0(q)Cη(q)2,

J3 = ∫ ∞0 dqq2nC2
ηγ0(q)γ1(q),

sn = ∫ ∞0 dqqn−1 [γ1(q)2

γ0(q)2 − γ1(0)2

γ0(0)2 ]γ2
0(q)Cη(q)2, (2.67)

gn(q) = ∫ ∞0 dqqn−1 [γ1(q)2 − γ1(0)2]Cη(q)2,
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and the quantity A is calculated from the following equation,

{ 2θ0
Λ2 [I1 − π

2a0
γ2

0] + g−1 + π
4 r0γ0(0)2 − 2θ0

I1
Λ2 }A2

+{2(u−1 − θ1−θ0
Λ2 I1

γ1(0)
γ0(0))[I1 − π

2a0
γ2

0] − 2(1− θ1−θ0
Λ2

γ1(0)
γ0(0))[I1 − π

2a0
γ2

0]2}A

−(2u1 − I3 + 2γ1
γ0(0)u−1 − s−1) = 0 . (2.68)

Being Eq. (2.66) a second degree equation, there are again two distinct solutions for
λ0 and λ1. One gives a negative λ0 value, the other one positive.

Let us now take the explicit case of the S0 wave for the α-α interaction with [9],

α0αα = −1920 fm r0αα = 1.099 fm .

In Figure 2.7 the two sets of coupling constant λi in function of Λ is shown while
in Figure 2.8 one can see the phase shifts, calculated with both solutions, compared
with the experimental data. It is interesting to note that the agreement with the
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FIGURE 2.7: Values of the two pairs of coupling constant in function
of the cutoff Λ. We indicate with + (−) symbol the solution which

provides a positive (negative) λ0 value.
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FIGURE 2.8: Comparison between the calculated α-α l = 0 phase shift
and experimental data [9] for different cutoff values Λ.



2.4. Fine-tuning 23

experimental data is quite good even at rather high energies.
In Figure 2.9 we show our results for the α-α phase shift with a cutoff of 100 MeV

in comparison with experimental data and with another theoretical approach, where
a different halo EFT expansion has been employed [17].

FIGURE 2.9: α-α scattering phase shift δ0 (l = 0, j = 0) with cutoff
Λ = 100 MeV [43] in comparison with experimental data from Azfal
et al. [9] and with another Halo EFT calculation [17] in lowest order
(LO) and Next-to-leading order (NLO). We also show the fit to the

experimental data (ERE fit).

There, a T-matrix expansion in power of kR/kc is performed, with kR =
√

µαER ∼
20 MeV. In our expansion in power of k/Λ the momentum k can be either close to kR

or of the same size of kC. For this reason the phase shift obtained can describe the
experimental data in the whole considered energy range, whereas the results of [17]
have a less realistic energy behaviour beyond 2.5 MeV.
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2.5 Power Counting

An essential feature required for an EFT approach is the power counting.
For the α-n case, from a physical interpretation one would expect that the two

scales are given by Mlo =
√

2µαnQαdecay(5He) ≈ 30 MeV, Mhi =
√

2µαnSp(4He) ≈
170 MeV [43]. The chosen power counting should also reproduce the known P-wave
resonance of the system at low energy ∼ Mlo, therefore we need to keep the scattering
length term 1

α1
and the effective range r1 to be of the same order of Mlo to guarantee

a resonance pole in the T-matrix. We adopt the following power counting [52]

1
α0
∼ Mhi , r0 ∼ 1/Mhi , (2.69)

1
α1
∼ M2

lo Mhi , r1 ∼ Mhi, (2.70)

Hence, using experimental values for α1 and r1, we get Mlo ≈ 50 MeV and Mhi ≈ 170
MeV while for α0 and r0, we get Mhi ≈ 180 MeV.2

In the αα case we have three different scales of interest Mlo =
√

2µααQαdecay(8Be) ≈

20 MeV, Mhi =
√

2µααSp(4He) ≈ 260 MeV and the Coulomb one kC = 4αµαα. In a sim-
ilar way to the previous case, but with the following power counting

α0 ∼
M2

hi

M3
lo

, r0 ∼
1

3kC
∼ 1

Mhi
, (2.71)

using again the experimental values we obtain Mlo ≈ 20 MeV and Mhi ≈ 170 MeV.
With the adopted power counting in the α-n interaction the scattering length

α1 and the effective range r1 contribute to the leading order (LO), there are α0, r0

contributions at the next-to-leading order (NLO) and the shape parameter P1 is next-
to-next-to leading order (N2LO). In the α-α interaction α0 and r0 give contribution
to the LO, there are no contributions at the NLO and the shape parameter P0 is of a
higher order. Therefore, we perform an EFT expansion up to NLO with a precision
given in the αn case by O (M2

lo,αn/M2
hi,αn) ∼ 0.09 where Mhi = min{Mhi,l=0, Mhi,l=1}. In

the αα one has O (M2
lo,αα/M2

hi,αα) ∼ 0.01. Moreover in order to evaluate the range of
validity of our EFT, we should also consider the breakdown scale of the ααn system.
Since we consider a three-body problem we have to take the strictest constraint Mhi =
min{Mhi,αn, Mhi,αα} = 170 MeV.

2We find for Mhi the scales 80 MeV from α0, 280 MeV from r0. The average of the two values gives
Mhi ≈ 180 MeV.
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2.6 The Wigner bound

An interesting aspect of short range interactions is the existence of a Wigner bound [53].
Long ago, assuming only causality and unitarity, Wigner proved that if a potential
vanishes beyond range R then the rate at which phase shifts can vary with energy is
bounded by

dδ(k)
dk

≥ −R + 1
2k

sin(2δ(k) + 2kR) (2.72)

this translates into an upper limit on the effective range, which, for instance, in the
S-wave case reads

r0 ≤ 2 [R − R2

α
+ R3

3α2 ] , (2.73)

while in the P-wave case
r1 ≲ −

1
2R

. (2.74)

From these general results it is clear that the effective range was found to be
negative in the EFT calculation when the cutoff Λ was removed [54]. When a cut-
off is employed in order to regulate an Hamiltonian, the latter satisfies all physical
principles and therefore it is a physical theory with the cutoff identified with the
range; i.e. Λ ∼ 1/R. In the limit Λ → ∞ attempting to produce a positive effective
range using zero-range potentials is impossible. As a result of Wigner bound, there
is no EFT scattering analysis with only contact interactions in which the cutoff can
be removed from the problem. One might think that including explicit pions in the
EFT will improve the situation. Indeed, the Wigner bound has been proven to be a
general property of contact interactions that is still true in the presence of pions [55].

In our case, the Wigner bound, Eqs. (2.73) and (2.74), translates in an explicit
constraint on the parameter determining the range of our EFT potential, namely the
cutoff Λ. Using in fact for each interaction the equations that relate rl to Λ and
imposing the correct sign of the experimental value of rl , a Λ limit is obtained. One
must have Λl=0,αn < 843 MeV, Λl=1,αn < 340 MeV and Λl=0,αα < 230 MeV.
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2.7 A three-body interaction

The two-body potentials described in the previous Sections generate a rather signif-
icant cutoff dependence in the observables of three-body systems. This dependence
can be interpreted as a lack of a three-body force in our EFT. Many-body forces are
generally suppressed by power counting, but in some cases it is necessary to pro-
mote them to a lower order to have a cutoff-independent description of observables.
Three-body force promotion at the LO is a feature present in the pionless EFT and its
variants. A theory with only interactions of near-zero range exhibits a discrete scale
invariance (DSI) [56] and the peculiarities of Efimovian physics occur [57]. Poten-
tials that predict the same observables on the two-body system generate a sequence
of shallow 3-body bound states called “Efimov states”.

In our EFT we used implicit renormalization by maintaining finite values for the
cutoff [44] and thus effectively introducing an energy scale, breaking the discrete
scale invariance. Although with this procedure many features of Efimov physics are
avoided, the system still exhibits a remanence of the DSI and the three-body observ-
ables turn out to be strictly dependent on the choice of two-body cutoff. To cure this
dependence, the three-body force is typically promoted to the leading order. This is
not the only way to proceed. An alternative approach would be to set the two-body
cutoffs to a particular values that reproduces the experimental observables of the
three-body system. This assumption seems to give physical meaning to the cutoff
in the theory. On the other hand when an implicit renormalization is done keeping
finite values for this parameter, it is not wrong to think that this introduced scale is
somehow related to a physical energy scale. However, without a 3-body force at LO,
the scale of the 3-body system would then be given only by the cutoff effect and is
affected by considerable uncertainty.

For these reasons we insert in the theory a three-body force that at leading order
is given by

L3
int = λ3ααnΨ†ΨΨ†Ψn†n + λ3αααΨ†ΨΨ†ΨΨ†Ψ , (2.75)

where λ3 = c3
Λ5 , from the above equation one obtains a momentum space potential as

V3 = λ3 e−(p2
12+p2

23+p2
31)/Λ2

e−(p′212+p′223+p′231)/Λ2
, (2.76)

where pij are the relative momenta.
In this case the LECs will be determined for each cutoff value by the physical

quantities of the three-body systems. It is interesting to note that in the three-body
force case the cutoff is not limited by any constraint.
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Chapter 3

Calculation of the ground state:
The HH Method

After describing the EFT interactions between particles, hence our Hamiltonian, in
this Chapter we show the method used to calculate the ground states of the studied
nuclei. Our aim is to solve the Schrödinger equation in order to find the binding
energy and the wave function of the considered nuclei. To do this we expand the
wave function on a proper basis and we use the Rayleigh-Ritz variational principle,
to find the coefficients of the expansion, δ ⟨Ψ∣H − E∣Ψ⟩ = 0. This reduces the search
for the coefficients to an eigenvalue problem. We use the Lanczos algorithm [58], see
Appendix B for the details, in order to calculate the lowest eigenvalues and eigen-
vectors of the Hamiltonian matrix. Here, the formalism which is required in order to
define this approach in a proper way is shown. As first step, we introduce the set of
coordinates. In Section 3.1, we present the Jacobi coordinates and in Section 3.2 how
they can be transformed into hyperspherical coordinates. In Section 3.3, we illustrate
the characteristics of the complete HH basis. Since the potentials are born in momen-
tum space, we discuss how the HH expansion is performed in this space, Section 3.4.
In Section 3.5 the NSHH method, which avoids the symmetrization of the HH basis
elements using the Casimir operator, is presented. Finally, in Section 3.6 we calculate
the expansion of our EFT Hamiltonian on the NSHH basis. This Chapter is mainly
inspired by Refs. [59, 60, 61].

3.1 Jacobi coordinates

The first step in order to construct the hyperspherical basis and, subsequently, the
HH functions, is given by the Jacobi coordinates.

The use of this type of coordinate system allows us to obtain a translation invari-
ant picture of an N -particle system, separating the relative motion of the particles
from the center-of-mass one. In a system of N particles, where rrri and mi are the
Cartesian position and the mass of the i-th particle respectively, we introduce the
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mass-weighted Jacobi coordinates by adopting the so-called reversed order conven-
tion [62],

ηηηN−i =
√

mi+1Mi

mMi+1
(rrri+1 −

1
Mi

i
∑
j=1

mjrrrj) , (3.1)

where i = 1, .., N , N = N − 1, the constant m is a reference unit mass (in our case it is
the nucleon mass) and

Mi =
i
∑
j=1

mj. (3.2)

As one can see the choice of Jacobi coordinates is not unique. These are order depen-
dent, which means that changing the order, mass parameters and coupling sequence
between each of the N particles results in a completely different set of coordinates.
However, as shown later in Section 3.5, it is always possible to pass from one set of
Jacobi coordinates to another with different ordering and parameters, by means of
suitable transformations.

From the above expressions it is evident that each ηηηN−i vector (for i > 1) repre-
sents the (i + 1)-th particle position with respect to the center of mass of the first i
particles. In particular, the last Jacobi coordinate, ηηηN , is directly proportional to the
relative distance between the first two particles

ηηηN =
√

m1m2

mM2
(rrr2 − rrr1). (3.3)

In the reversed order convention then ηηη0 represents the rescaled CM coordinate

ηηη0 =
√

MN
m

RRRcm = 1√
mMN

∑
i

mirrri. (3.4)

We can define the transformation between the Cartesian and Jacobian bases using
the following matrix T

T =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

−
√

m2
m1 M2

√
m1

m2 M2
0 ⋯ 0

−
√

m3
M2 M3

−
√

m3
M2 M3

√
M2

m3 M3
⋯ 0

−
√

m4
M3 M4

−
√

m4
M3 M4

−
√

m4
M3 M4

⋯ 0

⋮ ⋮ ⋮ ⋱ ⋮√
1

MN

√
1

MN

√
1

MN
⋯

√
1

MN

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

⋅M , (3.5)

whereMij =
√

miδij. Then one can verify the following properties

T T ⋅ T = I det(T ) = 1, (3.6)

thus T belongs to the SO(N) group.
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Given a vector vvvr defined in the Cartesian basis and the same vector vvvη defined
in the Jacobian one, we have the following relation

vvvr =
1√
m
M⋅T T ⋅vvvη . (3.7)

The relation between volume elements is

dVη =
N
∏
i=1

dηηηi =
N
∏
i=1

√
mi

m
drrri = (

N
∏
i=1

√
mi

m
)dVr. (3.8)

From Eq. (3.7) one can then easily express the Cartesian kinetic operator in the Jacobi
version

T = −
N

∑
i=1

h̵2

2mi
∆ri = −

h̵2

2
∇T

r ⋅ (M−1)2 ⋅ ∇r

= − h̵2

2m
∇T

η S ⋅M ⋅ (M−1)2 ⋅M ⋅ ST ⋅ ∇η (3.9)

= − h̵2

2m

N
∑
i=0

∆ηi ,

where ∇T
r = (∇T

r1
,∇T

r2
,⋯) and ∇T

η has an analogous definition.

3.2 Hyperspherical coordinates

Once a set of Jacobi coordinates is chosen, every single vector ηkηkηk needs to be ex-
pressed in spherical coordinates. For each ηkηkηk one has one radial coordinate ηk and
two angular coordinates η̂k = (θk, ϕk). Let us first consider the case of two Jacobi
radial coordinates, η1 and η2. We can parametrize them, using the hyperradial coor-
dinate ρ2 and the hyperradial angle Φ2, in polar coordinates

⎧⎪⎪⎪⎨⎪⎪⎪⎩

η1 = ρ2 cos Φ2,

η2 = ρ2 sin Φ2.
(3.10)

Adding another angle and with a different hyperradius ρ3 we can describe three
Jacobi radial coordinates using the following spherical parametrization

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

η1 = ρ3 cos Φ3 cos Φ2,

η2 = ρ3 cos Φ3 sin Φ2,

η3 = ρ3 sin Φ3.

(3.11)
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We can end up with N − 1 angles, in order to describe N ηi radial coordinates

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

η1 = ρN cos ΦN ... cos Φ3 cos Φ2,

η2 = ρN cos ΦN ... cos Φ3 sin Φ2,

⋮
ηi = ρN cos ΦN ... cos Φi+1 sin Φi,

⋮
ηN−1 = ρN cos ΦN sin ΦN−1,

ηN = ρN sin ΦN .

(3.12)

Therefore we can determined N different radial coordinates using a SN−1
+ hyper-

sphere in RN . We can invert the previous definitions and define the hyperradius ρ

and every hyperangle Φi with the radial Jacobi coordinates

⎧⎪⎪⎪⎨⎪⎪⎪⎩

sin ΦN = ηN/ρN

cos ΦN = ρN−1/ρN

⇒
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

ρ2
N = ρ2

N−1 + η2
N = ∑N

j=1 η2
j

sin Φi = ηi√
η2

1+...+η2
i

. (3.13)

Note that the hyperradial coordinate ρ = ρN is symmetric with respect to permuta-
tions of the particles. With these formulae then the 3N = 3(N − 1) internal coordi-
nates for an N -particle system can be expressed by an hyperradial coordinate ρ and
3N − 1 = 3A− 4 hyperangular coordinates Ω(N)={η̂1, η̂2,.., η̂N , Φ2,.., ΦN}={Ω1, Ω2, ..,
ΩN , Φ2,..,ΦN}, with the hyperangles ΦN varying in the range 0 ≤ ΦN ≤ π

2 .
Summarizing, we have developed the following parametrization:

ηηη(ρ, Ω(N)) ∶ R3N → R+ × SN−1
+ × (S2)N . (3.14)

We can then define the hyperradial volume element as

dV3N = ρ3N−1dρdS3N−1 =
= ρ3N−1dρ sin2(ΦN) cos3N−4 ΦNdΦNdΩNdS3N−4 (3.15)

= ρ3N−1dρ sin θ1dθ1dϕ1

N
∏
i=2

sin θidθidϕi(sin Φi)2(cos Φi)3i−4dΦi ,

where dS3N−1 is the volume element associated with the 3N − 1 dimensional hyper-
sphere and dΩN is the volume associated with the angular part of the Nth Jacobi
coordinate ηN . As for the Jacobi coordinates also in the hyperspherical case we can
choose among several different sets of coordinates. A powerful tool in represent-
ing the variety of such sets is given by the tree diagram, first introduced by N. Ya.
Vilenkin et al. in [63]. In Figure 3.1 the set of Eq. (3.12) is schematized.

Each hyperangle Φi is related to the i-th node: if the segment joining this node
with the upper one extends to the right, a factor equal to sin Φi is associated, other-
wise cos Φi. Each ηi is obtained by the product of ρ with each sine or cosine factor
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FIGURE 3.1: Tree diagram representing the standard scheme of hy-
perangular coordinates. The explicit relations are shown in Eq. (3.12).

Figure from Ref. [61].

associated to each node starting from the lowest vertex and following the path to the
ηi termination.

3.3 Hyperspherical harmonic functions

As well as the hyperspherical coordinates are a generalization of the spherical coor-
dinates for a N -body system, the hyperspherical harmonic functions are a general-
ization of the spherical harmonic functions. For N = 2 these are eigenfunctions of
the angular momentum operator contained in the relative kinetic energy operator.
Therefore, in order to generate the HH for N > 2, we need a generalization of the
Laplace operator in terms of the hyperradius ρ = ρN and the hyperangle ΦN . This
results in [64]

∆(N) = ∆ρN −
1

ρ2
N

K̂2
N , (3.16)

where the hyperradial part is

∆ρN = ∂2

∂ρ2
N
+ 3N − 1

ρ2
N

∂

∂ρN
= 1

ρ3N−1
N

∂

∂ρN
ρ3N−1

N
∂

∂ρN
. (3.17)

The hyperspherical or grand angular momentum operator K̂2
n, n = 2, ..., N, can then

be expressed in terms of the squared angular momentum associated to the n-th Ja-
cobi coordinate, l̂2

n, and K̂2
n−1 as

K̂2
n = −

∂2

∂φ2
n
− 3n − 6− (3n − 2) cos(2φn)

sin(2φn)
∂

∂φn
+ 1

cos2 φn
K̂2

n−1 +
1

sin2 φn
l̂2
n, (3.18)

where we define K̂2
1 = l̂2

1 and the internal n particle angular momentum opera-
tor as L̂n = L̂n−1 + l̂n. The operators K̂2

N , K̂2
N−1, . . . , K̂2

2 , L̂N , L̂N−1, . . . , L̂2, M̂Nz and
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l̂N , l̂N−1, . . . , l̂2, l̂1 commute each other giving us the possibility of labelling each hy-
perspherical state with a complete set of quantum numbers indicated as [K]. We
define the hyperspherical harmonics Y[K] as the eigenstates of the grandangular mo-
mentum operator

K̂2
NY[K] = K(K + 3N − 2)Y[K]. (3.19)

The explicit form of the hyperspherical harmonics in terms of the spherical harmon-
ics Ylm(θ, φ) and of the Jacobi polynomials P(a,b)

µ (z) is

Y[K](ΩN) =
N
∏
j=1

Yljmj(θj, φj)

× ∑
m1,...,mN

⟨l1m1l2m2∣L2M2⟩...⟨LN−1MN−1lNmN ∣LN MN⟩ (3.20)

×
N
∏
j=1
N(Kj; lj, Kj−1)(sinαj)lj(cosαj)Kj−1 P

[lj+1/2],[Kj−1+(3j−5)/2]
µj (cos(2αj)) ,

where li and mi correspond to the angular momentum and its projection associated
to the i-th Jacobi coordinate while Li and Mi are the total angular momentum and
its projection, respectively. The latter results from the composition of all the angular
momenta from the first one to the i-th coordinate one. In addition, the normalization
constant is given by

Nj(Kj; lj, Kj−1) =
¿
ÁÁÀ(2Kj + 3j − 2)µj!Γ(µj +Kj−1 + lj + (3j − 2)/2)

Γ(µj + lj + 3/2)Γ(µj +Kj−1 + (3j − 3)/2) , (3.21)

where µj is a positive integer and Kj = Kj−1 + 2µj + lj. We observe that the hyper-
spherical harmonics are characterised by 3N − 1 quantum numbers:

[K] = (l1, ..., lN , L2, ..., LN , MN , K2, ...KN). (3.22)

3.3.1 The complete basis

It is relevant to point out that the hyperspherical harmonics alone do not represent
a complete basis set on which we can perform the expansion of the wave function
under consideration. In fact, not only the hyperradial part is still missing but also
the spin and isospin one. A basis function in this space is of the form

∣Φi⟩ = ∣RriY[KN]i
⟩ ⊗ ∣χ[SN ]i

χ[TN ]i
⟩ , (3.23)

where Rri are the hyperradial basis functions, χ[SN ]i
and χ[TN ]i

are the spin and
isospin states. The hyperradial basis is chosen to be the generalized Laguerre poly-
nomials L(ν)

n (ρ/β) coupled with the appropriate weights

Ln(ρ) = ( 1
β
)

3N+5
2

√
n!

(n + ν)!
L(ν)

n (ρ/β)e−
ρ

2β ( ρ

β
)

ν−3N+4
2

, (3.24)
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where we take ν integer, β is a variational parameter with dimension of a length and
n is an integer number n ≥ 0. Choosing ν = 3N − 1 the hyperradial contribution to
the volume element Eq. (3.15) in the basis functions is naturally included. By using
the properties of the Laguerre polynomials we can analytically evaluate the kinetic
radial matrix elements

⟨Ln(r)∣∇ρ ∣Ln′(r)⟩ = 1
4

δnn′ −
3N − 1+ 2n′

2
Rν;−1

n,n′ + (3N − ν + 2)× (3.25)

× [n′Rν;−2
n,n′ −

√
n′(n′ + ν)Rν;−1

n,n′−1],

with

Rν;a
n,n′ = ⟨Ln(r)∣ ra ∣Ln′(r)⟩ =

=
√

n!n′!
(n + ν)!(n′ + ν)! ∫

∞

0
dre−rrνLn(r)Ln′(r)ra = (3.26)

=
¿
ÁÁÀ n!(n + ν)!

n′!(n′ + ν)!

n
∑
m=0

(−1)m (ν + a +m)!(−a −m)n′

(n −m)!(ν +m)!m!
.

The spin and the isospin basis were both defined on a reversed sequential cou-
pling. By denoting as si and ti, respectively, the spin and the isospin quantum num-
bers of the i-th particle, each spin and isospin state can be identified as

[SN ] = sN , sN−1, ..., s1; S2, ..., SN−1, SN (3.27)

[TN ] = tN , tN−1, ..., t1; T2, ..., TN−1, TN ; TNz ; (3.28)

where Si (Ti) is the total spin (isospin) quantum number of the system composed by
particles from N to N − i + 1. TNz is the projection on the z axis of the total isospin
TN . The isospin coupling scheme can be represented in the tree diagram as shown
in Figure 3.2. In the case of a central force LN and SN are conserved, meaning

FIGURE 3.2: Tree diagram representing the sequential reversed-order
N -body isospin coupling [61].

that they are good quantum numbers for defining the eigenstates of Ĥ. In the non-
central case however SN and LN are not good quantum numbers anymore, and only
the total angular momentum J, together with the isospin numbers TN and TNz , can
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FIGURE 3.3: Tree diagram representing the coupling scheme between
the orbital angular momentum LN and the total spin SN in aN -body

non-central basis [61].

be used to define the angular plus spin/isospin wave function, leading to a much
bigger basis, Figure 3.3.

3.4 Momentum space

The α-α and α-n potentials analyzed in this Thesis are born in momentum space
as they are calculated from a Lagrangian within an EFT. For this reason, this space
represents the natural frame for our calculations. At this point, it becomes crucial
to understand how to transfer the HH formalism in the aforementioned space. As
there is a wide choice to mix the coordinates of real space in order to build a com-
plete set of Jacobian coordinates, in principle the same freedom is also present in the
momentum space. However, fixed a proper set of Jacobi coordinates ηηηi in coordi-
nate space then the coordinates in momentum space πππi are defined as the conjugate
variables through,

[ηα
i , π

β
j ] = ih̵δαβδij, (3.29)

where i, j = 1, ..., N and α, β = x, y, z.
For N body system we introduce the following coordinates

πππN−i =
√

mMi

mi+1Mi+1
(pppi+1 −

mi+1

Mi

N
∑
i=1

pppi) ,

πππ0 =
√

m
MN

N
∑
i=0

pppi , (3.30)

where N = N − 1, m is a reference unit mass and Mi = ∑i
j=1 mj. The πππ0 coordinate is

the rescaled center of mass momentum. As we can see, with this particular ordering
the last Jacobi coordinate, πππN , is directly proportional to the relative momentum
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between the first two particles

πππN =
√

mM2

m1m2
ppp12, (3.31)

with

ppp12 =
m1ppp2 −m2ppp1

M2
= m1ppp2 −m2ppp1

m1 +m2
. (3.32)

The Jacobian determinant for the transformation (ppp1, . . . , pppN ) → (πππ0,πππ1, . . . ,πππN)
is the opposite as the coordinate space one

J =
N

∏
i=1

√
m
mi

. (3.33)

Explicitly the definitions (3.30) for N = 2, a three-body system, lead to the follow-
ing result:

πππ2 =
√

mM2

m1m2
(m1ppp2 −m2ppp1

M2
) ,

πππ1 =
√

mM2

m3M3
(ppp3 −

m3

M2
(ppp1 + ppp2)) ,

πππ0 =
√

m
M3

(ppp1 + ppp2 + ppp3) , (3.34)

and the inverse relations read,

ppp1 =
√

m1

m
(
√

m1

M3
πππ0 −

√
m1m3

M3M2
πππ1 −

√
m2

M2
πππ2)

ppp2 =
√

m2

m
(
√

m2

M3
πππ0 −

√
m2m3

M3M2
πππ1 +

√
m1

M2
πππ2)

ppp3 =
√

m3

m
(
√

m3

M3
πππ0 +

√
M2

M3
πππ1) . (3.35)

Once the Jacobi coordinates are determined, the transformation to the hyper-
spherical coordinate system can be carried out following the same procedure for the
coordinate space case.
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The N hyperspherical coordinates in the momentum space are

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

π1 = QN cos ΦN ... cos Φ3 cos Φ2,

π2 = QN cos ΦN ... cos Φ3 sin Φ2,

⋮
πi = QN cos ΦN ... cos Φi+1 sin Φi,

⋮
πN−1 = QN cos ΦN sin ΦN−1,

πN = QN sin ΦN

(3.36)

defining the hyperradius Q and every single hyperangle Φi as

⎧⎪⎪⎪⎨⎪⎪⎪⎩

sin ΦN = πN/QN

cos ΦN = πN−1/QN

⇒
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Q2
N = Q2

N−1 +π2
N = ∑N

j=1 π2
j

sin Φi = πi√
π2

1+...+π2
i

. (3.37)

The volume element can be written as

dV3N = Q3N−1dQdS3N−1 =
= Q3N−1dQ sin2(ΦN) cos3N−4 ΦNdΦNdΩNdS3N−4 (3.38)

= Q3N−1dQ sin θ1dθ1dϕ1

N
∏
i=2

sin θidθidϕi(sin Φi)2(cos Φi)3i−4dΦi ,

where dS3N−1 is the volume element associated with the 3N − 1 dimensional hyper-
sphere and dΩN is the volume associated with the angular part of the Nth Jacobi
coordinate πN . The only significant difference between the coordinate and momen-
tum spaces is in the kinetic energy operator construction. While the internal kinetic
energy of the system in real space is calculated using the hyperlaplacian, the deriva-
tion of the internal kinetic energy in momentum space is much simpler. The total
kinetic energy is

Ttotal =
N

∑
i=1

p2
i

2mi
, (3.39)

that can be written in Jacobian coordinates in the following compact form

Ttotal =
∑N

i=0 π2
i

2m
. (3.40)

The internal kinetic energy is defined as

Tint = Ttotal − TCM = Ttotal −
P2

CM

2MN
= Ttotal −

(∑Ni=1 pi)2

2MN
, (3.41)
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inserting Eq. (3.30) and (3.40) in this definition, one gets

Tint =
∑N

i=1 π2
i

2m
. (3.42)

Remembering then the definition of hypermomentum Q

Q =
¿
ÁÁÀ N
∑
i=1

πππ2
i , (3.43)

one simply obtains

Tint =
Q2

2m
. (3.44)

At this point one can introduce the complete basis in the momentum space.
A significant advantage of the HH formalism consists in the fact that the hyper-

angular part of the basis remains unaltered moving from coordinate to momentum
space. In fact, it is possible to show that Y[K](Ωr) Ð→

FT
Y[K](Ωp) [65]. With regard

to the hyperradial part of the basis, we can choose to work again with the Laguerre
polynomials basis functions rewritten in terms of the hypermomentum Q. Therefore
we can define our basis wave function Ψ as a product of a purely hypermomentum
function, a purely hyperangular one and the spin and isospin states,

Ψ[n](πππ1, ...,πππN) = Ψ[n](Q, Ω(N)) = gn(Q)Y[Kn](Ω(N)) ⊗ ∣χ[SN ]i
χ[TN ]i

⟩ , (3.45)

with χ[SN ]i
( χ[TN ]i

) the spin (isospin) states, gn(Q) defined as

gn(Q) = ( 1
β
)

3N
2
√

n!
(n + ν)!

(Q
β
)

ν
2−

3N−1
2

e−
Q
2β Lν

n (Q
β
) (3.46)

and Y[Kn](Ω(N)) the hyperspherical harmonic of the full system, with set of hyper-
angular quantum numbers [KN], given in Eq. (3.20).
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3.5 The Symmetrized and the Non-Symmetrized HH Basis

A well-known feature of the wave function of a quantum particle system is the de-
fined symmetry under particle permutations. The HH functions, however, do not
possess any intrinsic symmetry and must be manually symmetrized.

One method consists in constructing HH functions recursively by realizing ir-
reducible representations not only of the orthogonal group O(3N) but also of the
group O(N), accordingly to the chain O(3N) ⊂ O(3) ⊗O(N):

O(3N − 3) ⊃ O(3)⊗ O(N − 1) ⊃ O(N − 2) ⋯ ⊃ O(2)
∪ ∪ ∪

SN ⊃ SN−1 ⋯ ⊃ S3 ⊃ S2

(3.47)

Such an approach was developed more than two decades ago by N. Barnea [66]
through an efficient technique, and it resulted in the first 6-body computation using
the HH method [63]. Up to 7-body calculations have also been performed [67]. This
method is particularly efficient for a few-body system of N identical fermions, since
given an antisymmetric wave function ΨA, all the matrix elements for a potential
can be determined by computing only the matrix element of one pair of particles as

⟨ΨA∣∑
i<j

Vij ∣ΨA⟩ = N(N − 1)
2

⟨ΨA∣VN,N−1 ∣ΨA⟩ . (3.48)

Then because of the recursivity proprieties of the HH and remembering that the last
Jacobi coordinate is expressed as only function of the relative coordinate between
the N and N − 1 particle, one can realise that the matrix element ⟨ΨA∣∑i<j Vij ∣ΨA⟩
will only involve two integrations in the N and N −1 coordinates. Unfortunately the
method becomes computationally heavy for increasing N and dealing with particles
with different masses and symmetries it is no longer feasible.

An alternative HH approach has been developed a few years ago by M. Gatto-
bigio et al. in Ref. [32] which is based on the use of the Hyperspherical Harmonic
basis without previous symmetrization (NSHH). Let us see, in this case, how to deal
with the problem caused by the lack of an intrinsic symmetry of the wave function,
having to calculate the matrix elements for all the couples of particle ij. In order to
do this the permutation matrices can be used

⟨ΨNSHH ∣Vij ∣ΨNSHH⟩ = ⟨ΨNSHH ∣ P−1
1i P−1

2j V12P1iP2j ∣ΨNSHH⟩ , (3.49)

with

Pab =
b−1

∏
s=a
P(s)

a
∏

s=b−2
P(s), a < b. (3.50)
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The unitary matrix P(j) is defined as

P(j)
[KN][K′N]

= ∫ Y∗[KN](ΩN)Y[K′N](Ω(j)
N )dΩN (3.51)

and represents the kinematic rotation between the two mass-position pairs (mj, rj)
and (mj+1, rj+1) in the HH basis. It can be shown (see [61]) to be equal to

P(j)
[KN][K′N]

=[
i−2

∏
α=1

δlα,l′α

i−2

∏
k=2

δLk ,L′k
δKk ,K′k

]
(i)

BLi−2Ki−2LiKi
li−1l′i−1Li−1L′i−1K′i−1

(3.52)

⋅ [
N
∏

α=i+1
δlα,l′α

N
∏

k=i+1
δLk ,L′k

δKk ,K′k
].

The Bmatrices represent the blocks of the P matrix and are combination recouplings
by means of the T and the Raynal-Revai coefficients as

(i)BLi−2Ki−2LiKi
li−1l′i−1Li−1L′i−1K′i−1

= ∑
Li,i−1

TLi−2li−1li
Li−1,Li,i−1,Li

TLi−2l′i−1l′i
Li−1,Li,i−1,Li

× (3.53)

× ∑
Ki−1,i

T
αKi−1 αli−1

αli
Ki−1Ki,i−1Ki

T
αKi−1 α′li−1

α′li
Ki−1Ki,i−1Ki

⋅ RKi,i−1,Li,i−1
li−1li ,l′i−1l′i

,

with

TLi−2li−1li
Li−1,Li,i−1,Li

=(−1)Li−2+li−1+li+Li
√

2Li−1 + 1× (3.54)

×
√

2Li,i−1 + 1
⎧⎪⎪⎨⎪⎪⎩

Li−2 li−1 li
li Li Li,i−1

⎫⎪⎪⎬⎪⎪⎭
,

andRKi,i−1,Li,i−1
li−1li ,l′i−1l′i

(β j) the Raynal-Revai coefficients as described in [68].
Now we need to figure out how to restore the correct symmetry of the wave

function. The well defined symmetries of theN -body Hamiltonian eigenvectors can
be identified by means of the application of the Casimir operator of the group of
permutations of N objects, C(N). 1

N. Barnea et al. in Ref. [33] proposed a variation on this non-symmetrized HH
(NSHH) method which is based on the definition of a pseudo-Hamiltonian as an
appropriate combination of the N -body Hamiltonian and the C(N) operator. The
lowest eigenvectors of such an operator have the requisite permutational symme-
try and can be calculated using fast diagonalization procedures, in our instance the
Lanczos algorithm (illustrated in Appendix B) was chosen.

This last approach is the one adopted in the present work. If we examine a sys-
tem of identical particles, the Casimir operator is defined by

Ĉ(N) =
N

∑
i<j

Pij , (3.55)

1Clearly in case of particles with spin and isospin degrees of freedom one has to extend the basis
and in this case the permutation operators will contain also spin and isospin recouplings [61].
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where Pij is the operator that permutes the i-th particle with the j-th one. Since
the Hamiltonian commutes with Ĉ(N), these two operators share the same set of
eigenstates. In particular, the eigenvalue of the Casimir operator for a symmetric
state is λS = N(N−1)

2 , for an antisymmetric state it is equal to λA = −N(N−1)
2 and for

a mixed state it corresponds to λM, where λA < λM < λS. In Ref. [61], a generalised
form of the Casimir operator for different particle species is defined by

Ĉ(N) =
n
∑
s=1

bΛs Ĉs(Ns) , (3.56)

where Ĉs(Ns) is the Casimir operator given by Eq. (3.55) forNs particles of the same
species, n is the number of different species in the system and the parameter bΛs

comes out to be equal to 1 for antisymmetric and mixed states, and to −1 for sym-
metric states. The original Hamiltonian can now be modified, by adding a new term
which depends on Ĉ(N), as

Ĥ′ = Ĥ + γĈ(N). (3.57)

The eigenvalues of H′ for a specific symmetry configuration Λ assume the form

E′k,Λ = Ek,Λ + γ
n
∑
s=1

bΛs λΛs , (3.58)

where k varies from 0 to the maximum number of states Nmax with the same sym-
metry configuration. As a result, after the parameter γ is fixed, we are able to dis-
tinguish the states with the desired symmetry configuration Γ from the others since
the associated eigenvalues will be the lowest. Indicating the shifted value for the
ground state energy with E′0,Γ, the following relation holds:

E′0,Γ = E0,Γ + γ
n
∑
s=1

bΓs λΓs < E0,Λ + γ
n
∑
s=1

bΛs λΛs , (3.59)

where Λ ≠ Γ. This inequality implies the presence of a lower bound on the parameter
γ given by

γ > E0,Γ − E0,Λ

∑n
s=1(bΛs λΛs − bΓs λΓs)

. (3.60)

At this point, the true ground-state energy E0,Γ can be obtained by subtracting the
term γ∑n

s=1 bΓs λΓs to E′0,Γ. We would like to emphasize that the avoidance of the
symmetrization technique is partially compensated by the larger dimension of the
basis, which is no longer constrained a priori by permutational symmetry.
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3.6 Application to Cluster EFT Hamiltonian

In the previous Sections we presented the complete HH basis in momentum space.
Furthermore we showed how, even without explicit symmetrization, we could com-
pute the potential solely between the N-th and N-1-th particle by using permuta-
tions and then selecting the correct symmetry by the additional pseudo-potential
with the Casimir operator. Let us now illustrate the explicit calculation of the ex-
pansion of the Hamiltonian on the basis of the NSHH. To calculate the matrix ele-
ments Hmn = ⟨ψm ∣H∣ψn⟩ the kinetic and potential parts of the Hamiltonian Hmn =
Tmn + (VN,N−1)mn are considered separately.

For the kinetic term Tmn one simply gets

Tmn =
n!

(n + ν)! ∫ dQQ3N−1gm(Q) Q2

2m
gn(Q) δ[K],[K′]. (3.61)

Concerning the two-body potential, as we have seen in Chapter 2, they depend
on the two relative momenta p, p′ in the following way

V(p, p′) =
∞

∑
l=0

(2l + 1)(pl p′l g(p)g(p′)
1

∑
ij=0

p2iλij p′2j)Pl(p̂ ⋅ p̂′) λ =
⎛
⎝

λ0 λ1

λ1 0

⎞
⎠

, (3.62)

where Pl(p̂ ⋅ p̂′) indicates the l-th Legendre polynomial.
Equivalently in terms of the Jacobi coordinates the potential is a function of πππN ,πππ′

N

as

V(p, p′) → V(
√

mM2

m1m2
πN ,

√
mM2

m1m2
π′N) . (3.63)

The dependence on the variables π and π′, beyond the particular case under con-
sideration, represents a general feature of the potentials in momentum space even if
the corresponding potential in the coordinate space is local.

Therefore in order to expand V(πππN ,πππ′
N) we need to introduce

⎧⎪⎪⎪⎨⎪⎪⎪⎩

πN = Q sin(ΦN)
ΩN = (ϕN , θN)

, (3.64)

where

Q =
N
∑
i=1

π2
i , (3.65)

and the new variable

⎧⎪⎪⎪⎨⎪⎪⎪⎩

π′
N = Q′ sin(Φ′

N)
Ω′

N = (ϕ′N , θ′N)
(3.66)
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with

Q′ =
N−1

∑
i=1

π2
i +π′2

N . (3.67)

Using Eq. (3.66) together with Eq. (3.67) one obtains

Q′2 =
N−1

∑
i=1

π2
i +π′2

N =
N−1

∑
i=1

π2
i +Q′2 sin2(Φ′

N) ⇒
N−1

∑
i=1

π2
i = Q′2(1− sin2(Φ′

N)), (3.68)

then one can make the same argument with Eq. (3.64) and Eq. (3.65) getting

N−1

∑
i=1

π2
i = Q2(1− sin2(ΦN)) = Q2 cos2(ΦN). (3.69)

Putting the two results together

Q2 cos2(ΦN) = Q′2 cos2(Φ′
N) ⇒ cos2(Φ′

N) = cos2(ΦN) Q2

Q′2 (3.70)

we have a relation with which we can remove Φ′
N as a free variable in the integration,

meaning that the final element of volume is

dΩ = π′2
Ndπ′

N = Q′2 sin2(Φ′
N) dQ′

sin(Φ′
N) = Q′2 sin(Φ′

N)dQ′. (3.71)

Now the integral (VN,N−1)mn can be rewritten in HH coordinates as

(VN,N−1)mn = N ∫ dQdQ′dΦNdΩ(N−1)dΩNdΩ′
NQ3N−1Q′2gm(Q)gn(Q′)×

× (sin(ΦN))lN+2(cos(ΦN))KN−1+3N−4P
(ln+ 1

2 ,KN−1+
3N−5

2 )

nN (cos(2ΦN))×
× ∑

MN−1,mN

(⟨LN−1MN−1lNmN ∣LN MN⟩Y[KN−1]
(Ω(N−1))YmN

lN
(ΩN))×

×V(πππN ,πππ′
N)(sin(Φ′

N))l′N+1(cos(Φ′
N))K′N−1 P

(l′n+
1
2 ,K′N−1+

3N−5
2 )

n′N
(cos(2Φ′

N))×

× ∑
M′

N−1,m′
N

(⟨L′N−1M′
N−1l′Nm′

N ∣L′N M′
N⟩Y[K′N−1]

(Ω(N−1))Ym′
N∗

l′N
(Ω′

N)) , (3.72)

with N = N(KN , lN , KN−1)N(K′
N , l′N , K′

N−1) the product of all normalization factors
of the various functions in the integral.
As detailed in Ref. [60] the Eq. (3.72), after some mathematical manipulations, can
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be cast in the following compact expression

(VN,N−1)mn = δ[KN−1][K′N−1]
δlN l′N

δmNm′
N

δLN L′N
δMN M′

N
δm′′0×

× 2πN ∫ dQdQ′Q3N−1Q′2gm(Q)gn(Q′)×

×∫ dΦN(sin ΦN)lN+2(cos ΦN)KN−1+3N−4P
(lN+

1
2 ,KN−1+

3N−5
2 )

nN (cos(2ΦN))×

× (sin Φ′
N)lN+1(cos Φ′

N)K′N−1 P
(lN+

1
2 ,KN−1+

3N−5
2 )

nN (cos(2Φ′
N))VlN(πN , π′

N) ,
(3.73)

where

VlN(πN , π′
N) = ∫

1

−1
dtV(πN , π′

N , t)P0
lN
(t) (3.74)

being t = π̂N ⋅ π̂′
N .

3.6.1 The three-body potential

As we mentioned in the Chapter 2, in the Hamiltonian a three-body potential of the
form

V3 = λ3 e−(p2
12+p2

23+p2
31)/Λ2

e−(p′212+p′223+p′231)/Λ2
(3.75)

is included, where pij are the relative momenta. In this case the Jacobi variables
present are four: π1, π2, π′

1 and π′
2. However, the calculation of the matrix (V3)mn

can be considerably simplified since it is possible to rewrite the potential in terms of
the hypermomenta Q and Q′ as,

V3 = λ3 e−(Q2/Λ2
3)e−(Q′2/Λ2

3) . (3.76)

Therefore this potential takes the form of a hypercentral potential and (V3)mn is
simply given by

(V3)mn = N ∫ dQdQ′Q3N−1Q′3N−1gm(Q)gn(Q′)V3(Q, Q′) δ[K],[K′] . (3.77)
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Chapter 4

Nuclear photodisintegration
reactions

In this Chapter we propose the derivation of the electromagnetic currents used in the
calculation of the 9Be photodisintegration cross-section. In Section 4.1 we introduce
the general aspects of nuclear reactions, with particular attention to their inclusion in
the EFT framework. In Section 4.2 we then analyze the photodisintegration process
for the 9Be, showing how to derive the current within our theory. There we also
discuss the continuity equation for the current and the charge density. Finally, in
Section 4.3, we derive the expression for the cross-section of the process using the
Fermi golden rule.

The notations used in this Chapter for the particle fields, the interaction Hamil-
tonian, the T-matrix and the S-matrix can be found in Appendix C.

4.1 Nuclear reactions

Nuclear reactions are a fundamental tool for the investigation of nuclear structure
and dynamics. Calculating the cross-section of a given process and comparing it
with experimental data is essential to understand the reliability of the model. The
nuclear response function is directly related to the interaction Hamiltonian or more
precisely to the relative T-matrix, hence the nuclear currents can be derived within
the EFT framework.

Most of the recent current calculations in the literature are based on EFTs [69,
70]. Differently from the calculations of bound states or resonances, the derivation
of the currents follows the perturbative approach. In this way the calculation can be
inserted in a systematic context where the error at each order is due to the truncation
of the Lagrangian and of the T-matrix used.

The general approach starts considering an interaction Lagrangian density. If we
are describing the reaction within an EFT then the Lagrangian is constructed in a
similar way as explained in Chapter 2. From the Lagrangian it is possible to derive
the associated Hamiltonian by means of the Legendre transform. Then in order to
obtain the cross-section it is necessary to calculate the matrix Tf i of the process and
here the perturbative approach and power counting of the theory are required to
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justify the contributions of the matrix that will contribute most to the process. As
we have already seen in Section 2.3, the various terms of the T-matrix are visualized
through diagrams that facilitate the power counting of their perturbative order. In
general given an interaction Hamiltonian Hint and the initial and final states ∣I; q, k⟩
and ∣F; k′⟩, combination of a scattering particle with momentum k, a photon with
momentum q and nucleus states, the T-matrix reads

Tf i = ⟨F; k′∣Hint∣I; q, k⟩

+ ∑INT⟨F; k′∣Hint∣INT⟩⟨INT∣Hint∣I; q, k⟩
EI + Ek + Eq − EINT + iε

+ ⋯ . (4.1)

Above ∣INT⟩ indicates the possible intermediate states of particles produced during
the reaction and the dots mean higher orders in the calculation. Finally the scattering
matrix element S f i, between the initial (i) and final ( f ) states, is given by

S f i = δ f i − 2πiδ(E f − Ei)Tf i (4.2)

and the cross-section is calculated by the Fermi golden rule [71]. In this work we
focus on the photodisintegration process which is when a nucleus absorbs a photon
and then breaks up into fragments. The typical spectrum for this reaction is shown
in Figure 4.1.

FIGURE 4.1: Figure from Ref.[72]

At low energy one can see the discrete spectrum representing the excited bound-
states, above the break-up threshold the continuum region appears. This region
is dominated by resonant peaks originated, in most cases, by dipole excitations.
The first area in this region is populated by the so-called pygmy dipole resonances
(PDRs), typical of neutron-rich nuclei and often explained as due to the oscillation of
the excess neutrons against all other nucleons. In the higher energy region the giant
dipole resonances (GDRs) are found. These are interpreted as the collective modes
of all protons oscillating against all neutrons [73].
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4.2 Electromagnetic currents

The starting point to derive the electromagnetic currents is given by a Lagrangian
density. We can firstly consider the one body free Lagrangian for the alpha particle

Lα =
1
2
( 1

2mα
∂µΨ†∂µΨ −m2

αΨ+Ψ + h.c.) , (4.3)

where we use the definitions of the quantum fields shown in Eqs. (2.3)-(2.6).
The photon field can be included in the above Lagrangian via minimal coupling,

∂µ → ∂µ + ieQ̂Aµ. (4.4)

being Q̂ the charge operator, which takes different values depending on the field is
acting on, and

Aµ(x) = ∑λ=4,±1,0 V ∫
dq

(2π)3
1√
2ωq

(aq,λε
µ
q,λ

eiqx
√

V
+ a†

q,λεµ∗
q,λ

e−iqx
√

V
) (4.5)

is the field of a photon with energy ωq = ∣q∣ = q. The polarization four vectors ε
µ
q,λ

are defined as,

ε
µ
q,λ = (1, 0̂) λ = 4 , (4.6)

ε
µ
q,λ = (0, ε̂q,λ) λ ≠ 4 , (4.7)

where 0̂ is a three-dimensional vector with null components, ε̂q,0 = q̂ and the vectors
ε̂q,±1 are defined in circular polarization. The ε̂q,λ satisfy the relations

ε̂†
q,λ = (−)λε̂†

q,−λ , (4.8)

ε̂†
q,λ ⋅ ε̂q,λ′ = δλ,λ′ . (4.9)

With the substitution (4.4) the Lagrangian (4.3) becomes,

Lem
α ≃ 1

4mα
(∂µΨ)† (2ieAµΨ) + h.c., (4.10)

where we considered only the linear terms in the electromagnetic field and the co-
variant derivative acts on the field of the alpha particle as,

∂µΨ = V ∫
dk

(2π)3 ap (−ikµ)
eik⋅x
√

V
. (4.11)

Considering only the minimal coupling with the electromagnetic field (4.4), pro-
portional to the charge operator, the free Lagrangian of the neutron will not make
any further contribution. The use of only the minimal coupling and no other cou-
plings with the electromagnetic field in case of focus on electric dipole transition is
justified by the fact that it represents, at low energy, the main contribution to the
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current [74].
Now we can move to consider the EFT interaction Lagrangian density, described

in detail in Eq. (2.1). Here for the sake of simplicity we write only the dominant
interactions for the particles pairs, which are the S0 partial wave interaction for αα

and the P3
2

for αn,

Lααn = λ0αα,0Ψ†ΨΨ†Ψ + λ1αα,0 (Ψ←→∇ 2ΨΨΨ + h.c.)

+ λ0αn,1(Ψ←→∇n)†(Ψ←→∇n) + λ1αn,1 ((Ψ←→∇ 2←→∇n)(Ψ←→∇n) + h.c.) . (4.12)

Writing the covariant expression of the gradient as

Ψa
←→∇Ψb =

mb∂a −ma∂b

ma +mb
→

mb∂aµ −ma∂bµ

ma +mb
≡ ∂aµ − ∂bµ (4.13)

and introducing again the electromagnetic field via minimal coupling

∂aµ − ∂bµ → ∂aµ + (ieQ̂Aµ)a − ∂bµ − (ieQ̂Aµ)b ≡
←→
∂ µ + (ieQ̂Aµ)a − (ieQ̂Aµ)b , (4.14)

from the first term of αn Lagrangian we get

λ0αn,1(Ψ←→∇n)†(Ψ←→∇n) →

= λ0αn,1[(Ψ
←→
∂ µn + ieQ̂AµΨn)(Ψ

←→
∂ µn + ieQ̂AµΨn)†)]

≃ λ0αn,1[Ψ
←→
∂ µn(ieQ̂AµΨn)† + (Ψ

←→
∂ µn)†(ieQ̂AµΨn)] , (4.15)

where again in the last line we considered only the linear terms in Aµ.
From the λ1 term of the αn Lagrangian one has

λ1αn,1 ((Ψ←→∇ 2←→∇n)(Ψ←→∇n) + h.c.) →

λ1αn,1[Ψ(
←→
∂ µ + ieQ̂Aµ)2(

←→
∂ µ + ieQ̂Aµ)n)†)](Ψ(

←→
∂ µ + ieQ̂Aµ)n)†)) + h.c.

≃ 4λ1αn ((Ψ
←→
∂ 3

µn) ((2ieAµΨn) + h.c.)) . (4.16)

Regarding the αα interaction Lagrangian the λ0αα,0 term in Eq. (4.12) does not have
a derivative to be coupled to the electromagnetic field. While from the λ1αα,0 terms
one obtains

Ψa(∂aµ + (ieQ̂Aµ)a − ∂bµ − (ieQ̂Aµ)b)2Ψb , (4.17)

which has not Aµ-dependent linear terms since the two α fields have the same charge
Qa = Qb. It is interesting to note that the Lagrangian terms written in Eqs. (4.15), (4.16)
are the only interaction Lagrangian terms with a linear coupling with the electro-
magnetic field, since considering also the NLO of the αn interaction or the three-
body interaction we do not have additional terms. Such interactions, in fact, do not
contain any further derivative.
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Putting all the terms together we get the expression of the ααn electromagnetic
Lagrangian density, that is

Lem
ααn = λ0αn ((Ψ

←→
∂ µn) (2ieAµΨn)† + h.c.) + 4λ1αn ((Ψ

←→
∂ 3

µn) ((2ieAµΨn) + h.c.)) .
(4.18)

At this point the Hamiltonian can be calculated by the Legendre transformation of
the Lagrangian. Neglecting higher-order terms one simply has [75],

Lint ≃ −Hint (4.19)

Hint(x) = ∫ d3xHint(x) . (4.20)

Then, the T-matrix element from an initial state ∣i⟩ = ∣α1α2nq⟩, with two alpha par-
ticles of quantum numbers α1α2, a neutron n and a photon q, to a final state ∣ f ⟩ =
∣α′1α′2n′⟩ is given by

Tf i = ⟨α′1α′2n′ ∣−∫ d3xLem
α ∣ α1α2nq⟩

+ ∑
INT

⟨α′1α′2n′ ∣− ∫ d3xLem
α ∣ INT⟩ (INT ∣− ∫ d3xLααn∣ α1α2nq⟩

Eα1 + Eα2 + En +ωq − EINT + iε
+ ⋯ , (4.21)

where ∣INT⟩ = ∣α′′1 α′′2 n′′⟩ represents an intermediate state of the process consisting
of α, α, n particles. Each term of the above expression can be visualized through an
time-ordered diagram.

There is an one-to-one correspondence between the diagrams and the expres-
sions of the contributions to the T-matrix. If we consider the time running upward,
the various factors are ordered starting from the top of the diagrams and going back-
ward. Every time we meet a vertex, we associate the corresponding vertex function;
between two vertices we have a propagator or better an energy denominator which
takes into account of the flying particles in the intermediate state. For each vertex
there is a δ-function conserving the momenta. After the elimination of the sum over
the intermediate state momenta with the δ-functions, it remains an integrations over
a momentum for each remaining loop. It is important to notice that these diagrams
are not Feynman diagrams. Unlike the latter, we must consider here all time order-
ings. This is due to the analytical integration over time we have performed when we
have written the S-matrix in terms of the T-matrix. To establish how many terms of
the above equation it is necessary to calculate, let us start considering the diagrams
in Figure 4.2.
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FIGURE 4.2: T-matrix contributions described in the text.

Here we adopt the naive power counting [76] which simply corresponds to the
dimensional analysis and gives an idea about the magnitude of each term in the
expansion. We considered each delta function, in addition to that of energy conser-
vation, as Q−3. This is because each of these deltas eliminates an integral over the
momenta dp. The energy denominator in Eq. (4.21) is considered of order Q, since
it corresponds to the energy of the photon. The contribution of the vertex derives
from the interaction Lagrangians. In the diagrams above the electromagnetic ver-
tex of the α particle with a photon, of Eq. (4.10), is represented with a dot and at
the leading order gives ∼ p

m√
ωq

∼ Q− 1
2 . The red square represents the αα interaction

of Eq. (4.12), while the blue square represents the αn interaction of Eq. (4.12). The
bigger dot stands for a three-body force contact interaction and the green square for
the interaction (4.18). Regarding the constants of the EFT potential we considered
λ0αα ∼ Λ−2 and λ0αn ∼ Λ−4, see Eq. (2.39). In this way it is easy to see that diagram (a)
represents the dominant contribution ∼ Q−13/2 and diagram (b) is suppressed by a
factor Q2/Λ2 with respect to the first one, due to the lack of one delta function and to
the energy denominator. Therefore it is O(Q−11/2/Λ2), the (c) diagram is suppressed
by Q4/Λ4, thus ∼ O(Q−5/2/Λ4) and the other diagrams are of higher order.

Let us now return to consider Eq. (4.21), the first term of the sum represents the
diagram (a) of Figure 4.2, that is the LO contribution, while the second term stands
for the diagram (b) when we consider an intermediate state of two α particles and a
neutron and taking only the αα terms of Eq. (4.12). In this work we only consider the
contribution of diagram (a). Regarding the higher order diagrams, as also shown in
Ref. [74], for our purposes their contributions can be neglected.
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Therefore substituting Eq. (4.10) into Eq. (4.21), the LO contribution of the T-
matrix reads

Tf i = ⟨α′1α′2n′ ∣−∫ d3x
1

2mα
(∂µΨ)† (ieAµΨ) + h.c.∣ α1α2nq⟩

= ie
2mα

⟨0∣apα′1
apα′2

bpn′ (−∫ d3xV ∫
dk′

(2π)3 a†
k′ (ik′µ)

e−ik′⋅x
√

V

×V∑
λ′
∫

dq′

(2π)3
1√

2ωq′
aq′,λ′ε

µ
q′,λ′

eiq′⋅x
√

V
V ∫

dk
(2π)3 ak

eik⋅x
√

V

+ h.c.)a†
pα1

a†
pα2

b†
pn a†

q∣0⟩ , (4.22)

where pα1 , pα2 (pα′1
, pα′2

) indicate the initial (final) alpha particle four-momenta, pn

(pn′) the initial (final) neutron four-momentum, q the photon one and ∣0⟩ is the vac-
uum state. Using the commutation rules of creation and annihilation operators of
the fields,

[ap, a†
p′] =

(2π)3

V
δ3(p − p′) , (4.23)

[aq,λ, a†
q′,λ′] =

(2π)3

V
δ3(q − q′)δλλ′ , (4.24)

one has

Tf i =
−ie ε

µ
q,λ

2mαV3
√

V2ωq
(2π)9δ3(pn′ − pn)[δ3(pα′2

− pα2)(pα1 µ + pα′1 µ
)∫ d3xe

i(pα1+q−pα′1
)x

+ δ3(pα′1
− pα1)(pα2 µ + pα′2 µ

)∫ d3xe
i(pα2+q−pα′2

)x] + (α′1 ↔ α′2)

=
−ie ε

µ
q,λ

2mαV3
√

V2ωq
(2π)9δ3(pn′ − pn)[(pα1 µ + pα′1 µ

)δ3(pα1 + q − pα′1
)δ3(pα′2

− pα2)

+ (pα2 µ + pα′2 µ
)δ3(pα2 + q − pα′2

)δ3(pα′1
− pα1)] + (α′1 ↔ α′2) . (4.25)

In Eq. (4.25) the terms (α′1 ↔ α′2) are obtained by exchanging p′α1
with p′α2

. They are
they so-called exchange terms of the T-matrix. In the following text we consider only
the direct T-matrix Td

f i, since the exchange terms will be automatically considered
from the symmetry of the nuclear wave function in Eq. (4.53).
Calling α′α = {α′1α1, α′2α2, n′n}, the nuclear current J(1)

µ α′α
can be defined through the

following relation

Td
f i ≡ J(1)

µ α′α
⋅

ε
µ
q,λ

V1/2
√

2ωq
, (4.26)

as

J(1)
µ α′α

= − ie
2mαV3 (2π)9δ3(pn′ − pn)(δ3(pα′2

− pα2)δ3(pα1 + q − pα′1
)(pα1 µ + pα′1 µ

)

+δ3(pα′1
− pα1)δ3(pα2 + q − pα′2

)(pα2 µ + pα′2 µ
)) . (4.27)
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Separating the charge density contribution from the space current and using the
momentum conservation relation, we get

ρ
(1)
α′α = −

ie
2mαV3 (2π)9δ3(pn′ − pn)δ3(pα1 − pα′1

+ q)δ3(pα′2
− pα2)(Eα1 + Eα′1

) (1↔ 2) ,

(4.28)

J(1)
α′α(pα1 , pα2 , q) = − ie

2mαV3 (2π)9δ3(pn′ − pn)δ3(pα1 − pα′1
+ q)

× δ3(pα′2
− pα2) (2pα1 + q) + (1↔ 2) , (4.29)

where Eα1 =
√

m2
α1 + p2

α1 and the notation (1↔ 2) indicates the same term with pα2 ,
p′α2

instead of pα1 , p′α1
, respectively.

The NR expansion of the charge density contribution at leading order gives,

ρ
(1)
α′α ≃ −

ie
V3 (2π)9δ3(pn′ − pn)δ3(pα1 − pα′1

+ q)δ3(pα′2
− pα2) + (1↔ 2) . (4.30)

In general the charge term gives, in addition to the Q0 leading order contribution
written above, a Q2 relativistic correction term. If we wanted to take into account
also these terms it would be necessary to use the relativistic formulation of the par-
ticle field.

Regarding J(1)
α′α(pα1 , pα2 , q), in the case of real photons, only the transverse part

of the current can be considered and supposing q ∥ ẑ the spatial part of the current
can be expanded over a set of 3 unit vectors. We choose the circular polarization
vectors, already introduced in Eqs. (4.8), (4.9), defined as

ε̂q,0 ≡ ε̂q,z , ε̂q,+1 ≡ −
1√
2
(ε̂q,x + iε̂q,y) , ε̂q,−1 ≡

1√
2
(ε̂q,x − iε̂q,y) . (4.31)

One obtains

J(1)
α′α ⋅ ε̂q,λ = J(1)

λ α′α
ε̂∗q,λ ⋅ ε̂q,λ = J(1)

z α′α − J(1)
1 α′α

− J(1)
−1 α′α

= − ∑
λ=±1

J(1)
λ α′α

, (4.32)

where
J(1)
λ α′α

= (J(1))α′α ⋅ ε̂q,λ . (4.33)

Using the following expressions of the spherical harmonics,

Y1
1 (θ, φ) = −1

2

√
3

2π eiφsinθ , (4.34)

Y−1
1 (θ, φ) = 1

2

√
3

2π e−iφsinθ , (4.35)
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the transverse current can be then rewritten as,

J(1)
λ α′α

(pα1 , pα2) =
√

4π

3
−ie
mα

(2π)9

V3 δ3(pn′ − pn)δ3(pα′2
− pα2)

δ3(pα1 − pα′1
+ q) pα1Yλ

1 (θ1, φ1) + (1↔ 2) . (4.36)

4.2.1 Continuity equation

Before proceeding with the discussion it is useful to make a clarification regarding
the proof of the continuity equation. To deal with processes involving nuclear sys-
tems with photon absorption or emission, it is necessary to make use of the nuclear
current and charge density operators. These operators contain both one-body contri-
butions, where only one particle interacts with the considered photon and the others
act as spectators, and many-body contributions. Here only one body operators are
considered. Given q the momentum of the considered photon, we have the opera-
tors nuclear charge density and nuclear current written as

ρ(q) = ∑
i

ρ
(1)
i (q) +∑

i<j
ρ
(2)
ij (q) , (4.37)

j(q) = ∑
i

j(1)
i (q) +∑

i<j
j(2)
ij (q) , (4.38)

where the summation is meant over all particles present and the superscripts "(1)"
and "(2)" identify the one- and two-body contributions, respectively. The continuity
equation, expressed in Schrödinger picture, in momentum space reads

q ⋅ j(q) = [H, ρ(q)]− (4.39)

and this relation has to be verified order by order in q. Considering non-interacting
particles H is equal to H0, the non-relativistic free Hamiltonian

H0 = ∑
i

p2
i

2mi
. (4.40)

Recalling the expression of the charge density and the current of Eqs. (4.29), (4.30)
the one-body current and density operators in configuration representation can be
constructed, obtaining [77, 78]

ρ(q) =
Nα

∑
i=1

eieiqxi , (4.41)

j(q) =
Nα

∑
i=1

ei[
pi

2mi
, eiqxi]+ , (4.42)

with Nα number of α particles.
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It is easy to prove that ρ(q) and j(q) satisfy the Eq. (4.39) [77]

q
Nα

∑
i=1

(ei
pi

2mi
eiqxi + eieiqxi

pi

2mi
) =

Nα

∑
i=1

[
p2

i
2mi

, eieiqxi]−

q
Nα

∑
i=1

(ei
pi

2mi
eiqxi + eieiqxi

pi

2mi
) =

Nα

∑
i=1

pi[
pi

2mi
, eieiqxi]− + [ pi

2mi
, eieiqxi]−pi

q
Nα

∑
i=1

(ei
pi

2mi
eiqxi + eieiqxi

pi

2mi
) = q

Nα

∑
i=1

(ei
pi

2mi
eiqxi + eieiqxi

pi

2mi
) , (4.43)

where in the last line we used

[ pi

2mi
, eieiqxi]− =

ei

2mi
qeiqxi (4.44)

and the fact that the kinetic energy of the neutron commutes with the charge opera-
tor. Assuming to add a two-body interaction, V to the Hamiltonian

H = ∑
i

p2
i

2mi
+∑

i<j
Vij (4.45)

in general, it is not said a priori that [∑i<j Vij,∑i ρ
(1)
i (q)]

−
= 0 and Eq. (4.39) can be

no longer satisfied. Developing in powers of q/m, the one-body charge density sep-
arates into a "non-relativistic" part of order q0 and a part containing the relativistic
corrections, of order q2. As shown in Ref. [77], to the lowest order the continuity
equation separates into

q ⋅ j(1)
i (q) = [

p2
i

2mi
, ρ

(1)
i (q)]

−

(4.46)

q ⋅ j(2)
ij (q) = [Vij, ρ

(1)
i (q) + ρ

(1)
j (q)]

−
. (4.47)

Our two body-potential depends only on the relative momenta and power of this,

Vij ∝ pij =
mi pj −mj pi

mi +mj
, (4.48)

hence in order to verify the relation (4.47) it is sufficient to prove

[∑
ij

pij, eα1 eiqxα1 + eα2 eiqxα2 ]− = 0 (4.49)

and then use the commutator propriety

[∑
ij
(pij)n, eα1 eiqxα1 + eα2 eiqxα2 ]− = ∑

ij
pn−1

ij [pij, eα1 eiqxα1 + eα2 eiqxα2 ]−

+ [pij, eα1 eiqxα1 + eα2 eiqxα2 ]−pn−1
ij . (4.50)
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Therefore,

[
mi pj −mj pi

mi +mj
, eα1 eiqxα1 + eα2 eiqxα2 ]− =

eα1

mi

mi +mj
[pj, eiqxα1 ]− + eα2

mi

mi +mj
[pj, eiqxα2 ] − (i↔ j) , (4.51)

where we indicated with (i↔ j) the term that is obtained by exchanging i for j. From
the above expression it is clear that summing over ij means that the contribution
from Vij will be eliminated by the contribution of Vji. Since we have a three-body
system one of the two indices i and j is equal to α1 or α2 or both at the same time.
Let us look explicitly at the case, for example, when index j represents the first alpha
particle j = α1 and i indicates the neutron i = n. From Eq. (4.51) one has that the only
non zero term is given by

eα1

mn

mn +mα1

[pα1 , eiqxα1 ]− = eα1

mn

mn +mα1

qeiqxα1 (4.52)

and this contribution will be deleted by the term with j = n and i = α1.
Therefore one has that Eq. (4.47) is verified.
Note that in addition to the longitudinal currents constrained by the continuity

equation ("model independent" currents), one can also introduce currents that are
purely transverse and therefore do not contribute to Eq. (4.39) ("model dependent"
currents) [77].

4.3 Photodisintegration cross-section

In Eq. (4.22) we calculated the T-matrix between an initial state of two α particles, a
neutron, a photon and a final state of two α particles plus a neutron.

Now we are interested in calculating the T-matrix between an initial state, con-
sisting of a photon and the 9Be ground state ψi, and a final state called ψ f ,

Tf i = ⟨ψ f ∣ − ∫ d3x
1

4mα
(∂µΨ)† (2ieAµΨ) + h.c.∣ψi⟩

= 1
2
∑

pα1 pα2 pn

∑
pα′1

pα′2
pn′

⟨ψ f ∣pα′1
pα′2

pn′⟩⟨pα′1
pα′2

pn′ ∣ −∫ d3x
1

4mα
(∂µΨ)† (2ieAµΨ) + h.c.∣pα1 pα2 pnq⟩

× ⟨pα1 pα2 pn∣ψi⟩

= ⟨ψ f (pα′1
, pα′2

, pn′)∣J(1)
µ α′α

⋅
ε

µ
q,λ

V1/2
√

2ωq
∣ψi(pα1 , pα2 , pn)⟩ , (4.53)

where ψi, f (pα1 , pα2 , pn) indicates the nuclear wave functions in momentum space
and in the last line we use the definitions (4.26),(4.27).
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In case of real photons, one can examine only the transverse part of the transition
amplitude, which assuming q̂ ∥ ẑ is given by

Tf i = ⟨ψ f (pα′1
, pα′2

, pn′)∣ ∑
λ=±1

J(1)
λ α′α

V1/2
√

2ωq
∣ψi(pα1 , pα2 , pn)⟩ , (4.54)

with J(1)
λ α′α

defined in Eq. (4.36).
We can rewrite the Eq. (4.54) in function of the Jacobi coordinate through the

relations (3.1) with N = 2 and (3.35). In order to do this, we assume the neutron in
the last position and we set,

π0 =
mn

(mn + 2mα)
Pcm = 0 , (4.55)

i.e. the target nucleus initially at rest. Regarding the wave function we can separate
the center of the mass motion as

ψ(pα1 , pα2 , pn) → ψ(π1, π2)
e−iπ0⋅η0

√
V

, (4.56)

being η0 = (mn+2mα)

mn
Rcm.

Making such change of variable, the Eq. (4.54) reads

Tf i = −
√

2π

3
ie

mα

(2π)9

V3V1/2√ωq

¿
ÁÁÀ m3

n

mαmαmn
δ3(π′

0 −
√

mn

M
q)

×[δ3(π1 −π′
1 +

¿
ÁÁÀ m2

n

2mα M
q)δ3(π2 −π′

2 −
√

mn

2mα
q)

× ⟨ψ f (π1 +

¿
ÁÁÀ m2

n

2mα M
q, π2 −

√
mn

2mα
q)∣(−

√
mα

2M
π1⊥ −

√
mα

2mn
π2⊥)∣ψi(π1, π2)⟩

+ δ3(π1 −π′
1 +

¿
ÁÁÀ m2

n

2mα M
q)δ3(π2 −π′

2 +
√

mn

2mα
q)

× ⟨ψ f (π1 +

¿
ÁÁÀ m2

n

2mα M
q, π2 +

√
mn

2mα
q)∣(−

√
mα

2M
π1⊥ +

√
mα

2mn
π2⊥)∣ψi(π1, π2)⟩] ,

(4.57)

where M = (2mα +mn) and we indicated with π1,2⊥ the transverse part of the α1,2

momenta.
The delta function of the center of mass momentum conservation indicates that

in the laboratory frame where π0 = 0 the final momentum of the center of mass will
be equal to the photon momentum

√
M
mn

π′
0 = q. Moreover in this reference system

the transition operator does not depend on the center of mass motion.

Now we can consider the limit for low q of Eq. (4.57), thus π′
1 = π1 +

√
m2

n
2mα M q ∼

π1, π′
2 = π2 +

√
mn

2mα
q ∼ π2 and π0 ∼ π′

0 −
√

mn
M q. The latter is the same assumption
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used in the low-energy calculation via the Siegert theorem [79], which consists of
replacing the total current operator by its limit for q → 0 [80]. This represents a
very good approximation for energies well below the pion production threshold
[81]. In our case, since the Cluster EFT is a low-energy theory, this condition can be
considered fulfilled without adding any further constraints to the description.

Therefore Eq. (4.57) can be approximated as

Tf i = (2π)9

V3V1/2√ωq

¿
ÁÁÀ m3

n

mαmαmn
δ3(π1 −π′

1)δ3(π2 −π′
2)

× δ3(π′
0 −π0)⟨ψ f (π1, π2)∣Ô⊥(π1)∣ψi(π1, π2)⟩ ,

(4.58)

where

Ô⊥(π1) = −
√

2π
3

ie
mα

(−
√

2mα
M π1⊥) , (4.59)

is the transverse current operator which written in function of single particle mo-
menta corresponds to1

Ô⊥ ≡ −
√

2π

3
ie

mα
(pα1⊥ + pα2⊥) . (4.60)

The next step to derive the cross-section is to calculate the matrix S f i as

S f i = − 2πiδ(E f − Ei −ωq)
(2π)9

V3V1/2√ωq

¿
ÁÁÀ m3

n

mαmαmn

× δ3(π0 −π′
0)δ3(π2 −π′

2)δ3(π1 −π′
1)

× ⟨ψ f (π1, π2)∣Ô⊥(π1)∣ψi(π1, π2)⟩ , (4.61)

with Ei the initial internal energy of the nucleus and E f the final one, namely we

neglected the nuclear recoil q2

2M .
The differential cross-section is then given by the Fermi golden rules as a function

of the target density ρt and the incoming flux Jin,

dσ(ωq) =
1

2 (2Ji + 1) ∑
i, f ,λ=±1

1
ρt ∣Jin∣

∣S f i∣
2

VT

2

∏
i=0

Vdπ′
i

(2π)3

√
mi

m
, (4.62)

1From Eq. (4.60) and recalling Eq. (4.42), one can recognize the long wave approximation used in
the Siegert theorem approach.
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The reaction examined here involves the absorption of a single photon (∣Jin∣ = 1
V ) on

a single nucleus (ρt = 1
V ). Therefore using the relations,

[(2π)3δ(3)(x)]
2
= (2π)3Vδ(3)(x) , (4.63)

[(2π)δ(E)]2 = 2πTδ(E) , (4.64)

and integrating on the π′
i , one obtains that each delta function present in Eq. (4.61)

eliminates an integral on the final momenta.
Finally, the expression of the cross-section results

σ(ωq) =
2π

2(2Ji + 1)ωq
δ(E f − Ei −ωq) ∑

i, f ,λ=±1
∣⟨ψ f (π1, π2)∣Ô⊥(π1)∣ψi(π1, π2)⟩∣2 .

(4.65)

The Eq. (4.65) can be rewritten in the following form

σ(ωq) =
2π

2(2Ji + 1)ωq
r(ωq) (4.66)

defining the response function r(ωq) as

r(ωq) = ∑
i, f ,λ=±1

∣⟨ψ f (π1, π2)∣Ô⊥(π1)∣ψi(π1, π2)⟩∣2δ(E f − Ei −ωq) . (4.67)

The next Chapter will focus on calculating the quantity shown above.
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Chapter 5

The Lorentz Integral Transform

Once the current operator and ground state are calculated, a procedure for calculat-
ing all possible final states would, in principle, be required. This Chapter focuses on
the description of the Lorentz Integral Transform (LIT) approach for the computa-
tion of the response function associated with inclusive processes. In Section 5.1 we
present a general introduction to the LIT method, emphasizing its importance in the
calculation of nuclear reactions and in particular in our case to calculate the cross-
section of the 9Be photodisintegration. In Section 5.2 we explain how the LIT allows
us to calculate the response function based only on the knowledge of the ground
state energy, wave function and of the current operator. In Section 5.2, we discuss
the implementation methods for the computation of the LIT and in Section 5.4 the
issues related to the inversion of the transform. Finally in Section 5.5 the applica-
tion of the LIT method to 9Be photodisintegration reaction is presented. The general
approach to the LIT shown in this Chapter follow the lines of Ref. [34].

5.1 Introduction to the LIT

The ab initio calculation of the cross-section for a many-body nuclear process is a
very challenging problem. By ab initio we mean a computation that requires an
Hamiltonian Ĥ and the kinematics of the reaction as input only, and treats all the
chosen degrees of freedom of the many-body system explicitly. Often the final states
of a nuclear reaction belong to the continuum and the wave function for these states
could be calculable only with approximations even for a few-body system. The ap-
proximations, are particularly unsatisfactory in cases where experiments cannot be
performed, such as for some nuclear reactions of astrophysical significance. On the
other hand, often the calculation of the cross-sections must be precise as it is the aim
to test the model inputs like the potential and the degrees of freedom used. This sit-
uation is typical of nuclear physics as well as of any non-fundamental theory, where
we would like to test the reliability of the effective degrees of freedom in the Hamil-
tonian and of the interaction. In this case, the comparison between theoretical results
and experimental data is expected to provide this information, but the comparison
risks be inconclusive if the quality of the applied approximation is not under con-
trol. In both cases described above, an accurate ab initio calculation may be required.
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The difficulty in calculating a cross-section with many body involving continuous
states can be understood if we consider that at a given energy the wave function of
the system can have many different components (channels) corresponding to all its
different fragmentations. Already in a rather small system of four constituents the
two-, three- and four-body break-up channels contribute to the energies beyond the
so-called four-body break-up threshold. The task consists in finding the solution of
the four-body Schrödinger equation with the appropriate boundary conditions and
the implementation of the latter constitutes the main obstacle to the practical solu-
tion of the problem. The great advantage of the LIT method is that it allows to avoid
all the complications of a continuous calculation, reducing all the difficulties to those
of a typical bound state problem.

In general, when we approach the calculation of a cross-section, two different
cases are possible. The first one is when we are interested in a specific channel of
that reaction, hence to a particular final state of the system under consideration,
these are the exclusive reactions. The other possible case occurs when we want to
study reactions containing all the possible final states. In this case we speak of an
inclusive reaction and here the LIT approach gives the major simplification to the
calculation [34]. In this work we will use the LIT approach for the inclusive reactions.
Our purpose is to calculate the photodisintegration of the 9Be nucleus, given by:

9Be + γ → α + α + n. (5.1)

Although in reaction (5.1) we consider a specific fragmentation channel for 9Be, one
can use the LIT method for inclusive processes, since it is the only open channel
at low energy. In fact, since we are describing the internal structure of 9Be as a
ααn configuration in a Cluster EFT framework, the photodisintegration cross-section
will be analysed in the same energy range in which this theory holds, specifically,
energies from the ααn threshold (−1.572 MeV) to the α-particle separation energy
(≃ 20 MeV).

5.2 LIT approach for inclusive processes

In general for perturbation induced reactions the following quantity must be calcu-
lated [34]

r(E) = ⨋ dλ⟨Ψ0∣Ô∣Ψλ⟩ ⟨Ψλ∣Ô′∣Ψ0⟩ δ (Eλ − E) , (5.2)

where Ô, Ô′ are transition operators, Ψ0 the ground state wave function and Ψλ are
solutions to the equation

(Ĥ − Eλ) ∣Ψλ⟩ = 0 , (5.3)
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with Ĥ the Hamiltonian of the system.
The set ∣Ψλ⟩ is assumed to be complete and orthonormal,

⨋ dλ ∣Ψλ⟩ ⟨Ψλ∣ = 1 . (5.4)

The integration and summation here and in (5.2) go over all discrete and continuum
states of the Hamiltonian. If Ô = Ô′, the quantity (5.2) represents a response function
of the type seen in Eq. (4.67).

When the energy E and the number of particles in a system increase the direct
calculation of the quantity r(E) becomes infeasible. The difficulty is related to the
fact that in these cases a great number of continuum spectrum states ∣Ψλ⟩ contribute
to r(E) and the structure of these states is very complicated. In order to overcome
this difficulty we present here an approach that is based on the closure property of
the Hamiltonian eigenstates. Let us define ∣Q⟩ = Ô ∣Ψ0⟩ , ∣Q′⟩ = Ô′ ∣Ψ0⟩.
We suppose that the norms ⟨Q ∣ Q⟩ and ⟨Q′ ∣ Q′⟩ are finite. We consider an integral
transform

Φ(σ) = ⨋ K(σ, E)r(E)dE , (5.5)

with a smooth kernel K. This yields

Φ(σ) = ⨋ dλ ⟨Q ∣ Ψλ⟩K (σ, Eλ) ⟨Ψλ ∣ Q′⟩ (5.6)

= ⨋ dλ ⟨Q∣K̂(σ, Ĥ)∣Ψλ⟩ ⟨Ψλ ∣ Q′⟩ . (5.7)

Using the closure property (5.4) one obtains

Φ(σ) = ⟨Q∣K̂(σ, Ĥ)∣Q′⟩ . (5.8)

With a proper choice of the kernel K the right-hand side of (5.8) may be calculated
using bound-state type methods. Once Φ(σ) is available, the Eq. (5.5) can be solved
to obtain r(E) via an inversion of the transform.

The choice of the kernel K(σ, E) is such that both the calculation of Φ(σ) and the
inversion of (5.5) are possible. We choose [34]

K(σ, E) = 1
(E − σ∗) (E − σ) . (5.9)

For convenience we define
σ = E0 + σR + iσI , (5.10)

where E0 is the ground state energy, and σI ≠ 0.
Hence K(σ, E) is a Lorentzian function centred at E0 + σR, having σI as a half width

K (σR, σI , E) = 1

(E − E0 − σR)2 + σ2
I

. (5.11)



62 Chapter 5. The Lorentz Integral Transform

Then the integral transform (5.5) becomes

L (σR, σI) =
σI

π ⨋ dE
r(E)

(E − E0 − σR)2 + σ2
I

. (5.12)

Since the Lorentzian is a representation of the delta function for convenience we
normalize to one. Notice that in the limit σI → 0 L(σR) coincides with r(e). Here and
in the following the integral transform Φ(σ) with a Lorentz kernel is denoted by
L (σR, σI). Using the definitions (5.8), (5.9) it is easy to show that the quantity (5.12)
may be represented as

L (σR, σI) = ⟨Ψ̃ ∣ Ψ̃′⟩ , (5.13)

where the ’LIT functions’ Ψ̃ and Ψ̃′ are given by

∣Ψ̃⟩ = (H̄ − E0 − σR − iσI)
−1 Ô ∣Ψ0⟩ , (5.14)

∣Ψ̃′⟩ = (Ĥ − E0 − σR − iσI)
−1 Ô′ ∣Ψ0⟩ . (5.15)

These functions are solutions to the inhomogeneous equations

(Ĥ − E0 − σR − iσI) ∣Ψ̃⟩ = Ô ∣Ψ0⟩ , (5.16)

(Ĥ − E0 − σR − iσI) ∣Ψ̃′⟩ = Ô′ ∣Ψ0⟩ . (5.17)

The solutions are unique, since the homogeneous equations have only the trivial
solution being the eigenvalues of the Hamiltonian real.

Let us suppose that Ô′ = Ô. In this case L(σ) equals to ⟨Ψ̃ ∣ Ψ̃⟩. Since for σI ≠ 0
the integral in (5.12) does exist, the norm of ∣Ψ̃⟩ is finite. This implies that ∣Ψ̃⟩ is a
localized function. Consequently, (5.16) and (5.17) can be solved with bound state
type methods.

If the Hamiltonian is rotationally invariant it is useful to expand Ô ∣Ψ0⟩ and
Ô′ ∣Ψ0⟩ over states possessing given values of the angular momentum J and its pro-
jection M. Then the whole calculation may be done in separate subspaces of states
belonging to given J and M, see later in the text Section 5.3.3. Furthermore the cal-
culations will be M independent, as we will explicitly see in Section 5.5.
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5.3 Implementation method

Before analyzing how to implement the LIT method it is useful to try to understand
how to separate in r(E), defined in (5.2), the discrete and continuum spectrum con-
tributions, one may write

L (σR, σI) =
σI

π

⎛
⎝∑n

rn

(σR − en)2 + σ2
I

+∫
∞

eth

de
r(e)

(σR − e)2 + σ2
I

⎞
⎠

(5.18)

≡ LD (σR, σI) + LC (σR, σI) , (5.19)

where we have introduced the excitation energy e = E−E0 and the discrete excitation
energies en = En − E0 with rn representing the corresponding contributions to the
function r

rn = ∣ ⟨Q ∣ Ψn⟩ ∣2 . (5.20)

The second term in (5.19) is related to the continuum part of the spectrum with eth

representing the continuum threshold energy (en < eth) and

r(e) = ∫
∞

εth

dEλ∣ ⟨Q ∣ Ψλ⟩ ∣2δ (Eλ − E) . (5.21)

The aim of the LIT method is to obtain both rn and r(e) solving (5.19) using L (σR, σI),
calculated at a fixed σI in a range of σR values, as an input.

One way to get the contributions from the discrete levels in Eq. (5.19) is to cal-
culate these levels explicitly to obtain ∣Ψn⟩ and en, then evaluate directly the over-
laps (5.20) and their contributions to the response function. Alternatively one can
extract these contributions by calculating the transform L = ⟨Ψ̃ ∣ Ψ̃⟩ at a very small
σI value for a range of σR values between zero and eth. After calculating L (σR, σI)
from (5.13) and subtracting the discrete contributions from it, the following integral
equation has to be solved to obtain r(e)

LC (σR, σI) =
σI

π ∫
∞

eth

de
r(e)

(σR − e)2 + σ2
I

. (5.22)

To simplify the notation in the following we will omit the σI dependence and use
L (σ) to indicate its continuum part only.

Let us comment on the choice of the σI and σR values. The resulting response
function r(e) should be independent of the σI value, however the rate of convergence
of the LIT may be influenced by this choice. Smaller σI values are preferable, since
they reproduce better the structure details of the response function. On the other
hand, when σI decreases one approaches the scattering regime in Eq. (5.16), which
makes it harder to obtain L with bound-state type methods. Therefore performing a
calculation with too small a value of σI is not expedient. All these aspects discussed
here from a theoretical point of view will then be better understood in practice in
the final Chapter 6, where we will show the results of the LIT calculation for the 9Be
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photodisintegration. Regarding the σR values for which (5.22) is to be solved, if one
assumes that the spectrum r(e) to be obtained extends over the range eth ≤ e ≤ emax

then it is reasonable to employ L (σR) approximately in the range eth − σI ≤ σR ≤
emax + σI . At such conditions complete information on r(e) contained in L (σR) is
used.

5.3.1 Calculation of the LIT via the eigenvalue method

As we have shown in Section 5.2 the LIT method can be used to reformulate a scat-
tering problem as a Schrödinger-like equation. We can therefore use an expansion
on proper a basis in the same way we proceeded in the bound state problem. We
want to calculate the following overlap

L (σ) = ⟨Ψ̃ ∣ Ψ̃⟩

= σI

π
⟨Q

RRRRRRRRRRR

1
(Ĥ − E0 − σR + iσI)

1
(Ĥ − E0 − σR − iσI)

RRRRRRRRRRR
Q′⟩ , (5.23)

where ∣Q⟩ contains the information about the type of reaction one is considering.
We write now ∣Ψ̃⟩ as expansion over N localized basis states. Denoting the eigenvec-
tors ∣Ψλ⟩ and the eigenvalues ελ, resulting from the diagonalization of the Hamilto-
nian represented on the chosen basis, the expansions of our localized LIT functions
will be

∣Ψ̃⟩ =
N
∑
λ

⟨Ψλ ∣ Q⟩
ελ − E0 − σR − iσI

∣Ψλ⟩ . (5.24)

Substitution of (5.24) into (5.23) yields the following expression for the LIT,

L (σ) = ∑
λ

∣⟨Ψλ ∣ Q⟩∣2

(ελ − E0 − σR)2 + σ2
I

. (5.25)

From (5.25) it is clear that L (σ) is a sum of Lorentzian. If the continuum starts at
E = eth, the inversion of the LIT contributions from the states with ελ < eth gives the
discrete part of the spectrum, whereas the inversion of the rest gives its continuum
part. The gap between the eigenvalues with ελ > eth depends on the chosen basis. To
obtain an accuracy in the inversion procedure one needs to reach the regime when
one has a sufficient number of levels ελ.

5.3.2 Calculation of the LIT via the Lanczos algorithm

In this Section a second strategy to practically solve the LIT is described. This ap-
proach utilizes the Lanczos algorithm [58] to express the LIT as a continuous frac-
tion. The great advantage of using this algorithm is that only a relatively small num-
ber of Lanczos steps are required to obtain an accurate LIT. When the number of
particles in the system under consideration increases and, thus, the number of basis
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states grows very rapidly, the Lanczos method seems to be the only mean to cal-
culate the LIT. Assuming that the source state ∣Q⟩ is real, the LIT can be expressed
as,

L(σ) = − 1
π

Im{⟨Q ∣ 1
σR + iσI + E0 − Ĥ

∣ Q⟩} . (5.26)

One can reformulate the above expression as follows,

L(σ) = − 1
π

Im{⟨Q ∣ 1
z − Ĥ

∣ Q⟩} , (5.27)

with z = E0 + σR + iσI .
In the limit σI → 0 Eq. (5.27) is the well known relation between response function

and dynamic polarization [82].
It is interesting to note that even in the case of Q ≠ Q′

⟨Q∣ 1
z − Ĥ

∣Q′⟩ =

1
4
((⟨Q∣ + ⟨Q′∣) 1

z − Ĥ
(∣Q⟩ + ∣∣Q′⟩)) − 1

4
((⟨Q∣ − ⟨Q′∣) 1

z − Ĥ
(∣Q⟩ − ∣Q′⟩))

− i
4
((⟨Q∣ + i⟨Q′∣) 1

z − Ĥ
(∣Q⟩ + i∣Q′⟩))

+ i
4
((⟨Q∣ − i⟨Q′∣) 1

z − Ĥ
(∣Q⟩ − i∣Q′⟩)) , (5.28)

one can reduce to analyse only the symmetric case ∣Q′⟩ = ∣Q⟩.
The application of the Lanczos algorithm to the LIT,

L(σ) = − 1
π

Im{⟨Q ∣ 1
σR + iσI + E0 − Ĥ

∣ Q⟩} , (5.29)

starts by choosing the normalized source vector

∣φ0⟩ =
∣Q⟩√
⟨Q ∣ Q⟩

(5.30)

as the pivot for the Lanczos basis, see Appendix B.
With the help of these definitions one can rewrite L(σ) as

L(σ) = − 1
π

Im{⟨φ0 ∣
1

z − Ĥ
∣φ0⟩} . (5.31)

Therefore the LIT depends on the matrix element

x00 = ⟨φ0 ∣
1

z − Ĥ
∣φ0⟩ . (5.32)

This matrix element can be calculated applying Cramer’s rule to the solution of the
linear system [83]

∑
n
(z − Ĥ)mnxn0 = δm0 (5.33)
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(where xn0 = ⟨φn ∣ 1
z−H ∣φ0⟩ )which arises from the identity

(z − Ĥ)(z − Ĥ)−1 = I (5.34)

on the Lanczos basis {∣φi⟩ ; i = 0, . . . , n − 1}.
Using Cramer’s rule one gets

x00 =
det (M00)
det(z − Ĥ)

, (5.35)

where

M00 =

⎛
⎜⎜⎜⎜⎜
⎝

1 −b1 0 ⋯
0 z − ai −b2 ⋯
0 −b2 z − a2 ⋯
⋮ ⋮ ⋮ ⋱

⎞
⎟⎟⎟⎟⎟
⎠

(5.36)

and the an and bn are the Lanczos coefficients. Defining Di as the matrix obtained by
removing the first i rows and i columns from (z − Ĥ), one find that D0 = (z − Ĥ),

det (M00) = det (D1) (5.37)

and
det (D0) = (z − a0)det (D1) − b2

1 det (D2) . (5.38)

Thus one has
x00 =

1

z − a0 − b2
1

det(D2)

det(D1)

. (5.39)

The recurrence relation (5.39), is valid for any sub matrix Di. In this way x00 can
be written as a continued fraction containing the Lanczos coefficients ai and bi, thus
also the LIT becomes a function of the Lanczos coefficients like

L(σ) = − 1
π

Im

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

⟨Q ∣ Q⟩
z − a0 −

b2
1

z−a1−
b2
2

z−a2−b2
3...

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (5.40)

5.3.3 Transition to different channels

A special feature, that we will need later to analyze our cross-section, is the calcula-
tion of the LIT between states with defined J and M values. Let us now consider the
LIT expressed in the following form

L(σ) = − 1
π

Im(⟨Q ∣ 1
z − Ĥ

∣ Q⟩) . (5.41)

We want to show that in order to calculate a transition to different channels with
distinct value of J and M, the LIT can be calculated in each channel separately and
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then summed up. The transition state ∣Q⟩ can be written as

∣Q⟩ = Ô ∣Ψ0⟩ =

⎛
⎜⎜⎜⎜⎜
⎝

Qa

0
0
⋯

⎞
⎟⎟⎟⎟⎟
⎠

+

⎛
⎜⎜⎜⎜⎜
⎝

0
Qb

0
. . .

⎞
⎟⎟⎟⎟⎟
⎠

+

⎛
⎜⎜⎜⎜⎜
⎝

0
0

Qc

⋯

⎞
⎟⎟⎟⎟⎟
⎠

+⋯

≡ ∣Qa⟩ + ∣Qb⟩ + ∣Qc⟩ +⋯ . (5.42)

The different channels are defined by different good quantum numbers, which can
be in this instance J and M. Hence they are not connected with each other through
the Hamiltonian of the system

⟨Qi∣Ĥ∣Qj⟩ = δij ⟨Qi∣Ĥ∣Qi⟩ , (5.43)

and also
⟨Qi∣

1
z − Ĥ

∣Qj⟩ = δij ⟨Qi∣
1

z − Ĥ
∣Qi⟩ . (5.44)

Therefore

L(σ) = − 1
π

Im
⎛
⎝∑i,j

⟨Qi ∣
1

z − Ĥ
∣ Qj⟩

⎞
⎠

=∑
i
− 1

π
Im(⟨Qi ∣

1
z − Ĥ

∣ Qi⟩)

≡∑
i

L(σ)i . (5.45)

A better strategy is to keep the LIT contributions of each channel separate and
sum them up only after inversions of the integral transforms.

5.4 Inversion of the LIT

A crucial part of the LIT method is then the inversion of the integral transform.
This inversion has to be made with care, since it is unstable with respect to high
frequency oscillations, in this sense the LIT inversion problem belongs to the class
of so-called ill posed problems. In [84] the mathematical aspects of such problems
are studied. The ’standard’ LIT inversion method consists in the following ansatz
for the response function [34]

r (e′) =
Nmax

∑
n=1

cnχn (e′, αi) , (5.46)

with e′ = e − eth, where eth is the threshold energy for the break-up into the contin-
uum. The χn are given functions with parameters αi. A basis set often used for LIT



68 Chapter 5. The Lorentz Integral Transform

inversions is

χn (e′, αi) = e′α1 exp(−α2e′

n
) . (5.47)

Regarding the parameters αi, α2 is a non-linear variational parameter while α1 de-
scribes the proper threshold behaviour. The latter can be obtained from the case in
which the short-range interaction between fragments is absent or, alternatively, one
may include this one in the least-square fit. Substituting this expansion into the right
side of (5.22) one obtains

L (σR) =
Nmax

∑
n=1

cnχ̄n (σR, αi) , (5.48)

where
χ̄n (σR, αi) =

σI

π ∫
∞

0
de′

χn (e′, αi)
(e′ − σR)2 + σ2

I

. (5.49)

For given αi the linear parameters cn are determined from a least-square best fit of
Eq. (5.48) to the calculated L (σR) of Eq. (5.13).
For each value of Nmax the best fit is selected and then the procedure is repeated for
N′

max = Nmax + 1 until the stability of the inverted response is reached. A further
increase, beyond a certain saturation value, of Nmax would favour the appearance of
random oscillations. This is due to the accuracy of Eq. (5.47) as a LIT estimate, which
results not so elevated to prevent the case where a randomly oscillating r(e) fits the
LIT better than a smoother result. Varying the αi parameters is equivalent to trying
different basis sets and usually finding a proper basis is not so problematic.

Nevertheless in the presence of narrow resonances, an explicit resonance should
be added to the basis [85]. In general, a Lorentzian with free parameters γ and
ωR, [(ω −ωR)2 + (γ/2)2]−1

, is used. If the LIT is calculated with a sufficiently small
σI , then the position, width, and strength of the resonance can still be found in the
inversion.

5.5 9Be photodisintegration

Our aim is to calculate the 9Be photodisintegration cross-section of Eq. (4.65) using
the LIT method.

As we have seen in the Section 5.3, both via eigenvalues and Lanczos method
one has to represent ∣Q⟩ = Ô⊥∣Ψi⟩, where ∣Ψi⟩ indicates the initial ground state, as a
vector on ϕN′

a

∣Qa⟩ = ∑
N′

∣ϕN′

a ⟩⟨ϕN′

a ∣Ô⊥∣Ψi⟩ , (5.50)

being ϕN′
a a complete basis of the considered a channel.

In each of the two cases it is necessary to calculate the following quantity,

⟨ϕN′

a ∣Ô⊥∣Ψi⟩ . (5.51)
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Therefore we can start to see how to implement the matrix element written in Eq. (5.51).
The transverse current operator in function of single particle momenta is given in
Eq. (4.60) and we already showed in Eq. (4.59) as, if the neutron is the third particle,
setting π0 = 0 the operator is proportional only to π1. It should be emphasized that
the form of the Jacobi coordinate operator also depends on the order of the three
particles. In our ordering the neutron is in the first position and the two alpha par-
ticles at the last positions, hence in Eq. (3.35) p1, m1 correspond to the momentum
and mass of the neutron, p2, p3 to the α momenta, m2, m3 to the α masses. In this
case, it is easy to prove that:

Ô⊥ = −
√

2π
3

ie
mα

(
√

mα
mα+mn

π2⊥

+
√

mαmn
(mα+mn)(2mα+mn)

π1⊥) . (5.52)

However with the help of permutation matrices, seen in Section 3.5, it is always
possible to move the neutron to the third position and use the expression (4.59).

A third and final option is based on the same mechanism already used for the
two-body potential. Using the relations between the Jacobi and relative momenta
one finds,

πππ2 =
√

mn(mn +mα)
mnmα

p12 , πππ1 =
¿
ÁÁÀ mn(mα +mn)

mα(2mα +mn)
(ppp13 +

2mα

mα +mn
ppp23) . (5.53)

From Eq. (5.52) the operator is written in terms the relative momenta as

Ô⊥ = −
√

2π

3
ie

mα
(
√

mα

mα +mn
π2⊥ +

√
mαmn

(mα +mn)(2mα +mn)
π1⊥)

= −
√

2π

3
ie

mα
(p12⊥ +

mn

(2mα +mn)
(p13⊥ +

2mα

2mα +mn
p23⊥)) , (5.54)

hence it can be seen as the sum of two-body operators

Ô⊥ =
√

mα

mα +mn
(Ô12)⊥ +

√
mα

mα +mn

m
(2mα +mn)

((Ô13)⊥ +
2mα

2mα +mn
(Ô23)⊥) . (5.55)

With the same mechanism of permutations already seen in Section 3.5 we limit our-
selves to considering (Ô12)⊥ and the other operators will be calculated starting from
the latter by multiplying by the appropriate permutation of particles.
Here we follow this last formulation1 considering therefore only the operator (Ô12)⊥
given by,

(Ô12)⊥ = −
√

2π
3

ie
mα

π2(Y1
1 (θ2, φ2) +Y−1

1 (θ2, φ2)) , (5.56)

1As further check we have implemented all three operator formulations obtaining clearly the same
results.
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in hyperspherical coordinates π2 is given by,

π2 = Q sin α2 . (5.57)

Let us focus on the calculation of the operator matrix element seen in Eq. (5.51),

⟨ϕN′

a ∣(Ô12)⊥∣ϕN⟩ = −
√

2π

3
ie

mα
∑

λ=±1
⟨gn′(Q)∣Q∣gn(Q)⟩ ⟨[K′]∣Yλ

1 (θN , φN) sin αN ∣[K]⟩ ,

(5.58)

here ϕN′
a and ϕN correspond to the basis of final and initial state.

In order to calculate the hypermomentum part of the transition matrix element
one has to solve numerically the following integral

⟨gn′(Q)∣Q∣gn(Q)⟩ =
√

n!n′!
βν+1β′ν+1(n + ν)! (n′ + ν)! ∫

∞

0
Lν

n′ (
Q
β′

) QLν
n (Q

β
) Qνe−

Q
2β e−

Q
2β′ dQ

(5.59)

while the angular part is given by

⟨[K′]∣Yλ
1 (θN , φN) sin αN ∣[K]⟩ =∫

π/2

0
dαN (sin αN)2+l′N+lN (cos αN)3N−5+2KN−1

×NN (K′
N ; l′N , KN−1) P

[lN+1/2,K′N−1+(3N−5)/2]
µ′N

(cos 2αN)

×NN (KN ; lN , KN−1) P[lN+1/2,KN−1+(3N−5)/2]
µN (cos 2αN)

× ⟨J′, M′∣Yλ
1 (θN , φN)∣JM⟩

NN (K′
Nil

′
N , KN−1)NN (KN ; lN , KN−1)

× 2−
1
2 (3N+1+l′N+lN+2KN−1)

× ∫
1

−1
dx(1− x)

1
2 (lN+lN+2)(1+ x)

1
2 (2KN−1+3N−5)

× P[lN+1/2,KN−1+(3N−5)/2]
µ′N

(x)P[lN+1/2,KN−1+(3N−5)/2]
µN (x)

× ⟨J′, M′∣Yλ
1 (θN , φN)∣JM⟩ , (5.60)

where in the last line x = cos 2αN .
Regarding the Yλ

1 term in Eq. (5.60), we can firstly consider the case of a specific
projection of the total angular momentum a the operator as

⟨[[{L′N−1}⊗ l′N]L′N
⊗{S′}]

J′
, M′ ∣Y1,λ (ΩN)∣ [[{LN−1}⊗ lN]LN

⊗{S}]
J
, M⟩ . (5.61)
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In Eq. (5.61) we can recouple the quantum numbers, using

∣[[lN ⊗ LN−1]LN
⊗ S]

j
⟩ = (−1)lN+LN−1+S+J ∑

JN−1

L̂N ĴN−1

⎧⎪⎪⎨⎪⎪⎩

lN LN−1 LN

S J JN−1

⎫⎪⎪⎬⎪⎪⎭
× ∣[lN ⊗ [LN−1 ⊗ S]JN−1

]
J
⟩ , (5.62)

in order to have the angular momentum of the Jacobi coordinate N in the first place.
In Eq. (5.62) the hat on the symbols stands for Ĵ =

√
2J + 1. The additional parameter

over which the expression in (5.62) is summed, is called JN−1 and J′N−1 respectively.
Now we can use

⟨[l′N ⊗ J′N−1]J′, M′ ∣Y1,λ (ΩN)∣ [lN ⊗ JN−1] J, M⟩ =

δJN−1 J′N−1
(−1)J+l′N+JN−1−1C J′M′

JM1λ

⎧⎪⎪⎨⎪⎪⎩

lN JN−1 J
J′ 1 l′N

⎫⎪⎪⎬⎪⎪⎭
⟨l′N ∣∣Y1 (ΩN) ∣∣lN⟩ , (5.63)

being Y1,λ (ΩN) an operator depending only on the N subsystem. We simplify the
sum over JN−1 and J′N−1 with the δJN−1 J′N−1

obtaining

⟨{J′} , M′ ∣Y1,λ (ΩN)∣ {J}, M⟩ = ∑
JN−1

δ{S′},{S}δ{L′N−1},{LN−1}
δ{l′N−1},{lN−1}

× (−1)2J+J′+JN−1−LN−L′N+4LN−1+2lN+3l′N+2S−1

× (2JN−1 + 1) L̂N L̂′N ĴC J′M′

JM1λ

×
⎧⎪⎪⎨⎪⎪⎩

lN LN−1 LN

S J JN−1

⎫⎪⎪⎬⎪⎪⎭

⎧⎪⎪⎨⎪⎪⎩

l′N LN−1 L′N
S J′ JN−1

⎫⎪⎪⎬⎪⎪⎭

×
⎧⎪⎪⎨⎪⎪⎩

lN JN−1 J
J′ 1 l′N

⎫⎪⎪⎬⎪⎪⎭
⟨l′N ∣∣Y1 (ΩN) ∣∣lN⟩ . (5.64)

The reduced matrix element of the spherical harmonics is

⟨l′N ∣∣Y1(ΩN)∣∣lN⟩ = (−1)l′N

√
3

4π
l̂′N l̂N

⎛
⎝

l′N 1 lN

0 0 0

⎞
⎠

(5.65)

and using the relation of the Clebsch-Gordan coefficients

C J′M′

JM1λ = (−)M′+J−1 Ĵ′
⎛
⎝

J 1 J′

M λ M′

⎞
⎠

, (5.66)

in addition to the following property of 3j-symbols

∑
x
(−1)a+b+c+d+e+ f+g+h+x+j(2x + 1)

⎧⎪⎪⎨⎪⎪⎩

a b x
c d g

⎫⎪⎪⎬⎪⎪⎭

⎧⎪⎪⎨⎪⎪⎩

c d x
e f h

⎫⎪⎪⎬⎪⎪⎭

⎧⎪⎪⎨⎪⎪⎩

e f x
b a j

⎫⎪⎪⎬⎪⎪⎭

=
⎧⎪⎪⎨⎪⎪⎩

g h j
e a d

⎫⎪⎪⎬⎪⎪⎭

⎧⎪⎪⎨⎪⎪⎩

g h̵ j
f b c

⎫⎪⎪⎬⎪⎪⎭
, (5.67)
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we get

⟨{J′}, M′ ∣Y1,λ (ΩN)∣ {J}, M⟩ = δ{S′},{S}δ{L′N−1},{LN−1}
δ{lN−1},{lN−1}

× (−1)S+LN−1+lN+lN+J+J′−M′
√

3
4π

L̂N L̂′N Ĵ Ĵ′ l̂N l̂N

×
⎛
⎝

J 1 J′

M λ −M′

⎞
⎠
⎛
⎝

l′N 1 lN

0 0 0

⎞
⎠

×
⎧⎪⎪⎨⎪⎪⎩

L′N J′ S
J LN 1

⎫⎪⎪⎬⎪⎪⎭

⎧⎪⎪⎨⎪⎪⎩

l′N L′N LN−1

LN lN 1

⎫⎪⎪⎬⎪⎪⎭
. (5.68)

The matrix element (5.68) depends on M, however recalling the definition of the
cross-section (4.67) and using the orthogonality proprieties of the 3j symbols,

∑λ=±1,M′
⎛
⎝

J′ 1 J
−M′ λ M

⎞
⎠
⎛
⎝

J′ 1 J
−M′ λ M

⎞
⎠

= 2
3 ∑λ=0,±1,M′

⎛
⎝

J′ 1 J
−M′ λ M

⎞
⎠
⎛
⎝

J′ 1 J
−M′ λ M

⎞
⎠

= 1
(2J+1) , (5.69)

the dependence on the longitudinal component of the total angular momentum in
the response function and in the cross-section (4.65) vanishes. Above, in Eq. (5.69) J
is the total angular momentum of the 9Be ground state J = 3

2 .
After calculating all the terms of Eq. (5.58), we use the permutation matrices Pij

given in Eq. (3.50) to calculate all the contributions of the two body operators and
finally to sum them up as

⟨ϕN′

a ∣Ô⊥∣Ψi⟩ = ⟨ϕN′

a ∣(Ô12)⊥ + P−1
13 (Ô12)⊥P13 + P−1

23 (Ô12)⊥P23∣Ψi⟩ , (5.70)

where ⟨Ψi∣ = ∑N CN ϕN is the ground state wave function. In this way we obtain the
LIT numerator. The last step for calculating the LIT will be to use the methods seen
in Section 5.3.1 and Section 5.3.2 to rewrite it as in Eq. (5.25) or (5.40).
Explicitly in the case of calculation of LIT with the eigenvalue method we have

L(σ) = ⟨Ψi∣Ô†
⊥K̂(σ, Ĥ − E0)Ô⊥∣Ψi⟩

= ∑
λ

⟨Ψi∣Ô†
⊥∣Ψλ⟩ ⟨Ψλ∣Ô⊥∣Ψi⟩

1
(ελ − E0 − σR)2 + σ2

I

= ∑
λ

∣ ⟨Ψλ∣Ô⊥∣Ψi⟩ ∣2
1

(ελ − E0 − σR)2 + σ2
I

, (5.71)

with ∣Ψλ⟩ the eigenstates of the Hamiltonian Ĥ ∣λ⟩ = ελ ∣λ⟩ given by

⟨Ψλ∣ = ∑
N′

CN′ϕN′

a . (5.72)
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Hence following this approach we should calculate the coefficients CN and the re-
spective eigenvalue of each λ state, with the same method used in calculating the
bound state, and inserting it in Eq. (5.71) to obtain the desired result. Clearly, the
knowledge of a sufficient number of eigenfunctions of the Hamiltonian is crucial to
obtain a convergent LIT and consequently a successful inversion.
According to the Lanczos method instead one has

L(σ)a = −
1
σI

Im

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

⟨Qa ∣ Qa⟩
z − a0 −

b2
1

z−a1−
b2
2

z−a2−b2
3...

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭

, (5.73)

where ∣Qa⟩ is given in Eq. (5.50) with ϕN′
a the basis system obtained from the Lanczos

technique. Therefore in this case, calculated the numerator, the knowledge of the
coefficients ai and bi is enough to calculate the integral transform.

Regarding the possible final states that we are going to analyze, since in the en-
ergy range of interest the major contribution is given by the electric dipole term, they
must satisfy the following selection rules

π f = −πi (5.74)

∆L = ±1, 0 (5.75)

∆S = 0 (5.76)

where L (S) is the total orbital angular momentum (spin) and π indicates the parity
of the system. The ground state of 9Be is characterised by Jπ = 3

2
−

, hence there are
three possible final channels corresponding to 1

2
+

, 3
2
+

and 5
2
+

. We will analyze the
contributions of each channel separately and then the total LIT will be given by the
sum of the individual LITs, as seen in Section 5.3.3 (Eq. (5.45)).
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Chapter 6

Halo EFT applications

This Chapter collects the final results obtained from the application of the Cluster
EFT theory on the NSHH and LIT method. In this context we analyze the conver-
gence and stability of the calculated quantities by varying the variational parame-
ters. We also discuss the dependence of our results on EFT parameters, in particular
on the cutoffs Λ. After some technical details on the integration of the Coulomb po-
tential in momentum space, Section 6.1, in Section 6.2 we start showing the analysis
of the ground state of 12C described as three α particle system. We also analyse the
α particle four-body system provided by the 16O and the 20Ne as a five-body sys-
tem, Section 6.3. Then we move on to examine the 9Be nucleus depicted with ααn
structure, Section 6.4. In Section 6.5 the LITs for all three possible channels of the 9Be
photodisintegration process are discussed. Finally, in Section 6.6 the result obtained
for the 9Be photointegration cross-section is shown.

6.1 Coulomb potential in momentum space

In order to calculate the ground state energy and wave function of a system, one has
to solve the integrals of the potential in Eq. (3.73) and in Eq. (3.74). The Coulomb
potential in momentum space is given by the following form

VC(πN , π′
N , t) = 1

2π2
4e2

π2
N +π′2

N − 2πNπ′
Nt

, (6.1)

therefore the S-wave component can be calculated as

VC,l=0(π′
N , πN) = 1

2 ∫
1

−1
dtVC(π′

N , πN)Pl=0(t) . (6.2)

The result of the above integral presents a logarithmic divergence

VC,l=0(π′
N , πN) = 1

2 ∫
1
−1 VC(πN , π′

N , t)P0
lN
(t)dt (6.3)

= 1
2

1
2π2

4e2

2πNπ′
N

ln (π2
N+π′2

N−2πNπ′
N)

(π2
N+π′2

N+2πNπ′
N)

(6.4)
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and this makes the potential not only divergent but also highly oscillatory near the
singularity, as shown in Figure 6.1. To avoid this divergence we computed the in-
tegral (6.2) numerically on a grid of ∼ 500 angular points with a Gauss-Legendre
integration [86]. Then the result is placed in the integral of Eq. (3.73). The radial part
of the latter is performed with a Gauss-Legendre integration shifted in the range 0
infinity. This shift is accomplished with a change of variable

x′ =
S( x+1

2 )n

(1− x+1
2 )m

, (6.5)

where x ∈ [0,∞[, x′ ∈ [−1, 1] and m, n, S are real parameters. This quadrature with
m = n = 0.9 and S = 10 and a number of radial point of ∼ 550 gives a more accu-
rate and stable result than the classical Gauss-Laguerre quadrature. The integral in
the hyperangle is then performed with standard Gauss-Legendre integration and
again a large number of integration points is used. We recall that in the presence of
potentials in momentum space the radial and hyperangular integrations are tightly
connected thanks to the relation that binds φ′ hyperangle and Q′ hypermomentum,
that eliminates an integration on one of the two primate variables. For this reason
the number of hyperangular points required is ∼ 500.

FIGURE 6.1: S-wave Coulomb potential in momentum space.

Another method we test to integrate the S-wave Coulomb potential consists on a
change of variable. We need to integrate the Eq. (6.4) which diverges for π = π′ with

π =
√

1− x Q , π′ =
√

2− (1+ x)Q2/Q′2 Q , x = cos 2φN . (6.6)
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Instead of using the variables dQ and dQ′ we can do the integral in dQ1 and dQ2

defined as

Q1 = Q+Q′

2 , (6.7)

Q2 = Q−Q′

2 . (6.8)

The integral in dQ1 is done in an interval [0, 2Qmax] using the shifted Gauss-Jacobi
quadrature and the integral in dQ2 in a range [−Q2lim(Q1), Q2lim(Q1)] where

Q2lim(Q1) = Q1 Q1 ≤ Qmax , (6.9)

Q2lim(Q1) = 2Qmax −Q1 Q1 ≥ Qmax . (6.10)

Also for this latter integration we use the shifted Gauss-Jacobi quadrature.
We verified that for values of Qmax ≥ 100 the integration is stable. Then for both the
integrations on Q1 and on Q2 we make the following substitution:

t = cos2[π(x − 1)/2] x ≥ 0 , (6.11)

t = − cos2[π(x − 1)/2] x ≤ 0 , (6.12)

where x corresponds to the Gauss-Jacobi integration variables Q1 and Q2, the Jaco-
bian of this transformation will be:

J = π ∗ ∣ cos(π(t − 1)/2) ∗ sin(π(t − 1)/2)∣. (6.13)

The number of grid points must be even to avoid Q2 = Q −Q′ = 0.
In this way we would have many points around the divergence without ever reach-
ing the singularity. For each point (Q1, Q2) we have to calculate the Laguerre func-
tions gn(Q(Q1, Q2)) and gm(Q′(Q1, Q2)).

Therefore this results in several loops in the code as we integrate on the Q1 vari-
able, on Q2 (which depends on Q1) for each pairs of radial functions gn(Q(Q1, Q2))
and gm(Q′(Q1, Q2)).

To save computational time this integral is calculated separately in a module at
the beginning of the program and is recorded for points. Then, it is added to the
total potential and integrated in the hyperangle coordinates (this integration must
be done when the program is running because it depends on quantum numbers and
changes every time according the input variables).

The results obtained with the two integration methods are in agreement with an
accuracy of one per thousand. In addition, we tested the stability of these integra-
tions by considering a two-body system whose binding energy result with a chosen
potential is known. Using the second method already with 200 grid points for Q1

and Q2 we reproduce the expected result up to the fourth decimal place.
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6.2 12C

The first nucleus we analyze is 12C described as a system of three alpha particles.
The expected ground state energy in the three-body model is ∼ −7.27 MeV to which
the binding energy of the three alpha particles, of ∼ −28.29 MeV, must be added in
order to reach the experimental energy of −92.16 MeV.

The potential used in this case is the αα S-wave interaction, described in Chap-
ter 2, and the Coulomb repulsive potential still in S-wave. To begin the study of
the convergence we need to set the potential parameters. We recall the form of the
potential in S-wave,

Vl=0(p, p′) = e(
−p
Λ )

2m

e(
−p
Λ )

2m

(λ0 + λ1(p′ + p)2) , (6.14)

where for the αα interaction we set m = 1. As seen in the Section 2.4.1, the potential
coefficients λ0 and λ1 were obtained as a solution pair of a quadratic equation, thus
for each cutoff we would get two solutions, the first with negative λ0 while the sec-
ond with positive λ0. We choose Λ = 190 MeV and λ0, λ1 the couple of the solutions
of the quadratic equation with λ0 attractive, in the following this coupling constant
set will be called λ0−.

The first step in the variational calculation of the ground state is looking for the
right parameter β present in the radial basis argument which can accelerate the con-
vergence. Using N = 30 radial basis functions and selecting K = 20 for the maximum
value of the hyperangular momentum quantum number, we calculate the ground
state binding energy varying the β parameter. As it can be seen in Figure 6.2, the
point of minimum binding energy is obtained with a very small beta of 0.02 fm−1

since the behaviour of this potential near zero requires many points concentrated in
that range to achieve good convergence.
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FIGURE 6.2: Ground state energy of 12C varying the β parameter of
the basis. Here K = 20, N = 30, ni, nr = 500, 550.

The convergence in the hyperangular momentum K is reached for a value K > 10.
This is due to the simple form of the S-wave potential, being in this case pl ⋅ p′l = 1
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and Pl(p ⋅ p′) = 1 the resulting potential is a soft, fast converging potential. We em-
phasize that with K = 20 we get a stable result up to the fourth decimal place.
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FIGURE 6.3: Ground state energy of 12C increasing the hyperangular
momentum K. We set β = 0.02 fm−1, N = 30, ni, nr = 500, 550.

As shown in Table 6.1 the convergence in the number of radial functions is obtained
for N > 30 with an accuracy up to the third decimal place. Same precision was
obtained in the numbers of angular and radial integration points of 500, 550.

N EGS [MeV]
20 −9.037 ⋅ 10−1

30 −9.060 ⋅ 10−1

40 −9.062 ⋅ 10−1

ni − nr EGS [MeV]
500− 550 −9.060 ⋅ 10−1

550− 600 −9.066 ⋅ 10−1

TABLE 6.1: Ground state energy of 12C increasing the number of ba-
sis function N and number of hyperangular radial integration points

ni, nr.

Therefore we set β = 0.02 fm−1, K = 20, N = 30, ni, nR = 500, 550 as optimal values
for the convergence.

Once the variational parameters are selected, we can focus on the result obtained.
The binding energy obtained for the 12C nucleus, of −0.91 MeV, is less than the ex-
pected energy −7.27 MeV.

However, the result seems to be in agreement with other works which has at-
tempted to describe the 12C using the same micro-clustering model with halo EFT
potentials, see for example [87]. This binding energy is obtained with a cutoff of 190
MeV and with the pair solution including an attractive λ0 value. By varying the cut-
off and examining all the two pairs of the solutions we can examine how the ground
state energy of this system changes. In Figure 6.4 the variation of the binding energy
with the cutoff for the λ0− and λ0+ solutions is shown. As it can be seen, the first pair
produces less cutoff-dependent and lower ground state energies. The second one,
λ0+, leads to binding energies which vary greatly over the examined range reaching
a maximum value of −4.752 for 170 MeV. The Wigner bound limits the value of the
cutoff up to 230 MeV and the results for Λ = 210 MeV indicate the approach of the
maximum limit. This spectrum created by varying the cutoff of the two-body force
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FIGURE 6.4: 12C ground state energy varying the cutoff value of the
EFT theory.

Λ [MeV] λ−3 [fm5] λ+3 [fm5]
100 −8.221 −3.930
130 −5.932 −2.070
170 −6.808 −1.771
190 −8.422 −3.402
210 −9.075 −4.407

TABLE 6.2: Three-body force strength for different cutoff values. With
λ−3 ( λ+3 ) we indicate the three-body force coupling constant associ-
ated with the solution pair λ0,− (λ0,+). The cutoff of this force is set to

Λ3 = 130 MeV.

could be interpreted as a remaining discrete scale invariance, despite the long-range
Coulomb potential and despite the finite cutoff introducing another energy scale in
the theory. These cutoff effects are curable by the inclusion of a three-body force.

We added a three-body force to our description by fixing the coupling constant
for each two-body cutoff in order to reproduce the experimental energy. Some val-
ues of the coupling constant of the three-body force are shown in the Table 6.2. In
Figure 6.5 we show the ground state energy obtained with the addition of the three-
body potential.
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FIGURE 6.5: Ground state energy of 12C increasing the hyperangular
momentum K. Here the three-body force is included.

To verify the accuracy of the model we then calculated the spin 2+ excited state
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of 12C, Figure 6.6. With the three-body force inserted in the model we manage to
obtain a 2+ bound state for all λ3 values, the energy however varies depending on the
constant of the three-body force from a minimum value of −0.875 MeV up to −7.028
MeV, Table 6.3. In order to have a more detailed description of this state probably
a D-wave interaction should be also included so as to reduce the three-body force.
Our three-body potential, in fact, includes several effects as well as additional partial
waves not considered in the model. Moreover, one might consider calculating the
NLO contribution of the three-body force.

λ3 [fm5] E [MeV]
−3.402 −0.875
−3.930 −1.545
−6.808 −4.780
−8.422 −7.028

TABLE 6.3: Variation of the
binding energy of 2+ state
changing the three-body force
strength, with fixed cutoff

Λ3 = 130 MeV.

FIGURE 6.6:
Energy levels

of 12C.

Further analysis of this point is required. Implementing other contributions to
the potential, in principle of higher orders in our EFT and for this reason neglected
here, one could have a more precise indication of the system in examination.

6.3 16O and 20Ne systems

In this Section we review some results obtained for 16O and 20Ne nuclei.
The Oxygen nucleus described as a 4-alpha particle system has an experimental

binding energy of −14.44 MeV, while the expected energy of 20Ne 5-alpha particle
system is of −19.17 MeV. As we already mentioned, our EFT with alpha particles as
degrees of freedom is based on the assumption that the binding energy of the system
is much larger than the separation energy of the degree of freedom used, thus ∼ 20
MeV. Although for these two nuclei the binding energy of the system is comparable
to 20 MeV, the description of their fundamental state within the theory is still possi-
ble since the binding energy of each single α particle within the nucleus results for
the 16O ∼ −3.61 MeV and for the 20Ne ∼ −3.83 MeV. Therefore comparing the latter
values with the excitation energy of the alpha particle, one can see that the assump-
tions for an effective theory approach could be considered still valid. This argument
is based on the same principle used in the description of nuclear interaction in heavy
nuclei when the ∆ particle is neglected as a degree of freedom. The excitation N → ∆
is produced at energies of the order of the ∆ − N mass difference, about 230 MeV.
The binding energy of 208Pb, for example, would be such that ∆ particles could be
produced, however these one are always neglected in the nuclear state description.
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We first consider the 4-body system, the 16O. We studied the variation of EGS in
function of the β parameter for both solution sets of the λi coefficients of the two-
body potential. We set K = 20 and N = 30 and ni, nr=500, 550.
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FIGURE 6.7: Ground state energy of 16O varying the β parameter of
the basis. Here K = 20, N = 30, ni, nR = 500, 550.

In Figure 6.7 one can see that while using the λ0− solutions the optimal β is about
∼ 0.03 fm−1, for the λ0+ set the best β is bigger, in particular we reach the minimum
of the binding energy for β = 0.08 fm−1 even if for β from 0.03 to 0.08 the result is
stable up to the second decimal place.

Also in this case the potential with λ0− gives a less bound nucleus with respect
with the solution with λ0+, see Figure 6.8. With a cutoff of Λ = 150 MeV we obtain
EGS = −14.86 MeV, therefore a value very close to the expected one.
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FIGURE 6.8: Ground state energy of 16O varying the cutoff Λ. We set
K = 20, N = 30, ni, nR = 500, 550 and β = 0.03 fm−1 for the λ0− solution

(left figure) while β = 0.08 fm−1 for the λ0+ solution (right figure).

As it can be seen in Figure 6.9, in case of a potential with λ0− couplings the conver-
gence in K is obtained to the second decimal place for K > 10, while already with
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K > 6 with the other solution pair. With K ∼ 20 we reach a precision up to the 4th-
decimal place.
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FIGURE 6.9: Ground state energy of 16O increasing the hyperangular
momentum K for λ0− and λ0+ solution sets. Here N = 30, ni, nR =
500, 550 and β = 0.03 fm−1 in the left figure while β = 0.08 fm−1 in the

right figure.

Regarding the 20Ne the trends in β, in the cutoff and in K, shown in Figs. 6.10-
6.12, are similar to those obtained for 16O. However the calculation of a 5-body
system is more demanding from the point of view of computational resources, for
this reason here the maximum K value studied is 12. A more precise convergence
would require a numerical optimization of the code. Nevertheless, thanks to the
simplicity of the potentials used K = 12 leads to a result already stable up to the
second decimal place, allowing us to make realistic considerations about the results
obtained.
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FIGURE 6.10: Ground state energy of 20Ne varying the β parameter
of the basis. We set K = 12, N = 30, ni, nR = 500, 550.

It is interesting to note that for both the 16O and 20Ne systems considering the λ0+

set the experimental binding energies are reproduced for Λαα ∼ 130-150 MeV, almost
indicating a preferred energy scale for these systems. The dependence of the two-
body cutoff is, however, preferably to be eliminated in order to make sure that the



84 Chapter 6. Halo EFT applications

100 120 140 160 180 200

Λ   [MeV]

-20

-15

-10

-5

0

E
G

S
  

  
[M

e
V

]

100 120 140 160 180 200
-40

-35

-30

-25

-20

-15

-10

λ
0-

λ
0+

EXP.

EXP.

20
Ne

20
Ne

FIGURE 6.11: Ground state energy of 20Ne varying the cutoff Λ. Here
K = 12, N = 30, ni nR = 500, 550 and β = 0.03 fm−1 for the λ0− solution

while β = 0.08 fm−1 for the λ0+ solution
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FIGURE 6.12: The ground state energy of 20Ne increasing K. In this
calculation we use the same convergence parameters of Figure 6.11.

states of the systems are not determined by it. In this direction, a future perspective
will be to include a three-body force for these four- and five-body systems as well. To
do this the implementation of three-body permutations in the code will be necessary.

After studying both sets of coupling constants for the alpha-alpha interaction on
different systems, we conclude this section with a remark. Although the solutions
with λ0+ provide deeper bound states and often a binding energy closer to the exper-
imental values from here on we will not consider anymore these solution pairs. The
strong dependence on the cutoff value of the theory makes these solutions less ap-
propriate and furthermore their larger values are in contradiction with the principle
of naturalness of the EFT coupling constants.
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6.4 9Be

Let us now consider the 9Be nucleus as a three-body system consisting of two alpha
particles and one neutron. In this case the expected ground state energy is of −1.573
MeV to which one has to add the binding energy of two alpha particles to reach the
experimental value of −58.158 MeV.

The interaction between the two alpha particles is the same as examined in the
previous cases, shown in Eq. (6.14) and again the S-wave Coulomb potential. For
the EFT potential we only consider the λ0− set since, as we have seen in previous
studies, it provides a binding energy that is less dependent on the cutoff and has
natural size.

Regarding the α-n interaction we consider at first only the P3/2 wave which, as
already described in Section 2.4, has the form

Vl=1(p, p′) = e(
−p
Λ )

2m

e(
−p
Λ )

2m

pp′(λ0 + λ1(p′ + p)2) . (6.15)

In this case we set m = 2 and we still consider only the coupling constants which are
of more natural size and provide a weakly attractive potential at large distance.

In order to study the convergence of the ground state energy on the variational
parameters we set the cutoff Λαα = 190 MeV and Λαn = 300 MeV. In Figure 6.13a the
variation of the ground state energy as a function of the β parameter is shown.
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FIGURE 6.13: Convergence on K and β parameters of the 9Be ground
state energy.

The result is stable up to the third decimal place from β = 0.03 fm−1 up to 0.06
fm−1 and then decreasing again. The convergence in the hypermomentum K, Fig-
ure 6.13b and Table 6.4, is obtained with K ∼ 15, a rather low value even if greater
than the previous cases due to the presence of the P-wave α-n potential. With K = 23
we reach a precision up to the 4th decimal place. We achieve the same accuracy
in the number of radial wave functions N, as shown in the Table 6.4. The integral
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precision is one per thousand, Table 6.5, mainly due to the Coulomb potential in
momentum space.

N EGS [MeV]
20 −1.9646
30 −1.9647
40 −1.9647

K EGS [MeV]
11 −1.9354
15 −1.9593
17 −1.9623
19 −1.9639
21 −1.9645
23 −1.9647

TABLE 6.4: Convergence of ground state energy of 9Be increasing the
number of basis function N and K with β = 0.05 fm−1 and ni, nR =
500, 550. In the Table on the left K = 23 while in the Table on the right

N = 30.

ni, nr EGS [MeV]
450, 500 −1.960
500, 550 −1.965
550− 600 −1.968

TABLE 6.5: Ground state energy variation with the number of inte-
gration points with β = 0.05 fm−1, N = 30, K = 23.

We set β = 0.05 fm−1, N = 30, K = 23 and ni, nR = 500, 550 as best parameters for
convergence.

Now we can examine the cutoff dependence of the two-body potentials on our
result. As one can see in Figure 6.14 the variation of the ground state energy with
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FIGURE 6.14: 9Be ground state energy in function of the cutoffs of the
theory.

the αα cutoff is smaller than the one with the αn cutoff. By varying Λαn from 100
to 300 MeV the energy varies from −0.17 to −1.96 MeV. Even if the energy range is
very wide we remember that in this case the maximum limit imposed by the Wigner
bound for this cutoff is 340 MeV, therefore all the values examined are theoretically
allowed. The situation is different by changing Λαα, increasing this parameter from
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100 to 200 MeV the energy reaches a minimum at 150 MeV of −2.66 MeV and a
maximum at 210 of −1.38 MeV. Probably this last value of 210 MeV is already af-
fected by the incoming Wigner bound which gives a less reliable value of the bind-
ing energy. Therefore the ground state energy variation as a function of Λαα can
be considered of ∼ 0.6 MeV. The difference between the behaviours of the two in-
teractions as a function of the cutoffs could be interpreted as a stronger residue of
the Efimov physics [57] in the α-n case. While for the α-α interaction the scale in-
variance is broken not only by the presence of the cutoff but also by the long range
Coulomb potential, in the α-n case only ’contact’ interactions are present. This could
be reflected in a wider spectrum of different three-body bound state energies. The
discrete scaling factor characteristic of the Efimov effect can occur, in fact, not only
for three identical particles but also trying to describe two identical particles having
a P-wave resonance with a third particle [88]. However, according to [89, 90], a real
Efimov state in the P-wave case cannot be realized in nature.
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FIGURE 6.15: Ground state energy of 9Be increasing the hyperangular
momentum K with the three-body force.

As in 12C case, in order to eliminate the cutoff dependence in the results we used
a three-body force by fixing the coupling constant λ3 to reproduce the experimental
energy for each value of the two-body cutoff. The result of the binding energy con-
vergence as a function of the hyperangular momentum K is shown in Figure 6.15,
while the values of the three-body force coupling constant can be seen in the Ta-
ble 6.6.

Λαα=190 MeV Λαn=300 MeV

Λαn [MeV] λ3 [fm5]
100 −1.611
150 −0.015
200 +0.169
250 +0.2368
300 +0.2139

Λαα [MeV] λ3 [fm5]
100 +0.191
170 +0.454
210 −0.113

TABLE 6.6: Three-body force strength for different two body inter-
action cutoff values. Here the cutoff of the three-body force is set to

Λ3 = 130 MeV.
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Clearly the variation of the three-body force constant increasing the two-body
cutoff reflects the one of EGS. Therefore changing Λαα the λ3 variation is smaller
than that as a function of Λαn.

6.4.1 NLO: The S-wave

To improve the description of the 9Be, in view of the calculation of the photodisin-
tegration cross-section, we added the S-wave α-n interaction to our potential. As
explained in Section 2.4, this potential reads

Vl=0(p, p′) = e(
−p
Λ )

2m

e(
−p
Λ )

2m

(λ0 + λ1(p′ + p)2) , (6.16)

and selecting m = 2 the coefficients λ0, λ1 are calculated by resumming the T matrix.
This resumming operation results in poles of the T-matrix creating non-physical αn
bound states. However, this does not happen for all values of the cutoff.

No bound states are observed for cutoffs less than 150 MeV. At 200 and 250 MeV
a bound state of ∼ −30 MeV appears, while for higher cutoffs a bound state of about
−13 MeV is present. In the Table 6.7 we report the values of the binding energy of
the forbidden state as the cutoff varies and in Figure 6.16 one can see the potential
and the forbidden state wave functions for different values of Λ.

Λαn [MeV] E [MeV]
200 27.89
250 31.38
300 12.25
525 13.97
400 13.39
500 13.90

TABLE 6.7: Forbidden S-wave state.
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FIGURE 6.16: S-wave α-n potential and wave function.
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As we mentioned at the end of the Section 2.4, in order to remove this pole we
follow the method of Ref. [50], adding to the S-wave α-n potential the term

V(p, p′) = Γ∣Φ(p)⟩⟨Φ(p′)∣ , (6.17)

where Φ(p) is the wave function of the forbidden state and Γ the projection param-
eter.

Theoretically Γ should tend to infinity, but in practice it is sufficient to find a
value for which the three-body bound state and scattering results are independent
of it. For a cutoff greater than 300 MeV, we find a rather shallow bound state and a
Γ value of ∼ 40 MeV is sufficient to project out this state. In Figure 6.17 the diagonal
part of the S-wave potential varying the projection parameter can be seen. A higher
Γ value pushes the bound states, or nodes of the wave function, to higher energies
until they are close to zero, thus unbound states. Furthermore, a Γ value of about
40 MeV does not affect the low-energy behaviour of the phase shift and reproduces
accurately the experimental data, Figure 6.18.
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FIGURE 6.17: Total diagonal S-wave α-n potential with Λαn = 300
MeV.
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FIGURE 6.18: S-wave α-n phase shift with the projection of forbidden
state. Here Λαn = 300 MeV and data from Ref.[46].

After implementing the NLO potential, we may compute the energy and wave
function of the 9Be ground state once more. Using only two-body potentials, the ad-
dition of the repulsive S-wave interaction results in a binding energy variation from
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0.02 up to 0.07 MeV depending on the cutoff used. For example, using Λαα = 190
MeV, Λαn = 130 MeV, without the S-wave contribution we obtained EGS = −1.97 MeV
and including the NLO contribution EGS results of −1.99 MeV. The binding energy
variation will be compensated by fitting again the three-body force coupling con-
stant in such a way as to reproduce the experimental energy of the system. This will
then produce, for fixed Λ3, a corresponding change in the three-body force constant
λ3 still at percent level.

In Figure 6.19 we show the trend of λ3 in function of Λ3, until now kept fixed at
130 MeV. In principle, the λ3 behaviour should reflect and cure the dependence of the
two body cutoffs and on Λ3 such that the potential and the obtained binding energy
will remain always the same. The three different color curves shown correspond to
different values Λαn while the Λαα parameter is 190 MeV for all the three studied
cases. In the bottom panel of the Figure 6.19 the trend of c3 = λ3Λ5 is shown. As
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FIGURE 6.19: λ3 and c3 = λ3Λ5 variation in function of the cutoff Λ3,
described in the text.

it can be seen approaching high cutoffs values ∼ 300 MeV the constant c3 assume
natural size ∼ ±1. A visible influence of the addition of the NLO potential and of
the three-body force variation will be better shown in the next Section by the LIT
calculation results.
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6.5 LIT for 9Be photodisintegration

Once the binding energy and the wave function of the 9Be 3/2− ground state are cal-
culated, we can consider the LIT of the response function for the photodisintegration
reaction. The relevant channels for this process are 1/2+,5/2+ and 3/2+.
Regarding the 9Be wave function we use the result obtained in the previous Section
with β = 0.05 fm−1, N = 30, K = 25, ni, nR = 500, 550 and a NLO potential with
Λαα = 190 MeV, Λαn = 100 MeV, Λ3 = 300 MeV. The same Hamiltonian is used for the
calculation of the integral transform.

The operator we implemented in the code in order to calculate the response func-
tion is,

Ô⊥ =
1

mα
(
√

mα

mα +mn
π1⊥ +

√
mαmn

(mα +mn)(2mα +mn)
π2⊥) . (6.18)

Thus leaving out, with respect with the Eq. (5.52), only the constant factors. In
this way, the implemented operator is dimensionless and the only units of the LIT
come from the denominator of the integral transform of Eq. (5.71). The quantity in
Eq. (6.18) is calculated solving the radial and hyperangular integrals numerically,
separating the contributions as seen in Eq. (5.58). Since the expression of Ô⊥ is quite
simple, the radial integral is convergent already with ∼ 100 integration points and
the hyperangular one with ∼ 80. However we integrate this operator with the same
integration grid used for the Hamiltonian matrix.

The first checks on the calculation we propose are about the validity of the sum
rules which can be a good feedback on the correctness and credibility of the out-
comes of the LIT. We firstly test the completeness of the basis chosen to expand the
H eigenstates. We consider the moment of zero order m0 = ∫ dωr(ω) in the follow-
ing form,

m0 = ∫
Nλ

∑
λ=0

⟨λ∣Ô†
⊥∣0⟩⟨λ∣Ô⊥∣0⟩δ(ω − ελ + E0)dω (6.19)

=
Nλ

∑
λ=0

⟨λ∣Ô†
⊥∣0⟩⟨λ∣Ô⊥∣0⟩ (6.20)

= ⟨0∣Ô†
⊥Ô⊥∣0⟩ . (6.21)

If we separately compute the expressions in the second and third lines we have
quantitatively verified the completeness relation of the chosen basis for the states
λ. We obtain for m0 = 7.602 ⋅ 10−4 and the sum of ⟨λ∣Ô⊥∣0⟩ on all possible channels
gives ∼ 7.593 ⋅ 10−4. The relation is therefore verified with precision of one per thou-
sand.

Another useful test concerns the behaviour of L(σR)

L(σ) = ∫ dω
r(ω)

(ω − E0 − σR)2 + σ2
I

(6.22)
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for σR tending to infinity, one has

L(σ) = ∫ dω
r(ω)

σ2
R

= m0

σ2
R

. (6.23)

Considering only one channel, for example the 1/2+ channel, for σR = 106 MeV we
get L(σ) = 2.48803 ⋅ 10−16 MeV −2 in good agreement with 2.48800 ⋅ 10−16 MeV −2 ob-
tained from (m0)1/2+/σ2

R. The same relation is also satisfied for the other two chan-
nels and for the total LIT.

The computation of the LIT requires setting the parameter σI which corresponds
to the Lorentzian width. Smaller values of σI ensure a better resolution of the trans-
formation, but imply a slower convergence depending on the size of the basis. We
start by selecting σI = 1 MeV which can be considered a good compromise for the
resolution of the final result.

The evaluation of the convergence of the transform involves several steps, one
of these is the study of the stability of the method used to calculate it. As we have
seen in Section 5.3, there are two practical methods for the calculation of the LIT:
the method through the Lanczos algorithm (5.73) and the calculation of eigenvalues
method (5.71). In Figure 6.20 we present the study of these two approaches. With the
first method the number of steps of the Lanczos algorithm needed to reach conver-
gence is around 100. In the right panel we can see that the number of eigenvectors
and eigenvalues needed to reconstruct the LIT must be greater, also in this case,
than ∼ 100. Clearly the two approaches are totally equivalent once convergence is
achieved. The method we use principally to calculate the LIT is the Lanczos method,
using ∼ 500 of the ai, bi coefficients of the Hamiltonian matrix, i.e. ∼ 500 number of
steps.
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FIGURE 6.20: LIT convergence in the number of eigenstates and Lanc-
zos steps.

Let us now study the results as the β parameter of the radial basis changes. This
parameter as shown in Ref. [91] turned out to be critical for incrementing the eigen-
values in the range of interest. There the authors used the pseudostates method to
compute the continuum states via bound state method and analytical transformed
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harmonic oscillator (THO) as radial basis. However, even in our case the choice of β

is important to have a denser spectrum of eigenvalues, as shown in Figure 6.22 with
a too small β value the eigenvalues at energies higher are missing and this causes
a peak of the LIT visibly lower, Figure 6.21a. A β range from 0.04 to 0.06 fm−1 en-
sures a good convergence of the integral transform providing a good distribution of
Hamiltonian eigenvalues, see Figures 6.21. With a Lorentzian width of 1 MeV, the
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FIGURE 6.21: LIT results in function of the β parameter.
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convergence in the hyperangular momentum K and in the number of radial func-
tions N is easily achieved. In Figure 6.23 it can be seen that the result is already
stable for K > 6 in each of the three channels. This is mainly due to the σI used which
is large enough to ensure convergence at low values of K and in part to the poten-
tial used which includes few partial waves. Regarding the N convergence it can be
seen that in 1/2+ channel there is no visible difference in the position or height of the
peak from N = 20 up to 40. Looking closely it is possible to notice only a very small
difference in the 3/2+ and 5/2+ channels, at energies greater than 4 MeV, between the
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curve calculated with N = 20 and the N = 30/40 curves. However with N = 30 the
convergence is achieved even in these cases.
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FIGURE 6.23: LIT results varying the variational parameters N and
K.

Now we can focus on the results obtained and in particular on how they vary
according to the EFT parameters, i.e. according to the interaction used. Clearly as
the potential varies in the LIT calculation, we calculated the ground state of 9Be with
the same potentials therefore keeping the same Hamiltonian for the ground state and
resonances. The experimental photodisintegration cross-section exhibits plainly the
1/2+ channel peak at around 1.7 MeV and the 5/2+ channel peak at ∼ 3 MeV. The
obtained results, for Λαα = 190 MeV, Λαn = 100 MeV, Λ3 = 300 MeV and σI = 1 MeV,
show the 1/2+ channel peak at ∼ 2.2 MeV and the 5/2+ peak at ∼ 3.7 MeV. Therefore
the values are not too far from the expected ones.
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FIGURE 6.24: LIT results calculated at leading order and next to lead-
ing order. Here Λαα = 190 MeV, Λαn = 100 MeV, Λ3 = 300 MeV.

Comparing the calculation of the LIT carried out at the leading order and at the
next to leading order, Figure 6.24, one can see that the greatest influence of the NLO
contribution is in the 1/2+ channel. At the LO in our EFT for the α-n interaction
only the P3/2 wave is included while at the NLO also the S1/2 wave is present. So
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the greater influence on the 1/2+ channel is easily explainable since this channel
has L = 0 and depends more on the S-wave potential. The NLO contribution of
the theory causes amplitude variation of the 1/2+ peak of ∼ 2.4 ⋅ 10−5 MeV−2 and a
leftward shift of ∼ 0.8 MeV. For the 5/2+ channel a visibly small increase and leftward
shift of the peak is present while for the 3/2+ channel there is almost no influence of
the NLO contribution.

Regarding the influence of the two-body cutoffs and thus of the three-body force
coupling constant, while no noticeable differences arise by varying the αα cutoff,
Figure 6.25, the LIT result for all three channels considered are susceptible to the
choice of αn cutoff.
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FIGURE 6.25: Comparison between LIT results calculated with Λαα =
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By varying Λαn the ground state energy of 9Be has the largest variation and con-
sequently λ3 can also take on a rather wide range of values. This constant vary from
positive to negative values making the three-body force can be either attractive or
repulsive. In Figure 6.26 we show the calculation of the LITs for all three channels for
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FIGURE 6.26: Comparison between two LIT results obtained with
two different αn potential.

two different values of the αn cutoff and thus two respective values of the three-body
force coupling constant. The results show an interesting aspect. Although the three-
body force has been promoted to leading order in the EFT, to remove in the ground
state of 9Be the cutoff dependence, the latter still affects the computed observables
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through the coupling constant λ3. This is analogous to what happened in the predic-
tion of the 2+ state of Carbon, which showed a strong dependence on the three-body
force. In particular for a Λ3 cutoff of 130 MeV a three-body force with λ3 = −1.67
fm5 seems to produce lower energy resonances. The shift to higher energies of the
LIT strength for higher Λαn values could be also interpreted as a possible indication
that the low-energy peaks are obtained with a system configuration where the alpha
particles are much closer to each other than to the neutron. The Fourier transform
of a Gaussian cutoff e−(p/Λ)2

with Λ = 300 MeV corresponds, in fact, in coordinate
space to e−(r/r0)

2
with r0 = 2

Λ ∼ 1.3 fm, while for Λαn = 100 MeV one has r0 ∼ 3.9 fm.
Therefore the αn interaction in the first case vanishes for distances greater than 1.3
fm while in the second one is a longer range interaction. Moreover the mean value

of the hypermomentum on the ground state wave function, defined as
√

⟨0∣Q̂2∣0⟩, at
Λαn ∼ 300 MeV is about two times bigger that the value calculated with Λαn ∼ 100
MeV, suggesting the inverse proportion for the values of the RMS radius.

The need of an attractive three-body force is also in agreement with the works
of Refs.[22, 21]. There phenomenological potentials were used and the resonance of
channel 1/2+ was obtained by placing a three-body force more attractive than the
one included in the 9Be wave function calculation, thus a channel-dependent three-
body force. In this work, instead, fixing the three-body force in the 3/2− channel
by the binding energy of 9Be, we tried to reproduce all resonances with the same
Hamiltonian.

Another interesting aspect is the study of the variation of the results as the three-
body force cutoff changes. As it can be seen in Figure 6.27 by increasing the value
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(B) LIT results for 3/2+ and 5/2+ channels.

FIGURE 6.27: LIT results varying the three-body cutoff Λ3 value.
Here σI = 1 MeV.

of Λ3 the peaks have a rather significant shift to the left until they reach about the
expected position for 300 MeV. Using the same parallelism presented above, one
could say that increasing the cutoff Λ3 one gradually incorporates the short hyper-
radius components of the interaction and this could affect the description of the
near-threshold resonances. We also recall that with a cutoff of about 300 MeV the
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value of the coupling constants of the three-body force c3 is of natural size ∼ 1, Fig-
ure 6.19. Furthermore in Ref. [92], where a similar cluster EFT was used, it is shown
that it is necessary to fine tuning the three-body force parameters in order to ade-
quately reproduce the considered resonances. There the 3/2+ resonance of 11Be was
examined.

On the other hand, the previous results would point in the direction of a de-
mand of a more accurate three-body force capable of unambiguously describing the
system described here. This might be a hint that the theory requires higher order
contributions of the three-body force. From the results obtained here, we can con-
clude that the three-body force that best reproduces the low-energy resonances of
the three channels has a coupling constant λ3 = −0.14 fm5 and a cutoff Λ3 = 300 MeV.

In order to perform the inversion of this LIT, more resolution in the calculation
needs to be achieved and thus we decrease the width of the Lorentzian up to σI =
0.2 MeV, Figure 6.28. With this value of σI the number of steps required for the
convergence with Lanczos algorithm is greater than 1500.
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FIGURE 6.28: LIT for the three channels studied with σI = 0.2 MeV.
As it can be seen for the 1/2+ channel the dominant peak is at ∼ 1.7
MeV and for the 5/2+ channel at ∼ 3 MeV. However for both channels

minor peaks are also present.
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FIGURE 6.29: 1/2+ LIT with σI = 0.2 MeV.
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As it can be seen in Figure 6.29, for the 1/2+ channel the convergence on K is reached
for K greater than 24 and the number of radial functions needed for convergence
increases up to 70. Regarding the other two channels, as shown in Figure 6.30, with
such σI a good convergence in N and K for the 5/2+ channel is obtained, while for the
3/2+ channel with N = 90 the full convergence is not still achieved. However in this
case we used σI = 1 MeV for the LIT inversion due to the fact that the experimental
resonance is wide.
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FIGURE 6.30: 3/2+ and 5/2+ LITs with σI = 0.2 MeV.

This confirms that the higher is the resolution, required for the integral transform,
the slower is the convergence in the size of the basis. Moreover at such a small
resolution we can see the presence of more than one distinct peak for the 1/2+ and
5/2+ channels.
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6.6 9Be photointegration cross-section

Using the results shown in Figures 6.29 and 6.30, the integral transforms are in-
verted. During this procedure each channel is examined individually, in this way
no information is lost about the characteristics of the identified resonances. In our
case considering narrow resonances, as mentioned in Section 5.4, it is necessary to
add to the inversion basis Lorentzian functions with two non-linear parameters: the
position and the width. In Figure 6.31 we show the result of the LIT inversion for
the 1/2+ channel.
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FIGURE 6.31: Inversions of LIT 1/2+ by increasing the number of ba-
sis functions. In the Figure above N denotes the number of basis
functions comprising one Lorentzian. In the Figure below the per-

cent error associated with the inversion is shown.

As it can be seen, using six basis functions a good stability of the result can be
achieved. The error associated with the inversion, shown in the panel below, is
calculated using the percentage difference between the curves with N = 6 and N = 8.

In the 5/2+ case, shown in Figure 6.32, it is necessary to include two Lorenzians
in the set.
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FIGURE 6.32: Inversion results for 5/2+ channel.
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The convergence is achieved for 7 ≤ N ≤ 9 with a relative error of around 1%,
calculated from the difference between the N = 7 and N = 9 curves. For N > 9
artificial oscillations start to appear. This is an example of when the number of basis
functions becomes too high and instabilities arise.

The results of these inversions are then multiplied by the square of the constants
present in the operator Ô⊥ of Eq. (5.52) and by the factors relating the cross-section
to the response function of Eq. (4.66).

The response function has the same units as LIT multiplied by MeV, hence MeV−1.
The factor 1

ωq
multiplied by (h̵c)2 in MeV2 mb gives the right units to the cross-

section.
In Figure 6.33 we show the comparison between the experimental data, already

presented in Figure 1.2, and our theoretical result. There we can see the individual
contributions of the channels 1/2+, 3/2+, 5/2+ and the total cross-section σtot obtained
from the sum of the single cross-sections.
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FIGURE 6.33: Comparison of our result obtained for the 9Be photodis-
integration cross-section and the experimental data shown in Figure

1.2. The red arrow indicates the threshold.

Our results reproduce the positions of the experimental resonances quite well. In
the spectrum it is possible to identify the 1/2+ channel resonance at 1.7 MeV and the
5/2+ resonance at 3 MeV. The amplitude and width of the 1/2+ peak appears to be
in better agreement with the data obtained by Arnold et al. [29]. Regarding the 5/2+

resonance, the peak turns out to be 0.1 mb lower than the experimental data, while
position and width are in agreement with the expected values. Compared to the
experimental data, the cross-section slightly overestimates the 1.9 − 2.4 MeV range
and underestimates around 3.2−4 MeV. This could be improved with the NLO of the
three-body force or by implementing higher order of the electromagnetic currents,
described in Section 4.2. Moreover going beyond the minimal coupling with the
electromagnetic field, in order to study additional negative parity channels, could
help in this direction. The experimental peak at 2.5 MeV is related to the 5/2− channel
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resonance produced by an M1 transition. To study this part of the spectrum, the
transition operator coupling the neutron spin to the electromagnetic field will also
have to be taken into account,

Ôn = iµNσn × q (6.24)

being µN = −1.913 e
2mn

the neutron magnetic moment. This term derived from the
so-called Pauli coupling.

It is worth noting that in this work we have focused on analyzing low-energy
range. With the used potential we manage to describe resonances up to ∼ 4 MeV
while for higher energies the cross-section decreases rather fast. We have shown
in the previous section how the variation of the two body αn cutoff results in an
energy shift of the calculated resonances. With Λαn = 300 MeV, Figure 6.26, the
dipole strength of calculated LIT would seem closer to the experimental data with
energy below the GDR. From the inversion of the LIT shown in Figure 6.26 we obtain
the total cross-section presented in Figure 6.34.
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FIGURE 6.34: Cross-section result with a three-body force with
strength λ3 = 0.21fm5, Λ3 = 130 MeV and αn two-body potential with

Λαn = 300 MeV.

In the experimental spectrum the region > 6 MeV presents a wide peak whose
dominant contribution seem to come from the channels 3/2+ and 5/2+ [22]. The
obtained cross-section results to be thirty times smaller than the experimental one.
This could be due to the lack of the αα D-wave potential in our EFT.

As stated in Ref. [22] the cross-section in the energy range 6 MeV < Eγ < 16 MeV
seems to acquire the main contribution by the single neutron excitation from the
8Be(2+) + n configuration of the ground state. To describe this range of the spectrum
one would need of a significant percentage of 8Be(2+) state in the wave function. In
our case this one is around 2%. The addition of the D-wave to the αα potential could
increase this contribution allowing a better description of the resonance. Using as
a check a phenomenological α-α interaction, the Ali-Bodmer potential [93], which
includes S and D partial waves, we verified how this percentage changes due to the
effect of the D-wave. Using only the S-wave potential the contribution of 8Be(2+)
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state to the wave function is around 2% while inserting also D-wave raise up to 50%.
Therefore it would be interesting to introduce such an interaction in our EFT ansatz.

Nevertheless, one should consider that for Eγ around 16 MeV we are approach-
ing the break-down scale of our EFT given by the excitation energy of the alpha par-
ticle ∼ 20 MeV. Furthermore for such energy range also the hypothesis of low-energy
photon could not be fully satisfied.



103

Chapter 7

Conclusions and future
perspectives

In this Thesis we present a description of α cluster nuclei, in particular focusing on
the case of 9Be, with αn and αα contact interactions derived from Cluster Effective
Field Theory (EFT).

The peculiarity of the treated systems is the separation of energy scales shown
by them. The energy required to break the system is much lower compared to the
excitation energy of the alpha particle. This motivation makes them candidates to
be described through an EFT with clusters, namely alpha particles and nucleons as
degree of freedom.

Cluster EFT is a variation of the much better known pionless EFT used to treat
nuclear phenomena at an energy scale lower than the pion mass.

The potentials extracted from the theory are regularized by a Gaussian cutoff
which regulates the short-distance dependence of the interaction. We choose the
cutoff regularization because of its ability to reproduce known features, such as the
correct sign of the effective range parameter in the T-matrix expansion or the right
scaling of the renormalized scattering amplitude [23, 24]. Then, the potential low-
energy constants are fitted to reproduce these scattering parameters in the calcu-
lated scattering T-matrix. The Cluster EFT loses its perturbative character trying to
describe bound states and resonances. In these cases the non-natural size of the scat-
tering length and effective range suggest a low-energy scale in the theory which dis-
torts the perturbative power counting and makes the resummation of all the possible
T-matrix diagrams necessary. To calculate the scattering matrix and find the poten-
tial coupling constants we then solved the Lippmann-Schwinger equation summing
all the diagrams of the T-matrix. The non-perturbative approach is also more con-
sistent with our approach to computing ground states ab initio, i.e., by solving the
Schrödinger equation. Due to the infinite number of counterterms and to the limits
imposed by the Wigner bound it is no longer possible to make the cutoff tend to
infinity. The correct renormalization procedure in this case is given by the so-called
implicit renormalization that keeps the cutoff at finite values and calculates at each
order and for each cutoff values the low-energy constants. With the adopted power
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counting the αα system has a S-wave interaction contribution at LO and no contri-
bution at NLO. In the αn case the P3/2 resonance gives the LO contribution and the
S1/2 partial wave the NLO. Once the two-body potentials are obtained, the calcu-
lation of the ground-state energies is carried out by diagonalizing the Hamiltonian
on a Non-symmetryzed Hyperspherical Harmonics basis in momentum space. The
choice to work in the momentum space is due to the use of EFT potentials which are
born naturally in this space.

From the results obtained for the ground states of the considered nuclei, it is
clear that the use of only two-body forces results in general in a rather strong cutoff
dependence. This is a well known feature within pionless EFT, this theory with
two-body contact interactions and thus zero range force by describing three-body
systems exhibits features of Efimovian physics. When only two-body contact forces
are present this EFT exhibits a discrete scale invariance that gives rise to a tower
of the three-body system bound states. For this reason the inclusion of the three-
body force at the leading order is required in order to break this invariance. In our
case although the long-range Coulomb potential, for the alpha alpha interaction, and
the finite cutoff introduce a scale in the theory there still remains a residual of the
discrete scale invariance shown by the rather strong dependence of the two-body
cutoff.

For the Oxygen and Neon systems the binding energies are approximately repro-
duced using an alpha alpha cutoff value of Λαα = 150 MeV and 130 MeV, respectively.
Regarding the 12C nucleus no value of the two-body force cutoff can reproduce the
ground state energy. The obtained binding energy is much lower than the experi-
mental one.

In any case without the three-body force the scale of the 3-body ground state is
only a cutoff effect, which often leads to instability and uncertainty in the bound
states obtained.

For these reasons, we introduced in our EFT at LO the three-body force by fixing
its coupling constant λ3 to describe the ground state binding energies for each value
of the two body cutoff, in order to predict other physical quantities. In this way as
the cutoff of the two-body force varies, the coupling constant of the three-body force
varies as well, eliminating, in principle, the dependence on the cutoff.

As a first check, we tried to see if the 12C excited state 2+ was reproduced by our
potential model. We found this excited state for all the values of the three-body force
coupling constant λ3 analyzed, nevertheless, its energy turns out to be dependent on
the λ3 value. This effect could in principle indicate the lack of the D-wave interaction
for the αα potential, which turns out to be of higher order in our EFT and for this
reason not considered in this work. Another possibility is that this effect shows the
need to include the NLO contribution of the three-body force by fixing the coupling
constants to other physical quantities of the three-body system.
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Finally, we studied the photodisintegration cross-section of 9Be, the inverse pro-
cess of the reaction α + α + n →9Be+γ. The latter could be an important contribu-
tion to carbon nucleosynthesis during particular events, as neutron star mergers or
supernova explosions, where due to the strong conditions of pressure and temper-
ature a high number of free neutrons are present. The strong Coulomb barrier in
the low-energy range makes the measurement of this reaction quite challenging and
although the experimental data identify quite well the resonance peaks of interest,
among them there is still some uncertainty. In this work we have considered the in-
verse reaction which thanks to the time reversal symmetry gives the same transition
amplitude.

The electromagnetic current, or transition operator, is derived from the alpha
particle free Lagrangian via minimal coupling with the electromagnetic field. Fur-
ther diagrams and other electromagnetic field couplings result to be of higher order.

In order to calculate the response function of the cross-section the Lorentz inte-
gral transform approach is used. This method avoids the calculation of a final state,
which may in principle belong to the continuous spectrum, by means of an integral
transform of the response function; the LIT. In this way the problem is reduced to
calculating this transform which can be solved by bound state methods with only
the knowledge of the ground state wave function. Considering the dominant elec-
tric dipole transitions three channels are available for this reaction: 1/2+, 5/2+ and
3/2+.

The results obtained, for all the three channel considered, exhibit a dependence
on the three-body force coupling constant and cutoffs used. In particular we found
that the three-body force which best reproduces the low-energy resonances of the
three channels has a coupling constant of λ3 = −0.14 fm5 and a cutoff of Λ3 = 300
MeV.

From the inversion of the LIT, the response function and thus the cross-section is
calculated. Our results reproduce the experimental resonances rather accurately. In
the spectrum it is possible to identify the 1/2+ channel resonance at 1.7 MeV and the
5/2+ resonance at 3 MeV.

The amplitude and width of the 1/2+ peak appears to be in better agreement with
the experimental data obtained by Arnold et al. [29]. Regarding the 5/2+ resonance,
the peak turns out to be 0.1 mb lower than the data, while position and width are in
agreement with the expected values.

The main difference with other works in the literature concerns the use of EFT
potentials and a single Hamiltonian able to describe the ground state and the res-
onances of the system. In Refs. [22, 21] phenomenological potentials were used
and the 1/2+ peak is obtained by placing a three-body force more attractive than the
one included in the 9Be wave function calculation, suggesting a channel-dependent
three-body force. In this work, instead, we tried, once the three-body force in the
3/2− channel is fixed by the binding energy of 9Be, to reproduce all resonances with
the same three-body force.
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This Thesis arises from an idea whose theoretical basis was first presented in Ref.
[47]. Later in Ref. [60] a code able of using potentials in momentum space was real-
ized. There the first calculations for the αn P-wave potential and for a preliminary
version, with a theta cutoff, of the αα S-wave potential have been performed. In Ref.
[59] the LIT of the 9Be photodisintegration for the 1/2+ channel was calculated, with
the dipole operator in coordinate space and using the potentials of Ref. [60].

The original contributions of this work result mainly in the further development
of EFT potentials, the calculation of electromagnetic currents and their subsequent
use in the LIT approach. Here, an S-wave αα potential with Gaussian cutoff was
added in the code. In addition, with regard to the potential αn we have calculated
the NLO by implementing the S-wave interaction. A three-body force was also in-
troduced in the description.

All these steps have led to the analysis of the systems 12C, 16O, 20Ne and 9Be.
The calculation of electromagnetic currents within our EFT paves the way for

further studies of reaction processes. Finally, the implementation of the LIT method
for the calculation of the response function with EFT currents has allowed the study
of the photodisintegration cross-section. At this point several new lines of research
are open.

A future perspective could be calculate a more accurate three-body interaction
up to NLO in order to remove the dependence shown in our theory on the three-
body force cutoff Λ3. While the two-body interactions are, in fact, computed at NLO
for the three-body force we stopped at LO and this might explain dependence on the
cutoff Λ3 shown by the results.

Furthermore implementing the three-particle permutations one could, fixed the
three-body interaction parameters for example on the 12C experimental data, try to
predict the binding energy of the 16O. In this way it could be seen whether with two-
and three-body forces the four-body system will be predicted.

In this direction one could also improve the αα interaction by inserting the D-
wave of the two-body potential.

Another possible application concerns the calculation of electromagnetic cur-
rents. Going to higher orders in the calculation and beyond the minimal coupling
with the electromagnetic field it would be possible to see how it affects the results.
In addition negative parity reaction channels could be also investigated.
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Appendix A

T-matrix

A.1 T-matrix formalism

In this Appendix we specify some details about the Lippmann-Schwinger equation.
Starting from a free particle Hamiltonian H0 and from its solution to Schrödinger

equation ∣ψ0⟩, we can add a potential V obtaining,

(E − H0)∣ψ⟩ = V∣ψ⟩ . (A.1)

This equation can be solved to get a solution with the required asymptotic form,
introducing the Green’s function G0 for the operator on the left-hand side

∣ψ⟩ = ∣ψ0⟩ +G0V∣ψ⟩ , (A.2)

with
G0 = lim

ε→0

1
E − H0 + iε

. (A.3)

The Eq. (A.2) is the Lippman-Schwinger equation, the basic integral equation of
time-independent scattering theory. For more details on the derivation of this equa-
tion see for example Ref. [94]. The solution of Eq. (A.2) can be obtained by starting
with ∣ψ⟩ = ∣ψ0⟩ and iterate infinite times as

∣ψ⟩ = (1+G0V +G0VG0V + . . .) ∣ψ0⟩ . (A.4)

Defining the scattered state as

∣ψs⟩ = ∣ψ⟩ − ∣ψ0⟩ , (A.5)

one has
∣ψs⟩ = G0 (V +VG0V +VG0VG0V + . . .) ∣ψ0⟩ . (A.6)

In the above expression we can recognize the operator definition of the T-matrix

∣ψs⟩ = G0T ∣ψ0⟩ , (A.7)
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or equivalently

T = V
1−G0V

= V +VG0V +VG0VG0V + . . . . (A.8)

The expression (A.8) can be represented as an infinite sum of diagrams as in Fig-
ure A.1.

...+
+

...+

FIGURE A.1: T-matrix as infinite sum of loop corrections to the tree
diagram.

It is important to note that in order to obtain a bound or virtual state all the loop
corrections to the first diagram are needed. The virtual or real bound states represent
in fact the poles of the T-matrix and the tree diagram does not have any pole.

A.2 Effective range theory

Let us now briefly review the effective range expansion or the T-matrix expansion
as a function of the scattering length and the effective range , following Ref [95]. We
consider the radial non-relativistic time-independent Schroedinger equation

( d2

dr2 −
l(l + 1)

r2 −U(r) + k2)ul(r) = 0 , (A.9)

where ul(r) is the radial part of the following wave function expansion

ψ(r) =
∞

∑
l=0

Bl(k)ul(r)
r

Pl(cos θ) , (A.10)

being Bl(k) expansion coefficients, Pl(cos θ) the Legendre polynomial and U(r) =
2µV(r), where µ is the reduced mass.
We want to find solutions in the case of a short range potential which satisfies

U(r) = 0 for r ≤ R . (A.11)

In this case the ul(r) boundary condition for r → 0 is given by

ul(r) = Nrl+1 , (A.12)

where N is a normalization factor.
The asymptotic behaviour is defined by the Bessel functions as

kul(r) = alsl(kr) + blcl(kr) , (A.13)
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with

sl(kr) = krjl(kr)(r →∞)sin(kr − lπ
2

) , (A.14)

cl(kr) = −krηl(kr)(r →∞)cos(kr − lπ
2

) . (A.15)

Hence for r →∞

kul(kr) = al sin(kr − l
2

π) + bl cos(kr − l
2

π) =
√

a2
l + b2

l sin(kr − l
2

π + δl) , (A.16)

with
bl

al
= tan(δl) . (A.17)

Therefore we can write

ul(r) = al [sl(kr) + tan δlcl(kr)] . (A.18)

Choosing al = −2i cos δleiδl we can rewrite Eq. (A.18) as

ul(r →∞) = e−i(kr− 1
2 π) − ei(kr− 1

2 π)Sl(k) . (A.19)

The quantity Sl(k) is then a diagonal element of the S-matrix are given by

Sl(k) = e2iδl(k) = 1+ i tan δl(k)
1− i tan δl(k) . (A.20)

In general it is useful define Rl(E) as

ul(R) = Rl(E) (R
dul

dr
− eul)

r=R
, (A.21)

with e an arbitrary constant, then it is possible to prove that

1
tan δl(k) =

cl(kR) − Rl(E) [kRc′l(kR) − ecl(kR)]
−sl(kR) + Rl(E) [kRs′l(kR) − esl(kR)]

, (A.22)

where the derivatives are with respect to kr.
Looking at the expansion near 0 of the Bessel functions

j(z) = 1
(2l + 1)!!

zl +O(zl+2) , (A.23)

nl(z) = −(2l − 1)!!z−l−1 + 0 (z−l+1) , (A.24)

one can see that k2l+1

tan δl(k) is a function of k2 which we call F(k2).
Finally recalling the relation between the on-shell T-matrix and the S-matrix,

Ton
l (E) = −2π

µ

Sl(k) − 1
2ik

, (A.25)
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by Taylor expanding F (k2) one finds that

k2l

Ton
l (E) = − µ

2π
(− 1

αl
+ 1

2
rlk2 − ik2l+1) , (A.26)

being the coefficients of the expansion the scattering length αl and the effective range
rl .

It is interesting to note that in general, having used the boundary condition in R
to determine Ton

l in powers of k2, rl ∼ R, with R the range of the potential. Regarding
αl in general its size can be anything. If αl ∼ R, it is called "natural", if ∣αl ∣ ≫ R
"unnatural".
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The Lanczos algorithm

As already mentioned in Section 3.5 and 5.3.2, we adopt the stabilized Lanczos
algorithm [58] both to calculate the ground state of the pseudo-Hamiltonian matrix
and the LIT transform. The basic idea of the Lanczos method is that a special basis
can be constructed when the Hamiltonian has a tridiagonal form [83]. This is carried
out iteratively. First, it is necessary to select an arbitrary vector ∣φ0⟩ in the Hilbert
space of the studied model. If the Lanczos method is used to obtain the ground-
state ∣ψ0⟩, then it is crucial that the overlap between ∣ψ0⟩ and ∣φ0⟩ be non-zero. If
no information about the ground state is known, this condition is usually satisfied
by selecting an initial state with random chosen coefficients in the used working
basis. After selecting the so-called Lanczos pivot ∣φ0⟩, we can define a new vector by
applying the Hamiltonian Ĥ to ∣φ0⟩. Subtracting the projection over ∣φ0⟩, we get

∣φ1⟩ = Ĥ ∣φ0⟩ −
⟨φ0∣Ĥ∣φ0⟩
⟨φ0 ∣ φ0⟩

∣φ0⟩ , (B.1)

which satisfies ⟨φ0 ∣ φ1⟩ = 0.
Now we can construct a new state orthogonal to the previous two as

∣φ2⟩ = Ĥ ∣φ1⟩ −
⟨φ1∣Ĥ∣φ1⟩
⟨φ1 ∣ φ1⟩

∣φ1⟩ −
⟨φ1 ∣ φ1⟩
⟨φ0 ∣ φ0⟩

∣φ0⟩ . (B.2)

It can be easily verified that ⟨φ0 ∣ φ2⟩ = ⟨φ1 ∣ φ2⟩ = 0.
The procedure can be generalized by defining an orthogonal basis recursively as

∣φn+1⟩ = Ĥ ∣φn⟩ − an ∣φn⟩ − b2
n ∣φn−1⟩ , (B.3)

where n = 0, 1, 2 and the coefficients are given by

an =
⟨φn∣Ĥ∣φn⟩
⟨φn ∣ φn⟩

, b2
n =

⟨φn ∣ φn⟩
⟨φn−1 ∣ φn−1⟩

(B.4)
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supplemented by b0 = 0, ∣φ−1⟩ = 0.
In this basis, it can be shown that the Hamiltonian matrix becomes

H =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜
⎝

a0 b1 0 0 ⋯
b1 a1 b2 0 ⋯
0 b2 a2 b3 ⋯
0 0 b3 a3 ⋯
⋮ ⋮ ⋮ ⋮

⎞
⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(B.5)

which is tridiagonal. Once in this form the matrix can be diagonalized easily using
standard library subroutines. To diagonalize completely the Hamiltonian, a number
of iterations equal to the dimension of the model are needed. However, one of the
advantages of this technique is that accurate enough information about the lowest
eigenstates of the problem can be obtained after a small number of iterations (typi-
cally of the order of ∼ 100 or less).

In our code for each 2-body term involving an (i, j) couple, the Lanczos vector
is multiplied for the potential matrix in the reference Jacobi set, whose matrix el-
ements are stored on file. So for each (i, j) term the two particles involved in the
interaction are temporarily moved in the first two positions of the Jacobi set. This
means that at each step the total potential matrix is built on flight starting from the
2-body potential matrix elements.
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Notations

C.1 Notations

In this Thesis

• We adopt the natural units h̵ = c = 1 and α = e2

4π .

• Three dimension vectors are indicated with the bold font, i.e. q.

• The modulus of a vector is denoted by ∣q∣ ≡ q.

• We define four vectors as pµ = (Ep, p) with Ep =
√

m2 + p2 and qµ = (ωq, q) with
ωq = q.

• We define ηµν =

⎛
⎜⎜⎜⎜⎜
⎝

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

⎞
⎟⎟⎟⎟⎟
⎠

.

• The neutron, alpha and photon fields in interaction picture are written as

Ψ(x) = V ∫
dk

(2π)3
1√
V

(ake−ikµxµ + a†
keikµxµ) , (C.1)

n(x) = V ∫
dk

(2π)3 bk u(k) e−ikµxµ

√
V

, (C.2)

Aµ(x) = ∑
λ=4,±1,0

V ∫
dq

(2π)3
1√
2ωq

(aq,λε
µ
q,λ

eiqµxµ

√
V

+ a†
q,λεµ∗

q,λ
e−iqµxµ

√
V

) , (C.3)

being the dependency of the fields on the variable x ≡ xµ = (t, x).

• The transition amplitude from an initial state ∣i⟩ to a final state ∣ f ⟩ is given by
the matrix element ⟨ f ∣S∣ i⟩, where S in the interaction picture reads [96]

S = 1+
∞

∑
n=1

(−i)n

n! ∫ d4x1...d4xn T (HINT(x1)...HINT(xn)) , (C.4)

where again x ≡ xµ = (t, x), T indicates the time-ordered product andHINT(x)
is the part of the Hamiltonian density containing the interaction between the
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particles in interaction picture. UsuallyHINT is written as a sum of terms given
by products of fields and their derivatives

HINT(x) = ∫ d3xn̄(x)...Ψ(x)...∂µΨ(x)...n(x)...Aµ(x) (C.5)

which is defined from the interaction Lagrangian density. Working in Heisen-
berg picture, the Hamiltonian density H is related to the chiral Lagrangian L
via the Legendre transformation

H = Πγ∂0Aµ +Πn∂0n +ΠΨ∂0Ψ −L, (C.6)

where

Πγ = ∂L
∂(∂0Aµ(x)) , Πn =

∂L
∂(∂0n) , ΠΨ = ∂L

∂(∂0Ψ) (C.7)

are the conjugate momenta of photon, nucleon and alpha fields, respectively.
Starting from the Lagrangian, performing the calculation and returning in in-
teraction picture it is possible to prove that (see Ref. [75])

HINT(x) = −LINT(x) +⋯, (C.8)

where the correction terms can be neglected since of high order [75]. The
Hamiltonian in interaction picture is defined as

HINT(t) = ∫ dx HINT(x), (C.9)

and is related to HSR
INT in Schrödinger picture by

HINT(t) = eiH0tHSR
INTe−iH0t, (C.10)

where H0 is the free Hamiltonian. Using Eq. (C.10) and integrating analytically
over all the time variables, Eq. (C.4) can be written as [38]

⟨ f ∣S∣ i⟩ = δ f ,i − 2πδ(E f − Ei) ⟨ f ∣T∣ i⟩ , (C.11)

where the operator T (the so-called T-matrix) is explicitly given by

T = HSR
INT + HSR

INT
1

E0 − H0 + iε
HSR

INT +

+HSR
INT

1
E0 − H0 + iε

HSR
INT

1
E0 − H0 + iε

HSR
INT +⋯ (C.12)

being ε an infinitesimal positive quantity.
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In order to obtain the Hamiltonian terms expressed in Schrödinger picture, we
must write the fields in this representation using

ψSR(x) = e−iH0tψ(x)eiH0t (C.13)

ψSR(x) = ψ(x, t = 0) . (C.14)

In this way the fields of the photon, nucleon and alpha and their derivatives
become as in Eqs. (2.3), (2.6), (4.5), (4.11).
Therefore,

HSR = ∫ dxH(x, t = 0) , (C.15)

where it is important to first act, if they appear, in H the derivatives on the
fields and then put t = 0. In the main text although all quantities are in
Schrödinger picture we omitted the superscript SR.

• When we write the matrix elements of a generic operator O

⟨α1∣O∣α′1⟩ ≡ ⟨tα1 ∣⟨sα1 ∣⟨pα1 ∣O∣pα′1
⟩∣sα′1

⟩∣tα′⟩ (C.16)

although in general we do not write explicitly isospin and spin states and their
delta functions.
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