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A Supplementary Material

Section 4 of the paper describes the Confirm-it
model and Figure 3 shows its architecture. In sec-
tion 5 (Qualitative analysis of the strategy), we
highlight that Confirm-it does not select only ques-
tions for which it expects a positive answer, as
shown in Figure 5. In this case, given the dialogue
history H , the model’s hypothesis ch (the candi-
date that receives the highest probability accord-
ing to the Guesser module), and a set of questions
q1; q2; q3 ordered by their probability according
to beam search, the question that helps the most
(answered by the internal Oracle taking ch as the
target) is q2. Figure 6 illustrates a step-by-step
example of how Confirm-it works.

Figure 3: Model architecture of Confirm-it.

Figure 4: Annotation carried out by human partici-
pants.

GuessWhat?! Dataset Details. The Guess-
What?! dataset contains 155K English dialogues
about approximately 66K different images from
MSCOCO. The answers’ distribution is: 52.2%
No, 45.6% Yes, and 2.2% N/A. The training set
contains 108K dialogues and the validation and test
sets 23K each. Dialogues contain on average 5.2
question-answer pairs. The vocabulary is built up
of those words appearing at least 3 times in the
training set, resulting in around 4900 words. Each
game has at least 3 and at most 20 candidate objects.
We train the model using human dialogues, select-
ing only the games on which humans have succeed
in finding the target object in at most 10 turns (total
number of dialogues used after this pre-processing
step: 90K in training and around 18K both in vali-
dation and testing). The dataset of human dialogues
is available at https://guesswhat.ai/download.

H: Is it on the left? Yes
ch: horse marked in yellow

q1: Is it in front? Yes
q2: Is it a person? No
q3: Is it on the left? Yes

The question that helps the 
most in confirming ch is q2.

Figure 5: Given an image and the dialogue history
H , Confirm-it assigns the highest probability to ch
(marked in yellow). Beam search generates three ques-
tions for the follow-up turn (ordered by their proba-
bility): thanks to its internal Oracle, the model an-
wers each of these questions by taking ch as the target.
Confirm-it selects q2 (which receives a negative answer
according to the internal Oracle) as the question that
helps the most in confirming ch .
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Confirm-it Details. Regarding the Confirm-it
model, we used a beam size of 3 in the paper and
let the model generate dialogues of 5 turns. We also
tried different values for the beam size, obtaining
similar results. For the model hyperparameters and
training procedure, we follow Shekhar et al. (2019).
We trained and tested Confirm-it on an NVIDIA
TITAN V GPU (12 GB). We used Pytorch 1.0.1
(https://pytorch.org/). Confirm-it has 21411226 pa-
rameters. The average runtime is 15 minutes per
epoch during training and 8 minutes during infer-
ence. The maximum number of training epochs
is 100. We select the best model by looking at
the performance on the GuessWhat?! validation
set. The validation accuracy of Confirm-it is 51.49
(47.28 with beam search). For the CHAIR met-
ric (Rohrbach et al., 2018), we used the code in:
https://github.com/LisaAnne/Hallucination.

Human Annotation Evaluation. Figure 4
shows the annotation schema used by human
participants in our study, as described in Section
5. The participants in this study are English
proficient volunteers within our organization.
Each participant is instructed on the guessing task
by playing some trial games. The participant is
admitted to the annotation only if he/she shows a
clear understanding of the task. Given an image,
a dialogue and a set of candidate objects with
colour-matching boxes, participants express their
guess by typing the number corresponding to the
box of the selected candidate. Dialogues generated
by human annotators from the GuessWhat?! test
set, by Confirm-it and by beam search without
re-ranking were randomly presented.



9338

A
B
C

D

0

1

.50

.75

.25

A B C D

H: <start> is it living? Yes

1) Given the dialogue history H, compute the candidate objects’ 
probability distribution using the Guesser module and 
formulate a conjecture about the target (candidate A).

2) Assume beam size=3. Generate three candidate questions for 
the follow-up turn starting from H. Question a is assigned the 
highest probability according to the beam search algorithm.

a) is it in the middle?
b) is it a dog?
c) is it a person?

3) Let the internal Oracle answer each of the three questions 
as if the candidate with the highest probability at step 1 is the 

target (answers marked in red). Independently append each QA 
pair to H and compute the candidates’ probabilities.

4) Select the question that, is answered as the model’s 
expectation, confirms the initial conjecture about the target. In 

this case, ‘is it a dog?’ increases the most the probability on 
candidate A if answered positively.
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5) Let the external Oracle who is aware of the real target object 
answer the previously selected question (answer marked in 

blue). In this case, the Oracle answers ‘yes’, in line with model’s 
expectation.

6) Repeat the steps from 2 to 4 for the follow-up turn.
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7) Let the external Oracle answer the previously selected 
question. In this case, the Oracle answers ‘no’, contradicting the 

model’s conjecture about the target.
8) Formulate a new conjecture (candidate B). Repeat the steps 

from 2 to 5 for the follow-up turns, until the maximum dialogue 
length is reached.

9) At the end of the dialogue, make a guess about the target. 
Note that Confirm-it often selects questions that do not have the 

highest probability according to the beam search algorithm.

Figure 6: Step-by-step illustration of how Confirm-it works.


