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A B S T R A C T

Landscape in Europe has dramatically changed in the last decades. This has been especially

true for Alpine regions, where the progressive urbanization of the valleys has been accom-

panied by the abandonment of smaller villages and areas at higher elevation. This trend

has been clearly observable in the Provincia Autonoma di Trento (PAT) region in the Italian

Alps. The impact has been substantial for many rural areas, with the progressive shrinking

of meadows and pastures due to the forest natural recolonization. These modifications of the

landscape affect biodiversity, social and cultural dynamics, including landscape perception

and some ecosystem services. Literature review showed that this topic has been addressed

by several authors across the Alps, but their researches are limited in space coverage, spatial

resolution and time span. This thesis aims to create a comprehensive dataset of historical

maps and multitemporal orthophotos in the area of PAT to perform data analysis to identify

the changes in forest and open areas, being an evaluation of how these changes affected land-

scape structure and ecosystems, create a future change scenario for a test area and highlight

some major changes in ecosystem services through time.

In this study a high resolution dataset of maps covering the whole PAT area for over

a century was developed. The earlier representation of the PAT territory which contained

reliable data about forest coverage was considered is the Historic Cadastral maps of the 1859.

These maps in fact systematically and accurately represented the land use of each parcel in

the Habsburg Empire, included the PAT. Then, the Italian Kingdom Forest Maps, was the

next important source of information about the forest coverage after World War I, before

coming to the most recent datasets of the greyscale images of 1954, 1994 and the multiband

images of 2006 and 2015.

The purpose of the dataset development is twofold: to create a series of maps describing

the forest and open areas coverage in the last 160 years for the whole PAT on one hand and

to setup and test procedures to extract the relevant information from imagery and historical

maps on the other. The datasets were archived, processed and analysed using the Free and

Open Source Software (FOSS) GIS GRASS, QGIS and R.

The goal set by this work was achieved by a remote sensed analysis of said maps and

aerial imagery. A series of procedures were applied to extract a land use map, with the forest

categories reaching a level of detail rarely achieved for a study area of such an extension

(6200 km2). The resolution of the original maps is in fact at a meter level, whereas the coarser

resampling adopted is 10mx10m pixels.

The great variety and size of the input data required the development, along the main part

of the research, of a series of new tools for automatizing the analysis of the aerial imagery,

to reduce the user intervention. New tools for historic map classification were as well devel-

oped, for eliminating from the resulting maps of land use from symbols (e.g.: signs), thus

enhancing the results.

Once the multitemporal forest maps were obtained, the second phase of the current work

was a qualitative and quantitative assessment of the forest coverage and how it changed.

This was performed by the evaluation of a number of landscape metrics, indexes used to

quantify the compaction or the rarefaction of the forest areas.

A recurring issue in the current Literature on the topic of landscape metrics was identified

along their analysis in the current work, that was extensively studied. This highlighted the

importance of specifying some parameters in the most used landscape fragmentation analy-

sis software to make the results of different studies properly comparable.

Within this analysis a set of data coming from other maps were used to characterize the pro-
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cess of afforestation in PAT, such as the potential forest maps, which were used to quantify

the area of potential forest which were actually afforested through the years, the Digital Ele-

vation Model, which was used to quantify the changes in forest area at a different ranges of

altitude, and finally the forest class map, which was used to estimate how afforestation has

affected each single forest type.

The output forest maps were used to analyse and estimate some ecosystem services, in par-

ticular the protection from soil erosion, the changes in biodiversity and the landscape of the

forests.

Finally, a procedure for the analysis of future changes scenarios was set up to study how

afforestation will proceed in absence of external factors in a protected area of PAT. The pro-

cedure was developed using Agent Based Models, which considers trees as thinking agents,

able to choose where to expand the forest area.

The first part of the results achieved consists in a temporal series of maps representing the

situation of the forest in each year of the considered dataset. The analysis of these maps

suggests a trend of afforestation across the PAT territory. The forest maps were then reclassi-

fied by altitude ranges and forest types to show how the afforestation proceeded at different

altitudes and forest types. The results showed that forest expansion acted homogeneously

through different altitude and forest types. The analysis of a selected set of landscape met-

rics showed a progressive compaction of the forests at the expenses of the open areas, in each

altitude range and for each forest type. This generated on one hand a benefit for all those

ecosystem services linked to a high forest cover, while reduced ecotonal habitats and affected

biodiversity distribution and quality. Finally the ABM procedure resulted in a set of maps

representing a possible evolution of the forest in an area of PAT, which represented a similar

situation respect to other simulations developed using different models in the same area. A

second part of the result achieved in the current work consisted in new open source tools

for image analysis developed for achieving the results showed, but with a potentially wider

field of application, along with new procedure for the evaluation of the image classification.

The current work fulfilled its aims, while providing in the meantime new tools and enhance-

ment of existing tools for remote sensing and leaving as heritage a large dataset that will be

used to deepen he knowledge of the territory of PAT, and, more widely to study emerging

pattern in afforestation in an alpine environment.
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1
I N T R O D U C T I O N

The Alps represent one of the most relevant mountain landscape in Europe. Those slopes,

peaks, valleys which were formed and shaped from water and winds host a wide variety of

habitats. The inhabitants of these mountains directly and indirectly have shaped the land-

scape, and especially in recent decades new tendencies have emerged in the interaction be-

tween human presence and the mountain landscape [71]. Abandonment of pastures and

traditional agricultural grounds, because of their low productivity and distance from urban

centres, resulted in a progressive afforestation of meadows and open areas [71]. This is notice-

able as during the 20th century the historic shape of the landscape, an alternation between

compact patches of forests, meadows and barren land, has been slowly replaced by homoge-

neous forests [101].

The issue of landscape changes has been studied with great concern by different authors,

because it has been perceived mostly with a negative connotation [5].

Landscape changes involved a wide variety of different land uses, agricultural, urban and

of course forest. It has been studied from different approaches, based on the perception of

the people [110, 113] or remote sensed parameters [2, 24, 32, 34] or holistic approach [110]

in order to describe the effects that landscape changes had on the populations. In particular,

forest landscape has been extensively studied in mountainous environment because it pro-

vides habitats [6], timber [11], protection from erosion [69] and cultural value [110]. In this

framework, it is crucial to know and understand the past forest dynamics which led to the

current situation [20], in order to understand the pattern of forest dynamics in a given study

area, and how these dynamics will shape the future of the landscape. A general tendency

that has been observed across the Alps is forest expansion [95, 96, 106]. This process has led

to a loss of habitat diversity, and the issue was so relevant that it has been addressed by the

European Union, which published different reports and took relevant habitats conservation

efforts [1] such as the Pan-European Biological and Landscape Diversity Strategy, the Bern

Convention, the European Landscape Convention and the Birds and Habitats Directives.

The aims of the current work are to reconstruct the past forest landscape using a wide range

of data between those available, to study the evolution of forest landscape across the study

area, evaluate how this change affected the ecosystem, to create a future change scenario and

to study changes in ecosystem services through time in the area of Provincia Autonoma di

Trento, (PAT from now on). The study area had a great availability of valuable input data to

include in the analysis: maps and aerial imagery [37, 38, 30, 31, 108, 87, 91] and other sources

of historical data about forests [35, 83, 18]. PAT has natural traits similar to those found in

different areas of the alpine arc. From lake Garda, which mild the climate of nearby valleys

to the cold valleys in the North, PAT hosts a wide variety of different habitats.

During the last century PAT experienced profound changes that affected the local population

and environment: World War I was fought all along the borders of this region, and forests

were heavily exploited by all the armies involved, also World War 2 affected some areas like-

wise. After the wars, especially in the second half of the Twentieth Century the mountains

were progressively abandoned by the local population. The agricultural and pastoral activ-

ities were abandoned in favour of other occupations [110], a dynamic that emerged across

different mountain areas in Europe [71]. It is reasonable to assume that under the hypothesis

of a similar human-forest interaction and without strong external factors, the changes that

happened in PAT could represent the trend of a number of other areas in the alpine arc.

For these reasons, PAT was chosen as an ideal "study area" for tackling the issue of forest
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landscape changes in the alpine region. The different climatic situations and habitats in PAT,

can well-represent a region as wide as the Italian alpine arc. Moreover, a great variety of

input data regarding the PAT territory are available for studies on the subject of forest cover

variations.

The data used in this work, came from different sources such as the Historical Cadastral

maps of the Austro-Hungarian Empire [91], the Italian Kingdom forest maps from 1936 [31],

and the more recent aerial imagery, that were integrated with forest classes maps [84] and

other classifications of the forest area [87]. A remarkable aspect of the current work is the

fine scale approach chosen: the maps used to characterize forest cover changes have a very

fine resolution, which does not exceed the 2x2m pixel dimension [41]. Instead of using fine

temporal resolution data, such as Landsat or other satellite imageries, it was decided to have

a coarser time resolution, using aerial imageries and favouring spatial resolution. This ap-

proach has been attempted from other authors for regions with an extension similar to the

PAT, but their studies were either limited in spatial resolution [17, 29, 93, 28, 3], or limited

in time [74, 9, 67]. Assessing this analysis across a great number of different data meant also

setting up procedures for automatizing the treatment of imageries and assessing of output

results. The output data about the forest coverage were analysed using Landscape metrics to

assess the quality of the forest evolution in the timespan analysed. On this subject, an inter-

esting issue was found bounded with the definition of a basic parameters of the landscape

metrics and it has been extensively studied and discussed.

Forest maps were used to analyse and estimate some ecosystem services, in particular pro-

tection from soil erosion, the changes in biodiversity and the landscape value of the forests.

Finally, a procedure for the analysis of future change scenarios was set up to study how

afforestation will proceed in absence of external factors in a protected area of PAT. The

procedure was developed using a particular procedure called Agent Based Models, which

considers trees as thinking agents, able to choose where to expand the forest area.

Understanding forest dynamics, which is the "real world" that stands behind the numbers

and maps reported in the current thesis is the main need behind the current work. Many

different works have been carried out throughout the PAT territory to evaluate the changes

in forest [108, 110, 22], as well the quality of the forest landscape [19, 84, 100, 112], although

for locals, limited areas only. Yearly, The Servizio Fauna e Foreste of the PAT releases a se-

ries of reports assessing the quality of the forests [35, 43], and these works analyse only the

previous year of activity in forest monitoring. This work shaped a procedure and created a

collection of data able to analyse changes for a long timespan: by understanding the past his-

tory of forest, it would be possible to predict the fate of rural abandoned areas, as well as the

evolution of forests in areas destroyed by catastrophic events, such as fires and windthrows,

as it happened in 2018 [81]. The dynamics that could change the forest landscape are difficult

to control, but where there is a strong link between forest and policy makers it is possible to

intervene to protect those areas which presents frailty and a fragile balance between forest

and human presence [20].

In the framework of this work the following papers were published, and presented in this

thesis (table 1).
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Orthorectification of a large dataset

of historical aerial images:

procedure and precision assessment

in an open source environment

page 34

Fine spatial scale modelling of Trentino

past forest landscape (Trentinoland):

a case study of foss application

page 26

Object-Based Image Analysis

for historic maps classification
page 94

New Tools for the Classification

and Filtering of Historical Maps
page 118

Relevance of the Cell Neighborhood Size

in Landscape Metrics Evaluation and Free or Open

Source Software Implementations

page 164

Table 1: A list of the papers published in the current work.
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2.2 data sources

The study of the evolution of the forest in the current study began from the year 1859, year

of the redaction of the oldest map considered in the analysis, until 2015, when the set of

orthophotos of the entire of PAT territory became openly available.

The precision and accuracy of the analysis strongly depends on the good characteristics of

the input images used for remote sensing [15], such as high resolution and a good readability

[57]. This were the main criteria that drove the choice of the input maps used in the analy-

sis. Despite Landsat imageries have good quality and are yearly distributed, so they could

constitute a good source of input imageries, the choice for the current study was to use high

resolution aerial imagery. These input may be coarser in the time resolution, but the spatial

resolution and the precision achievable was considered a good trade-off in front of temporal

low resolution. The mapset from the year 1859 and 1936 were thematic maps, which did

not carry informations about the distribution of each single tree. Their importance resided

in being a valuable and reliable source of information from an era when the aerial imagery

were not yet diffused [31, 97].

The following sections presents in detail the input images used in the current work to anal-

yse forests changes. The native datum used in the maps of the analysis are a ETRS89 datum

with a UTM32N projection system for the 1859 mapset, a Bessel ellipsoid with a Samson-

Flamsteed reference system for the 1936 maps, a RM40 and Gauss Boaga projection system

for the 1994 aerial imagery, while all the other maps share a WGS84 datum with a UTM32N

projection system.

2.2.1 The 1859 dataset

The ’Historical Cadastre Map for the Province of Trento’, or Theresianischer Kataster (H.C.P.A.T.

in the text from now on) is a dataset constituted by hand-drawn map built for cadastral

needs [97]. The surveys aimed to identify cadastral particles and propriety boundaries, but

informations about the land use were included, in order to discriminate between natural

and agricultural uses [98]. The survey for the PAT started in 1855, using a projection system

centred at the Pfarrturm in Innsbruck [97]. The complete mapping of PAT includes 13 297

sheets each covering 288 ha [99]. In 2006 the Land Registry Service (Servizo Catasto) of the

PAT completed the process of digitalization (scanning all the sheets at 230 DPI and 24 bits of

color depth) and georeferenciation of all the maps, in the ETRS89/UTM 32 N (EPSG 25832)

datum, using as Ground Control Points (GCPs) the four corner of each sheet [97]. The maps

were made available for free download as JPEG images, under the Creative Commons Attri-

bution 4.0 license. After this digital processing the resolution of the maps was around 0.32

cm per pixels, while the positional accuracy of the features is of 5-10 m. The maps and other

informations can be found at on the HistoricalKat web site [99].

From these maps the presence of forest was extracted by manually digitizing the areas indi-

cated by the legend as ’forests’. The results were saved in one vector file for each municipality

of PAT. Additional land cover classes that were vectorized were pastures and meadows (as

they were both private properties or public properties and they were registered carefully by

the Austrian Government) and wooded pasture, areas where sparse trees grew in pastures.

All these informations were stored in the H.C.P.A.T., coded with colours and icons, which

were associated to each and every cadastral parcel. The legend in figure 8 reports on all the

categories represented by the H.C.P.A.T..

The importance of the H.C.P.A.T. lies in the fact that it offers a view on the landscape of PAT

as it was 160 years ago, coded as a ’modern’ thematic map [125, 14]. In fact the Cadastral

Service only reprojected the H.C.P.A.T. from a reference and coordinate system which was

9



coherent and was actually used for taxation, so had to represent all the land parcels precisely

[97]. To remark the importance of these maps, they were drawn for the whole territory of the

Austro-Hungarian empire sharing the same reference system and the same legend, nowadays

they represent a valuable source of information for all the studies involving past landscape

in the Mittel-European region [14]. A limit for the current study lies in the representation of

the forests: single trees were not drawn, so without additional data (e.g. forestry commission

reports) it is difficult to calculate how dense the forest cover was in a forest parcel.

(a) Legend of the 1859 Therensiacher Kadaster (b) A detail of Trento township from the

1859 maps

Figure 8: The legend from the 1859 cadastrial maps and a sample from the same maps.

2.2.2 The 1936 dataset

The Italian Kingdom Forest map (IKFM from now on) was published in 1936 by the Milizia

Italiana forestale, as results of forest and forests types surveys across the Italian territory [31].

This map is one of the first examples of forest types mapping: its legend reports a total of

25 different forest types [31]. The IKFM is based on the cartography produced by the Istituto

Militare Italiano on a scale of 1:100 000 that used a peculiar datum, a Bessel ellipsoid with

four different orientations (Genova, Monte Mario, Castanea delle Furie, Guardia Vecchia)

and a Samson-Flamsteed reference system [31], and represented the whole Italian territory

in 276 different sheets. To import these maps in a digital format, they were scanned with a

resolution of 400 DPI in a TIFF format, and re-projected in a Gauss-Boaga reference system

RM40 datum. Then forest areas and, within them, forest types were manually vectorized and

classified by digitizing each forest patch [31].

The resulting digitalization is freely available freely under the Creative commons Attribution

- Version 3.0 license and can be viewed and downloaded from a dedicated webgis [30].

The forest area for the PAT was extracted by converting the digitized map for the whole

Italian territory in a raster tiff format and then using the PAT boundaries as a mask. The

importance of this maps lays in indicating the presence of forests in the Italian territory in

the middle Wars period. Although the historical importance of these maps, they hide some

issues.

The first problem lies in the digitization of the process. These maps were drawn in a particu-

lar projection with 4 different orientations, and then they were translated in a Gauss-Boaga

reference system, which introduced a random error on the coordinates of around 100m local-

ized in some small areas.

Secondly the scale of 1:100 000 affects the representation of the smallest forested areas which

were often neglected. Finally, some areas present an ambiguous representation because hu-

man error in the drawing process and cannot be interpreted as forested areas [31]. These

maps were used in the present work for their historical importance, as they carry informa-

10



tions of the situation after the heavy exploitation of timber happened during Word War I

[52].

(a) Legend of the 1936 Italian King-

dom Forest maps

(b) A detail of Trento township from the 1936

maps

Figure 9: The legend from the 1936 cadastrial maps and a sample from the same maps.

2.2.3 Aerial imagery of Provincia di Trento

The sets of aerial imagery that were chosen to reconstruct the past landscape of the study

areas were extracted from the 1954, 1973, 1994, 2000, 2006 and 2015 aerial imagery datasets.

An aerial image is a picture that represents the territory in a georeferenced format, with a

cartographic projection. They differ from aerial photographs, as the first have a geographical

projection, while the latter have a central plain projection. Being georeferenced means that

each point in an aerial images has coordinates in a given reference system.

In particular, the imagery dataset of the 1954 was not in a geographical format, therefore

needed orthorectification [44]. This process projected the 1954 imagery in WGS84, UTM32N

reference system, shared with the 2006, 2015 imagery. The aerial imagery set from 1994

were in RM40, Gauss-Boaga projection, but it was decided that for the sake of having a

unique, consistent reference system through the whole study was worth transforming their

reference system in WGS84 UTM32N. The imagery sets of 1954, 1994 were in grey scale, with

a resolution of respectively 2x2m pixels and 1x1m pixels. The imagery sets of 2006 and 2015

were in RGB with three different bands. Their resolution is respectively 0.5x0.5m per pixels

and 0.2x0.2m per pixels. The maps of 1994, 2006 and 2015 are available on the PAT webgis in

digital format, while the 1954 maps were kindly provided in their digital format, i.e. paper

photographic prints. Then they were digitized and elaborated in the current work.

For the current analysis the images of the 1973 and 2000 dataset were preliminary excluded

due to their quality being too poor in terms of exposure and quality of the images to extract

accurate data about forest cover [108, 109]. The images of 1973 often presented scratches and

marks on them, which affects the readability by users and makes it difficult for the software

used to perform the requested elaborations. The images of 2000 had a poor exposure and

contrast data, thus making it difficult for the software to perform a classification analysis

with a satisfactory accuracy. Image 10 shows some extracts from each single dataset, while

table 2 presents the main feature of the aerial imageries used and those discarded.
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(a) A detail of Trento township

from the 1954 maps

(b) A detail of Trento township from

the 1994 maps

(c) A detail of Trento township from

the 2006 maps

(d) A detail of Trento township

from the 2015 maps

Figure 10: An example of each dataset: the Town of Trento in different years.

Year 1859 1936 1954 1973 1994 2000 2006 2015

Denomination H.C.P.A.T I.K.F.M Volo GAI Volo Italia Volo Rossi EIRA - Volo Terraitaly Volo AGEA

Scale 1:1440 1:100000 1:35000 1:10000 1:10000 1:5000 1:5000 1:5000

Type of map Topographic map Topographic map Aerial images BN Aerial images BN Aerial images BN Aerial images RGB Aerial images RGB Aerial images RGB

Pixel dimension 0.2x0.2 0.3x0.3 2x2m 1x1m 1x1m 0.5x0.5 0.5x0.5m 0.2x0.2m

Dimension [GB] 20 1 8 8 8 1000 100 730

Datum ETRS89-UTM32N Gauss Boaga RM40 WGS84-UTM32N Gauss Boaga-RM40 Gauss Boaga-RM40 WGS84-UTM32N WGS84-UTM32N WGS84-UTM32N

Table 2: A resume of the main features of each map used in the current study.

2.2.4 The potential treeline maps

In 1992 Piussi [87] proposed a map of the areas of potential forest areas for the whole PAT

territory. This map classifies the PAT territory in 4 main classes:

• Forest areas: the presence of forests was indicated by on-fields survey and are consid-

ered forest areas those covered by the 30% of trees [87];

• Area of effective potential, areas where trees can potentially grow to cover the 30% of

the territory despite some ’bad’ orographic factors, such as presence of ancient land-

slides, bad exposure, potential presence of avalanches during winter [87];

• Area of potential exclusion, areas where trees cannot grow to cover the 30% of the

territory because ’bad’ orographic factors [87];

• Area over the potential limit, areas over tree limit [87].

These areas were identified by on-field survey and then reported on the topographical

maps of 1980 of the IGMI in a 1:50 000 scale, projected in a RM40-Gauss Boaga reference

system. In this representation the PAT territory is divided in 98 different maps, which were

scanned, georeferenced and classified with a procedure similar to the LULC procedure de-

scribed in sections 2.5 and 3.2.1. In this study were considered only tree-habit trees and not

shrubs-like species, such as Pinus mugo and Alnus alnobetula (the latter also known as Alnus

Viridis).
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Figure 11: An except from the maps of potential forest areas in PAT, from [87].

2.2.5 Other maps for the analysis

A set of complementary maps was used as ground truth. One of these maps was the maps

of forested areas calculated from the Lidar survey carried out in 2006 by the PAT [38], with

a resolution of 1x1m pixel. The areas of forest were calculated by subtracting the Digital

Terrain Model from the Digital Elevation Model. The areas with a positive difference (forest

areas) were then digitized in a vector map. This map was used to perform a comparison

between the area of extracted forests from each dataset and the real extension of the forest in

the period when it was maximal to perform visual assessment of the classification accuracy.

Furthermore they were used to include areas of forest covered by shadows that otherwise

would have been potentially excluded from the analysis.
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2.3 the free and open source software used for the analysis

The harmonization of such diverse array of data, historical maps, aerial images, remote

sensed information and historical archives, required a long time of this research project and

the developments of different approaches according to the peculiarity of each source.

The datasets were achieved, processed and analysed using the Free and Open Source Soft-

ware (FOSS) GIS GRASS nd QGIS. The versatility of the wide variety of modules supplied

from the FOSS GRASS and QGIS enabled to perform a diverse set of analysis and pre-

processing (e.g.: orthorectification) on an heterogeneous dataset of input images.

The following paper describes the Open Source environment and introduces some of the

procedures used to develop the current study [47, 82, 21]. This work was published in the

International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sci-

ences - ISPRS Archives, volume 42 4W14, in 2019 [45].
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Figure 4. The legend for the 1859 cadastrial maps (in

German).

2.2 The 1936 Italian Kingdom Forest Map

The Italian Kingdom Forest Map (IKFM) was produced in 1936

by the Milizia Italiana Forestale, to map the presence of forests

in the Italian territory. The cartographic base was the map in

scale 1:100 000 produced by the Istituto Geografico Militare

Italiano, now available in one of the Gauss-Boaga/Rome40 da-

tum two zones (west and east, EPSG 3003 and 3004), depend-

ing on the map sheet location (Ferretti et al., 2018).

This map is considered the first example of forest and forest

types mapping for the whole Italian Territory (Ferretti et al.,

2018). In fact the legend reports a total of 25 different forest

types (Ferretti et al., 2018).

The IKFM was digitalized to be preserved and consulted freely.

Each sheet was scanned and georeferenced in a TIFF format.

Each sheet has an approximate dimension of 112 MB, with a

resolution of 400 ppi (pixel per inch); as for the georeferencing

process it was decided to keep the original Gauss-Boaga RM40

reference system (Ferretti et al., 2018). The map has been clas-

sified and vectorized by manually digitizing each forest patch

(Ferretti et al., 2018). The resulting map is available under the

Creative commons Attribution - Version 3.0 license and can be

viewed and downloaded from a dedicated webgis (Ferretti et

al., 2019).

Figure 5. An example of the 1936 maps: the depiction of

the town of Trento.

2.3 The single band aerial imagery of PAT

Figure 6. An example of the 1994 aerial images: the

depiction of the town of Trento.

To perform the current study different sets of imagery were

chosen, in particular the images from 1954, 1973 and 1994

that are coded in single band greyscale. The set of aerial pho-

tographs from 1954 (denominated ”Volo GAI”, Gruppo Are-

onautico Italiano) in particular, has been orthorectified during

this project, as explained in part 2.6. The table 1 shows de-

tails about resolution, datum and number of images used to de-

pict PAT territory (Geoportale Provincia Autonoma di Trento,

2019a) (Geoportale Provincia Autonoma di Trento, 2019b).

Year Pixel dimension Images in set Datum

1954 2x2m 229 WGS84- UTM32N

1973 1x1m 229 Gauss Boaga-RM40

1994 1x1m 229 Gauss Boaga-RM40

Table 1. Features of the greyscale sets of imagery of

Trentino region, pixel dimension on the ground.

2.4 The multi-band aerial imagery of PAT

Figure 7. An example of the 2006 aerial images: the

depiction of the town of Trento.

The multi band imagery of PAT used in the current work were

taken in 2006 and 2015. Table 2 reports details about resolution,
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datum and number of images used to represent PAT territory

(Geoportale Provincia Autonoma di Trento, 2019c) (Geoportale

Provincia Autonoma di Trento, 2019d).

Year Pixel dimension Images in set Datum

2006 0.5x0.5m 229 WGS84- UTM32N

2015 0.2mx0.2m 839 WGS84- UTM32N

Table 2. Features of the multi-band sets of imagery of

Trentino Territory, pixel dimension on the ground.

These newer images have a better geometric resolution and at

least 3 bands (Red, Green and Blue). In particular the images of

2015 set include the additional near-infra-red band. The down-

side of this amount of additional information is the dimension

on the computer memory required: while the dataset of 2006

has a dimension of approximate 100 GB, the dataset of 2015

has a dimension of approximate 780 GB.

2.5 GRASS GIS

GRASS GIS has been chosen to manage and perform the im-

ages processing. The software was first developed by the U.S.

Army Construction Engineering Research Laboratories (USA-

CERL, 1982-1995). Starting from 1999 to nowadays GRASS is

released under a GNU license by the Open Source Geospatial

Foundation (OSGeo) (Neteler , Mitasova, 2008). The archi-

tecture of GRASS is inspired by a modular structure, involving

more than 350 different modules, which can be stacked together

to perform complex analysis (Neteler et al., 2012). Single de-

velopers and researchers are welcome to study and develop new

modules to fit their purposes (Preatoni et al., 2012), and they

can be possibly saved in a on-line package repository, to be

downloaded by other researchers all over the world. It is worth

remembering that both the source code of GRASS and its mod-

ules are accessible: this fact is crucial to ensure robust analysis

output (Rocchini et al., 2012) and and its suitability for educa-

tional purposes (Ciolli et al., 2017).

Moreover, GRASS can be scripted using Python programming

language: this allows to stack different modules and apply iden-

tical procedures to a great number of input imagery (Van Rossum,

1995).

In the current work the versions of GRASS used are the 7.4 and

the 6.4, as explained in part 2.6 (GRASS Development Team,

2017) (GRASS Development Team, 2018).

2.6 Orthorectification of the datasets of 1954

Ortorectification is the process of adapting a flat image to a

rugged and curved surface, by adapting the reference and pro-

jection system (Gobbi et al., 2018). In this case-study the dataset

of 1954 imagery required this pre-processing because only the

original images are available.

This process is performed in three different steps:

1. internal orientation to evaluate the position of the image

with respect to the camera frame;

2. external orientation to evaluate the position of the camera

with respect to the external reference system (the chosen

datum);

3. orthorectification to re-project the image.

To perform the first step it is necessary to measure and identify

the position of 4 or more fiducial markers on the original pho-

tograph. To perform the second step is necessary to set a con-

sistent number of Ground Control Points, or points whose coor-

dinates are known in both the reference systems of the original

image and the target reference system (Novak, 1992). Finally

the re-projection is performed using a set of equations, called

collinearity equations, which rectify the original image by shift-

ing, rotating and scaling each of its pixel (Novak, 1992) (Gobbi

et al., 2018) (Rocchini et al., 2012). A DEM which describes

the geometry of the ground surface must be available.

Figure 8. Flowchart of the modules and data in GRASS

GIS for orthorectification.

In this study the versions used for orthorectification are the 6.4

and 7.4 versions. In fact the suite i.ortho.photo was removed

from the versions between the 6.4 and the 7.2.

In GRASS 6.4 the process is divided in different steps:

1. i.target allows to chose a target reference system;

2. i.ortho.elev allows to set a Digital Elevation Model used to

correct the position of points according to the orography;

3. i.ortho.camera allows to set the parameters of the camera

which took the picture (e.g. the focal length);

4. g.gui.photo2image allows to input the position of the fidu-

cial markers;

5. g.gui.image2target allows to input the position of the GCPs;

6. i.ortho.rectify performs the actual rectification.

After inserting manually the position of fiducial markers and

GCPs it was possible to use Python to apply the orthorectifi-

cation to a whole set of imagery inside a single mapset. It is

possible to set a raster mask: this is useful if, as it is in this

study, the original image has a frame, containing instruments

reading, which must be removed in the orthorectified image.

Due to the user-friendly interface, GRASS 7.4 was chosen to

perform the input of the GCPs: this choice was considered less

time consuming than the using the old 6.4 GRASS. On the other

hand GRASS 7.4 did not allow the setting of a mask for ex-

cluding some parts of the image (the frame, in our case study)

therefore it was chosen to run the i.ortho.rectify command on

GRASS 6.4.

2.7 Landuse classification algorithms

To reconstruct the forest landscape it is necessary to perform a

landuse classification for each dataset. This process generates a

map where each ”pixel” or ”object” is grouped in a finite num-

ber of set, each one representing a type of land use. Typically
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there are 5 macro-categories: urbanized, forest, agriculture, wa-

ter, unproductive.

There are two families of algorithm: the maximum likelihood

family and the OBIA family.

The maximum likelihood algorithms require as input at least

one area for each class of landuse, where the software running

the algorithm calculates a statistical distribution of the spec-

tral response of the pixels within the area. Then each pixel of

the image is classified inside different macro-class by checking

which class its spectral response statistically belongs to (Bouman

, Shapiro, 1992).

Object-based Image Analysis (OBIA) takes a different approach:

instead than classifying each single pixel, OBIA creates groups

of pixels, called segments, which are classified as single objects

using machine learning. The parameters used by the machine

learning are the statistical distribution of the pixels radiomet-

ric response inside the single object and the geometry of the

same object (perimeter, area, compact circle, compact square,

fractal index) (Clewley et al., 2014). Each segment of pixels

is called ”object” and it is characterized by pixels with a sim-

ilar spectral response. The choice between the two algorithm

should be driven by the resolution of the input image. If the

objects (houses, trees, roads, water bodies) depicted in the im-

age are larger than the pixel resolution an OBIA approach is

more likely to give a nicer, cleaner land use output map (Bur-

nett , Blaschke, 2003). If the objects depicted are smaller than

the resolution (e.g. the resolution 30x30m of some Landsat im-

ages) a maximum likelihood algorithm is preferable, because it

is possible that similar pixels will be grouped inside the same

object while in reality they depict two different things.

In the current case study the resolution of the aerial imagery is

always smaller than the represented objects (tables 1 and 2) and

the OBIA approach was preferred.

In GRASS the procedure is not coded as a suite of command

as it was for the orthorectification process, so it was necessary

to create a procedure which differs for the multi-band and the

single band imagery (Grippa et al., 2017).

Some common steps are required:

1. i.segment performs the segmentation of the imagery;

2. r.texture r.texture evaluates the textural differences, this

provides an additional band which give more information

about each single object;

3. i.segment.stats evaluates the radiometric features of each

segment and store them in the table associated to the (vec-

tor) output map;

4. v.class.mlR uses machine learning to classify the object in-

side the chosen land-use categories;

Figures 10 and 9 show the flowchart with the input data for the

case of single band imagery (1954, 1973, 1994) and colour im-

agery (2006, 2015). The textural measure was considered in

both cases as additional image band, because where it is neces-

sary to discriminate between forests and crop fields the spectral

response is similar, but the textural measure within the same

object differs, giving to the machine learning algorithm helpful

data to discriminate the two situations (Haralick et al., 1973).

Figure 9. Flowchart of the modules and data in GRASS

GIS for OBIA of multi-band images.

Figure 10. Flowchart of the modules and data in GRASS

GIS for OBIA of single grey-band images.

The command r.smooth.seg, applied on the single band imagery

performs a preliminary segmentation on the image by smooth-

ing values of pixels within the same object and adding more

contrast to the boundaries of the segments (Vitti, 2012). For this

reason it was considered more reliable to apply this module to

the image before using i.segment. The output from i.smooth.seg

was used as input to the machine learning as well.

The procedure was scripted with Python and applied sequen-

tially on each map inside the different datasets.

2.8 Manual classification of 1859 cadastrial maps

The dataset of 1859 is composed by 13300 sheets, and apply-

ing to each one of them a OBIA procedure for classifying the

maps would have costed too much in terms of computational

time. Instead the maps were classified using a manual proce-

dure. The procedure was performed in GRASS version 7.4 and

QGIS version 2.18 (QGIS Development Team, 2019), and in-

volved the use the vectorizer instrument.

The vectorized areas where the ones indicated as ”forest” (with

attribute ”1” in the attribute table), ”pasture” (with attribute ”2”

in the attribute table) and ”wooded pasture” (with attribute ”3”

in the attribute table). A few simple rules were followed:

1. if two or more neighbour cadastrial parcel had the same

landuse they were digitized as one single area;

2. assign a single identifier value to each area;

3. digitize following the black border of each area and in-

clude the border in the area;

4. exclude lakes and rivers from the digitalization process.
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Year Denomination Scale Type of map Pixel dimension Dimension [GB] Datum
1859 Theresiascher Kadastrte 1:1440 Topographic map 0.2x0.2 20 ETRS89-UTM32N
1936 Italian Kingdom Forest Map 1:100000 Topographic map 0.32x0.32 1 Gauss Boaga RM40
1954 Volo GAI 1:35000 Aerial images BN 2x2m 8 WGS84- UTM32N
1973 Volo Rossi-EIRA 1:10000 Aerial images BN 1x1m 8 Gauss Boaga-RM40
1994 Volo Italia 1:10000 Aerial images BN 1x1m 8 Gauss Boaga-RM40
2006 Volo Terraitaly 1:5000 Aerial images RGB 0.5x0.5m 100 WGS84-UTM32N
2015 Volo AGEA 1:5000 Aerial images RGB 0.2x0.2m 730 WGS84-UTM32N

Table 3. The data collection for the current case-study.

3. RESULTS

A complete dataset The current work is leading to create to

a complete collection of maps and aerial imagery of Provin-

cia Autonoma di Trento, with a timespan of 160 years. In the

perspective of study whose objective is to analyse landscape

changes over the years having a complete dataset is a crucial

results for the future of the work. The collected imagery cov-

ers the whole territory of Trentino, with a high-resolution and

detailed scale, as shown in table 3.

1859 maps A partial result is the digitalization of the 1859

cadastrial maps. By following the rules explained in section 2.8

areas of forests and open pastures were classified for the whole

region of Trentino.

Orthorectification of the 1954 dataset A total amount of 92

aerial imagery of the dataset of 1954 aerial images were col-

lected and orthorectified, integrating the imagery of (Cattani,

2015) (Tattoni et al., 2010) (Rocchini et al., 2012) (Maimeri,

2018) was possible to achieve a complete rectified set of im-

agery from the 1954 dataset for the whole PAT (Gobbi et al.,

2018).

Testing the OBIA procedure The OBIA procedure has been

calibrated and applied to the whole variety of aerial imagery in

the dataset. This result is important because accomplish one of

the aims of this project, i.e. to automatize the classification pro-

cess as much as possible so that its application to large datasets

covering the whole Trentino region is feasible (Tattoni et al.,

2010) (Cattani, 2015) (Maimeri, 2018). The synergy between

Python and GRASS rendered possible to automatize the OBIA

in just 140 lines of code.

4. DISCUSSION AND CONCLUSIONS

The use of GRASS and QGIS In the course of this research

the main tool has been GRASS. The availability of GRASS

source code under the GPL was useful especially in the or-

thorectification phase, where it was crucial to understand how

the errors in the GCPs were calculated, accessing the source

code of the suite for orthorectification gave insight to the inter-

pretation of the errors (Gobbi et al., 2018). As a matter of fact

the two version of GRASS used (6.4 and 7.4) such errors were

displayed with two different methods, and understand which

one was more significant required accessing to the source code.

The possibility to script GRASS with Python is a major advan-

tage in managing large datasets (in terms of number of elements

and dimension in GB, see table 3). Once the input parameters

are set for a specific analysis, the same module can be sequen-

tially applied to different images with the same parameters. It

was possible to apply the same modules sequence in the OBIA

procedure with different input parameters with minimum inter-

vention from the user by scripting the algorithm. This approach

provides an efficient way of finding an optimum set of parame-

ters of the land use classification procedure. The classification

of the complete Trentino territory using OBIA is under way for

all the available datasets whith a scripted batch procedure. The

effectiveness of this classification OBIA approach will be tested

comparing the results with those obtained in the previous works

(Cattani, 2015) (Tattoni et al., 2010) (Maimeri, 2018) with the

OBIA approach.

Finally, the use of QGIS and its digitizing tools plugin pre-

vented topological errors in the digitalization process of the

1859 dataset, assuring that the created vector files were viable

for further analysis.

The future of the research In the current study, the recon-

struction of the past forest landscape from landuse classifica-

tion will be used for landscape and ecosystem services analysis

(Ciolli et al., 2019). Following (Ciolli et al., 2012) and (Tat-

toni et al., 2010), the landuse maps will be used to evaluate

landscape metrics using Fragstat or the LeCos suite in QGIS to

evaluate parameters that can describe how the forest coverage

has changed during the years. Metrics such as the mean forest

patch area, for instance, can represent how the forests became

more fragmented or compact. This information helps to give an

overall view on the fluctuation of the total forest coverage and

its density (Campagnaro et al., 2017) (Tattoni et al., 2017) and

it will be crucial for mapping the hydro-geological risk (Ciolli

et al., 2019).

The second field of application of the forest coverage data is

the use of predictors such as Markov Chains to simulate how

protected habitats will evolve if the ”no human intervention”

policy is applied, as specified in (Ciolli et al., 2012).

A total of 142 Sites of Community Importance have been recog-

nized in Trentino: the fate of this areas can be easily protected

by human intervention and this study can help to program the

actions that can be performed to protect such areas.
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2.4 preparation of the images : orthorectification of 1954 dataset

Raw aerial photographs are not suitable for analysis because they are not referenced in a

geographical reference system. Image orthorectification must be performed to transform the

images in maps available for the analysis. This procedure corrects the geometry according to

the terrain surface described by a Digital Terrain Model (DTM) to create an image compatible

with the cartographic projection in use.

The following paper describes in detail the process of orthorectification applied in GRASS

GIS to transform the 1954 aerial photographs in aerial imagery with a geographical reference

system [92]. Once the 1954 images set were orthorectified they were fit for the landscape

analysis. Orthorectification is an important phase of this study, because resulted in a set of

digital maps with a geographical reference. Before this work the images of 1954 for the PAT

existed only in paper format and could not be used in a GIS. Since orthorectification is not a

linear transformation the level of accuracy of the resulting rectified images will be discussed

as well to provide information about the geographical reliability of the data. This is another

crucial part of the analysis because for the future analysis of the forest area it is necessary

having a spatially correct data. Other details about accuracy assessment will be added in

section 3.1.

The following work was published in the International Archives of the Photogrammetry, Re-

mote Sensing and Spatial Information Sciences - ISPRS Archives, volume 42 4W8, in 2018[44].
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Radiometric errors are distortions in tone or colour of the pho-

tographs. They can be caused by vantage points, condition and

calibration of the camera or by the post-processing of the im-

age, during the filtering and film emulsion (Cohen et al., 1996)

(Jensen, 1996). Photogrammetry is primary concerned in ob-

taining precise results from aerial photographs: in particular the

process of compensating both geometric and radiometric errors

is called orthorectification (Morgan et al., 2010). In this paper

we will explain briefly elaboration of a large set of photographs,

presenting a procedure implemented in GRASS GIS (Geographi-

cal Resources Analysis Support System, Geographic Information

System) the Free and Open Source Software used for the pro-

cedure of orthorectification (GRASS Development Team, 2015).

The frames used are part of the ”Volo GAI”, a photogrammetric

survey commissioned in 1954. In particular we will focus on the

survey carried out in Provincia Autonoma di Trento (PAT, a north

eastern Italian region of 6.200 km2) that needed rectification be-

fore being used in GIS software.

2. MATERIALS AND METHODS

2.1 The dataset of 1954 Gruppo Aereo Italiano (GAI) aerial

imagery

After World War II the Istituto Geografico Militare Italiano (IGMI)

commissioned a series of flights over the whole Italy to survey the

territory. The importance of this dataset lies in the fact that this is

the first stereoscopic photographs depiction of the Italian region.

The height of the flight was around 10.000 m a.s.l. for the moun-

tainous areas, with a mean scale of 1:45.000 (Geoportale Regione

Lombardia, 2018).

Each photograph is square shaped with a dimension of 230 x 230

mm and covers an area of about 140 km2 (IGMI, 2016).

Currently IGMI still holds the rights for original data, but every

Region of Italy acquired the digital version of these frames and

it is possible for everyone interested to access the data (IGMI,

2016). Figure 1 shows an example of how frames are arranged.

The fiducial markers of the frame, used for the internal image

orientation, are highlighted in green. Parameters of the camera

and of the flight era highlighted in blue: name of the camera, fo-

cal length of the camera lens, flight height, date and hour. The

progressive number of the image in the survey is highlighted in

red.

Figure 2. A non rectified photograph from 1954 GAI flight. For

the meaning of highlighted areas we refer to paragraph 2.1.

The set of photographs used for the current work covers the entire

Provincia Autonoma di Trento. All the photographs present very

little or no cloud coverage. Shadowy areas are a major drawback:

this is because lot of photographs were taken during the first hours

of sunlight, when Sun is lower on the horizon and shadows are

longer in mountainous areas.

The physical copy has been digitalized through scanner taking

into account the final file size of the scanned image and its final

mean ground resolution. The equation 1 was used to calculate

ground resolution:

d

f
=

D

H
(1)

where d = pixel size [mm];

f = focal length [mm];

D = ground resolution [m]

H = flight height [m a.s.l.].

2.2 Orthorectification

Orthorectification is the process of modifying the geometry of an

image to make it compatible with a carthographic projection.

This procedure is performed in three steps:

internal orientation to evaluate the position of the image with

respect to the camera;

external orientation to evaluate the position of the camera with

respect to the external reference system;

orthorectification to re-project the image.

The first two steps use sets of equations whose parameters must

be evaluated using external information, usually the coordinates

of points recognizable on the image.

To perform the internal orientation the identification of the posi-

tion of 4 or more fiducial markers on the original photograph is

required.

A set of Ground Control Points (GCPs) is necessary to perform

the external orientation. These GCPs are points of geometrical

features on the image whose coordinates are known in a reference

system. Novak (Novak, 1992) reviewed the most common used

methods for orthorectification. Polynomial rectification consists

in transforming the original image into the orthorectified one by

means of polynomial equations:

x = x
′T

Ay
′

y = x
′T

By
′

(2)

where x, y = original image coordinates;

x′, y′ = rectified image coordinates;

A,B = coefficient matrices of the polynomials.
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The maximum order of these polynomials depends on how many

GCPs are available.

Differential rectification is based upon a set of equations involv-

ing information about geometry of the camera sensor and the Dig-

ital Terrain Model (DTM) to correct for relief displacement. This

equations, called collinearity equations, rectify the original image

by shifting, rotating and scaling each of its pixel (Novak, 1992):

x = xp − c
r11(X −X0) + r21(Y − Y0) + r31(Z − Z0)

r13(X −X0) + r23(Y − Y0) + r33(Z − Z0)

y = yp − c
r12(X −X0) + r22(Y − Y0) + r32(Z − Z0)

r13(X −X0) + r23(Y − Y0) + r33(Z − Z0)

(3)

where c = focal length of the used camera;

x, y = transformed image coordinates;

X0, Y0, Z0 = coordinates of projection centre

X,Y, Z = object coordinates of the original image;

rxx = orientation of the camera

(components of the rotation matrix).

Usually the calibration certificate of the camera provides infor-

mation about coordinates of the projection centre and focal length

(Morgan et al., 2010).

The algorithm implemented in GRASS creates a grid on output

orthorectified image and uses equations 3 to find the correspond-

ing point on the original image. Every pixel of the grid is assigned

a grey value (or color), using different interpolating methods (No-

vak, 1992):

1. starting from the original pixel location it transforms its co-

ordinates and assigns the grey value to the nearest pixel

(nearest neighbour);

2. starting from the original pixel location it transforms its co-

ordinates and assigns the grey value interpolating the values

of nearest pixels using bilinear methods;

3. starting from the original pixel location it transforms its co-

ordinates and assigns the grey value interpolating the values

of nearest pixels using cubic convolutions.

2.3 GRASS GIS procedure for orthorectification

The choice of a software based upon Free and Open Source phi-

losophy (such as GRASS) allows the final user to access the source

code behind every module (Neteler and Mitasova, 2008). It is

worth noting that full access to the program code represents a

major advantage with respect to a proprietary solution: the possi-

bility of checking every step of an algorithm is useful to guarantee

the appropriate robustness of the output (Rocchini et al., 2012).

Futhermore, it is possibile to modify the procedures and the algo-

rithm according to the user requirements, provided that person-

nel with sufficient programming skills is available (Ciolli et al.,

2017).

GRASS GIS version 7.4 includes a suite of commands for or-

thorectification similar to the one already implemented in the pre-

vious 6.4 version.

The main body of the suite is divided in modules, which can be

invoked singularly or in sequence:

i.ortho.target This module sets a target location for the image

to be rectified. The target location is a subset of maps in

GRASS containing the maps used during the procedure (DTM

and maps for GCPs) and implicitly defines the output ortho-

image reference systems and projection.

i.ortho.elev This module allows the user to select a DTM for

the ortho-rectification process. In the current study different

DTMs with different resolutions (1m, 5m, 10m and 25m)

have been used for testing purpose.

i.ortho.camera This module sets the parameters used for the in-

ternal orientation of the image. The focal length of the cam-

era and the coordinates of the fiducial marks on the image

must be provided. Since the calibration certificate of the

camera is not available for the current dataset, the coordi-

nates of have been determined measuring the distance be-

tween the marks on the physical copy of the photographs.

These measures revealed a distance of 232 mm between

east-west markers and 233 mm between north-south mark-

ers. The internal orientation is performed using a 6 param-

eters affine transformation, therefore the coordinates of at

least 3 points must be provided.

i.ortho.init This module can be used to provide initial values

(and their RMS) for the unknowns in the iterative least square

adjustment for the evaluation of the external orientation pa-

rameters. The need to provide initial values of the 7 un-

known parameters, representing 3 translations, 3 rotations

and a scale factor, is due to the non linearity of the equations.

Initial approximate values are automatically calculated If no

value is provided.

g.gui.photo2image This module provides a graphical interface

to indicate the position of the fiducial markers on the digital

image.

g.gui.image2target This module provides a graphical interface

to locate GCPs on the image and provide their coordinates.

It is possible to either manually enter the coordinates or lo-

cate the same point on a (geo-referenced) map. The height

is provided by the DTM.

i.ortho.rectify This module performs the actual rectification of

the image.

3. TESTS

A series of test have been carried out to assess the influence of the

features of the input data and of the GCPs choice on the geometric

proprieties of the output orthophoto.

The main aim of these tests is to determine whether increasing

the resolution of the image and/or of the DTM provides a sig-

nificant advantage in terms of geometric accuracy of the features

on the orto-rectified image. Given the large number of images,

the possibility of using a reduced resolution reduces considerably

the size of the dataset. The feasibility of the use of a medium

resolution DTM makes possible to perform the orthorectification

procedure even where a high resolution DTM is not available.

An example of the relationship between digital image resolution,

file size and ground resolution is given in Table 1:
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Figure 4. The result of orthorectification on photograph 3853.

The quality of the original images varies frame to frame, while

some images easily allow the recognition of features such as trees

or isolated structure (figure 5), in many images urban areas appear

as a white blur, with poor detail (figure 6).

Figure 5. A pasture near Campitello (Val di Fassa): buildings,

trees and open areas are clearly recognizable.

.

Figure 6. Depiction of the village of Campitello (Val di Fassa).

It is not clear how buildings and streets are arranged.

Furthermore, another issue arises in areas with high slopes. There

the DTM acts like a discontinuous function and the algorithm is

not able to fit precisely the photograph to the DTM. This causes a

stretch and a step pattern in the rectified image. Figure 7 shows a

comparison between the step pattern obtained with different res-

olutions DTM: using a finer resolution causes a decrease in size

of the pattern.

Figure 7. Effects of high slopes in rectified photographs. For the

same area on the left a 1 m DTM was used, on the right a 10 m

DTM was used.

5. DISCUSSION AND CONCLUSION

5.1 Precision assessment

Once image and DTM resolution is set, the only variable influenc-

ing the precision of orthorectification are number and positions of

GCPs.

Their positioning strongly depends upon the availability of recog-

nizable features on the territory depicted in photographs. Ideally,

GCPs should be distributed homogeneously through the photo-

graph to assure homogeneous results with good results for every

part of the image. On this basis, Bernstein proposed that a suf-

ficient number of GCPs should be 16 (Bernstein and Colwell,

1983). However, it is not always possible to place 16 GCPs ho-

mogeneously. For example, some photographs included in Volo
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GAI depict the glacier zone of ”Parco dell’Adamello-Brenta”,

which were completely occupied by glaciers in 1954 and have

changed dramatically. Furthermore, the mean altitude of these

areas is above 2000 m a.s.l. where there are few buildings, so

features that can be used as GCPs are very rare and not homoge-

neously distributed.

In such cases orthorectification is still possible: GRASS GIS al-

gorithm can orthorectify an image with 4 non-aligned points. The

result needs to be carefully inspected: with g.gui.mapswipe tool

in GRASS GIS it is possible to compare features (such as roads,

lake shores and mountain ridges) between the processed photo-

graph and a reference rectified image or map to check of dif-

ferences. Although it is possible that they have changed shape

through the years when using maps with different dates, an er-

ror in the rectification process is often recognizable, as figure 8

shows.

Figure 8. A comparison between the same lake in a 1954

rectified photograph with few GCPs (right) with an already

rectified 2006 image (left). Note the displacement of the edges

of this particular shape.

Volo GAI orthorectified photographs could be used in different

studies such as landscape metrics analysis, glacier evolution stud-

ies and river morphological changes in Trentino.

In small areas of Trentino, namely Val di Fassa and Paneveggio

authors Tattoni et al., and Maimeri have already conducted a land-

scape metric analysis with the use of 1954 photographs ((Tattoni

et al., 2010), (Maimeri, 2018)). In both cases a land use clas-

sification was carried out to extract the forested and pasture ar-

eas; these were then resampled with a pixel resolution of 10m.

In those studies the required precision was in the same order of

magnitude as the RMSE of orthophotos. For other kinds of stud-

ies this precision could not be enough: before using 1954 Volo

GAI rectified imagery it is important to manually check both pre-

cision and quality to avoid bias in the results.

5.2 Discrepancies between GRASS 7.4 and 6.4

GRASS 6.4 and 7.4 both implement apparently the same version

of the orthorectification algorithm. However, using the same in-

puts (image, GCPs, fiducial markers and DEM) on the same com-

puter can lead to two different results. Figure 9 is obtained using

the same photograph (3862) and same inputs in GRASS 7.4 and

6.4. Using r.mapcalc the pixel by pixel grey level difference have

been evaluated for the two images. The absolute differences be-

tween the two output orthophoto is shown in figure 9, in a grey

scale representative with lower values in black and higher values

in white.

Figure 9. Discrepancies between the same photograph (3862)

rectified in both 7.4 and 6.4 version of GRASS. In white are

represented pixels with different grey values, in black pixels

with the same grey value.

A correlation of the higher values with the slope values can be ob-

served, but it is not clear why these discrepancies occur: further

analysis are required on versions 7.4 and 6.4 of GRASS algo-

rithm implemented in the i.ortho.photo module.

5.3 Conclusions

As stated in (Rocchini et al., 2012) differential rectification in a

region characterized by a very diverse and ragged territory has

proven its potential in georeferencing a large set of photographs,

obtaining precision on RMSE around 10m for each photograph.

In mountainous areas using just a polynomial rectification could

lead to read tilt and displacement errors which will affect analysis

based on remote sensing and image classification (Aronoff, 2005)

(Morgan et al., 2010).

Results of section 3 show that an increase in image and DTM res-

olutions does not provide significant advantages for the orthorec-

tification process with the 1954 Volo GAI dataset. Other limita-

tions due to the original image quality play a more important role

in the information that can be obtained from the orthorectified

images, as seen in section 4.

GRASS GIS has proven to be a proper solution for rectification:

1. it is a free and open software, for many researchers it allows

collaboration and research reproducibility;
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2. it represents a way to save costs and still work with a pow-

erful GIS tool capable of orthorectifiyng;

3. its code could be edited to give better performances in or-

thorectification;

4. it is user-friendly and troubleshooting is made easier by an

active community of developers.

Future studies will investigate the differences between GRASS

6.4 and 7.4 results examining the source code to understand the

different results. Further analysis will be conducted on the effects

of the different available interpolating methods (nearest neighbor,

bilinear and bicubic interpolation) during the orthorectification

process.

However, GRASS GIS is not the only open source solution, as

other FOSS systems, such as OSSIM (OSSIM Development Team,

2015), can also perform orthorectification.
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2.5 a procedure for images classification

The aim of a classification procedure is to extract and represent the land cover in a raster

map in a finite number of categories. Land cover is an attribute of a portion of landscape,

that describe the use of that landscape. It can be a natural land cover (e.g. forest, meadows,

water bodies, ecc..) or artificial (e.g.: houses, roads, parking lot, ecc...). In the current study,

to reconstruct the past landscape in PAT it was necessary to perform a land use land cover

(LULC from now on) analysis, using GRASS GIS and its dedicated modules. LULC can be

achieved with two different classes of algorithms:

• pixel-wise, a family of algorithms that classifies every single pixel of the image in an

LULC category, using its spectral signature [68];

• object oriented, an algorithm that creates "objects" (also called "segments") which are

clusters of adjacent pixels with a similar spectral response, usually representing an

entity, and then classifies them using their geometric and radiometric features [10].

Both these approaches exploit different algorithms and informations coming from the anal-

ysed images, but a starting point for each supervised algorithm are the training areas, or

areas defined by the user where the land cover is known and defined. From these areas the

information about the spectral signature of a land cover class are calculated and then used

to classify all the land cover present in an analysed images [50]. A spectral signature is a set

of statistical parameters (mean value, variance matrix and covariance) used to describe the

value of a group of pixels (in our case the training areas), it can be the values on a singe-band

greyscale image, or it can be the different values of the single color band of a multiband im-

age.

Both these approaches have proven extensively their viability in the literature ([2, 10, 15, 34])

so the choice of one over the other should be lead by the ratio between the image resolu-

tion and the objects depicted in the image (e.g.: houses, trees, roads) [36]. If the objects are

composed by a set of pixels, in other words they are bigger than the pixel dimension, an

object-oriented approach may present major advantages, such as a reduction of the error in-

troduced in the boundaries areas between forest/open areas and the errors introduced by the

semi-shadows (areas of non covering shadows, e.g.: all those darkened areas, but where the

land use is still recognizable) in the pixels spectral response [36]. If the objects are depicted

by one pixel, in other words the pixel dimension is bigger than the objects depicted in the

image, a pixel-wise classification is preferable, because the segmentation could mix together

pixels defining different land uses and therefore leading to a misclassification [36]. In this

case study the dimension of the pixels was always in the order of magnitude of meters or

less (see table 2) and an object-oriented approach was preferred.
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2.5.1 Image segmentation

The first step in this approach is to define the segments, or single objects in an image [50, 115].

Objects represent entities in an image, e.g.: a group of trees, a crop field, a house, a road ecc...

This process is called segmentation and it was performed using the module i.segment in

GRASS GIS [80]. This module follows a segmentation algorithm which chooses random pix-

els inside the images, checks the neighbours pixels for the spectral response, if the difference

in this response is less than a chosen threshold the pixels are considered parts of the same

objects, if not i.segment generates a new object [94, 15]. The parameters that the user can set

in input are the threshold value and the minimum area in pixel for each segment. If seg-

ments are less than the minimum area they are automatically merged with the bigger, more

radiometric similar neighbouring segment. The threshold parameter is a normalized value

ranging between 0 and 1: by lowering this value the algorithm becomes more sensitive to ra-

diometric changes, until the algorithm considers each pixel as a single object. A special care

must be taken in this step of the process: if the segments are too big they do not correspond

the objects and an error about the shape of the objects is introduced in the classification

process [58]. If the segment are too small their geometrical proprieties could not properly

represent the geometry of objects belonging to the land cover class and the classification

algorithm could not recognize the proper land class [57]. Assessment of the segmentation

is usually visual by the user, but this approach is difficult and easily biased [58]. For this

exact purpose a module named i.segment.USPO [65] was developed in GRASS GIS, which

performs a series of segmentations on a small test area of the images varying the values

of threshold and minimum size and evaluates the best combination of these parameters by

calculating the intra-object variance weighted by object size, which measures the radiometric

homogeneity of each object, and the spatial autocorrelation which measures the difference

between neighbour objects in terms of spectral response [58].

For the current case study the module i.segment.uspo was applied on small regions inside an

image for each set of images. The criteria used to chose these test areas was the complexity

of the landscape they depict: situations where houses, roads and sparse trees are represented

are a good benchmark for the segmentation algorithm. Once the module i.segment.uspo yields

the best parameters a run of the i.segment module was performed on a whole image of the

dataset to check the performance of the parameters. The segmentation was then checked

visually to assess the accuracy of the segmentation. The table 4 reports the threshold values

and the minimum size in pixels for each set of images. It is worth reminding that the im-

ages of 2015 had to be resampled to a 0.5x0.5m pixel resolution, because their resolution was

too fine and the module i.segment generated too many segments for a single image and the

processors of the calculator that run the module was not able to handle the output image.

Imagery set Threshold Minimum area size

1954 0.04 100

1994 0.06 125

2006 0.04 100

2015 0.04 100

Table 4: Values of threshold and minimum area size for each set of aerial imagery.
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2.5.2 Classification of objects

The second step is the classification of the segments. This was performed by the application

of a series of GRASS GIS modules on the input images to calculate some parameters on each

object in the image, by then comparing this parameters with the ones of objects of known

land useset by the user, also called training areas. The module i.segment.stats [79] transform

the raster map of the segments into a vector map, where the associated table is made by a

number of columns containing information about the:

• min;

• max;

• range;

• mean;

• mean of absolute values;

• standard deviation;

• variance;

• coefficient of variation;

• sum;

• sum of absolute values;

• first quartile;

• median;

• third quartile;

• 90th percentile

of each colour band of the image in each object.

The user can choose the set of parameter to include in the analysis. In the current study

were considered the following parameters:

• mean;

• standard deviation;

• variance;

• first quartile;

• median;

• third quartile;

• 90th percentile.

This is considered to be the spectral signature of each object, to be compared with the

spectral signature of the training areas. The module i.segment.stats calls upon the module

r.objects.geometry [78] to calculate the geometric parameters of each object, which are addi-

tional information used by the OBIA procedure respect to the pixelwise procedure:
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• area of the object;

• perimeter of the object;

• fractal dimension (FD) described as: FD = 2 ·
log(perimeter)

log(area+ 0.001)
;

• compact square (CS) described as compact_sq = 4 ·

√
area

perimeter
;

• compact circle (CC) described as compact_circ =
perimeter

2 ·
√
π · area

.

Even in this case the user can choose which parameters to use. In the currentcase study

the chosen parameters were:

• fractal dimension;

• compact square;

• compact circle.

The module i.segment.stats evaluates the coordinate of the centroid of each object, but this

data was not considered relevant and therefore excluded from the analysis.

The classification scheme required the identification of a large number of training areas for

each set of aerial imagery and for each land cover class:

Id Land cover class 1954 Land cover class 1994 Land cover class 2006/2015

1 Forest Forest Forest

2 Forest in shadows Forest in shadows Forest in shadows

3 Pastures and meadows Pastures and meadows
Pastures and meadows

(and crops for 2015)

4 Crops (included orchards) Crops
Crops

(only for 2006)

5 Rock and barren land Rock and barren land Rock and barren land

6 Roads Orchards Orchards

7
Roofs

(Red and Black roofs)
Roads Roads

8 Shaded areas Roofs (Red and Black roofs) Red roofs

9 - Shaded areas Black Roofs

10 - - Shaded areas

Table 5: Classification scheme used for the LULC analysis. The id column identifies the category num-
ber assigned to each LULC class.

It is important to underline the central role played by the training areas, since they must

well-represent the land class they refer to. Since land cover categories may have a high vari-

ability in spectral response, due to variable condition of the incident light, or time of the day,

or tilting of the camera taking the aerial images, the training areas must represent all this

variable conditions [50]. The users should choose a sufficient large amount of training areas

for each land cover category [50]. In this process a particular care should be taken: if training
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areas of different land class share a very similar spectral response the output will contain

various misclassified areas. In that case it will be necessary, after assessing the result and

realizing that the the accuracy of the classification is low, to re-define the training areas until

the classification is good enough. The table 6 indicates the number of training areas used for

each of the temporal set of the images used for the present study. A more detailed overview

of the training areas number is reported in table 7.

Year Training areas

1954 2572

1994 1920

2006 1998

2015 1831

Table 6: Number of training areas for each year of aerial imagery.

Land use class

Set of training areas 1 2 3 4 5 6 7 8 9 10

1954 667 145 289 355 343 182 150 441 - -

1994 611 119 250 375 95 93 100 146 131 -

2006 375 274 209 199 205 249 135 167 130 55

2015 469 101 513 - 161 324 69 108 31 55

Table 7: Number of training areas divided for land use for each dataset

The texture of the image was used to provide additional informations to the classifica-

tion scheme for the greyscale images. Texture is a feature of a specific land class, linked to

their spatial features, because it depends on the presence of patterns on the images [51]. For

instance texture can be used to discriminate between a natural forest and a man made culti-

vation to reveal the relationship between the pixel value of a single pixel and its neighbour: a

man organized situation will have a range of values, that differs from a natural situation [13].

This added band was helpful in the case of single band image, where land classes have a

small spectral difference. Texture was calculated for each greyscale image in the dataset used

for the current case study using the module r.texture in GRASS GIS [4]. This module requires

the user to define a window size where the relationship between the central pixel and the

neighbours will be evaluated to define the texture. This is usually made by observation and

by considering the scale of the phenomena that needs to be described. Texture depends on

many factors: the coarseness of the input image, the natural level of contrast of the image

itself and the object represented on the image.
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(a) An excerpt from the texture band calculus: a 3 cell window was used.

(b) An excerpt from the texture band calculus: a 9 cell window was used.

(c) An excerpt from the texture band calculus: a 17 cell window was used.

Figure 16: An example of texture calculated with different window sizes on the 1954 orthorectified
images using correlation.

As image 16 shows, a small window does not give a significant correlation of the reflectance

level between a pixel and another inside the same object, giving a final effect of a raster mostly

composed by a constant value. On the other hand using a window of an excessive size present

two problems: pixels belonging to areas with different LULCs are mixed, thus lowering the

ability to discriminate between them, and 2) computational time increases dramatically, as

shown in table 8.
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2.5.4 Classification of the imageries

The classification itself was performed using the GRASS module v.class.mlR [66], which com-

bines GRASS and the R Caret library to perform machine learning classification [63]. This

module allows the user to choose between a number of machine learning techniques that

exploit the radiometric and geometric parameters set by the training areas to classify the

objects in the vector maps of the segments in each image. The output of the classification

consists in the LULC category assigned to each segment and an estimate of the probability

of having achieved the correct classification. This information is recorded in two columns of

table of the vector segment map.

The user can choose a single classifier rather than a number of different ones, in that case

the module classifies the land cover of each object via a voting process, where "voters" are

rapresented by the machine learning algorithms chosen by the user. The voting process com-

bines the output of the single classifiers using different criteria. Two columns containing the

assigned LULC class and its probability are added to the table for each voter.

Five different classification techniques have been used: k-nearest-neighbour classifier (k-NN),

naive Bayesian classifier (NB), support vector machine (SVM), multi-layer perception (MLP)

and decision tree (DT) [50]. Each classifier "votes" for the LULC class for each segment, then

the module v.class.mlR calculates the LULC of each object by rules basing on the votes:

• Simple Majority Vote (SMV): all the classifiers have the same authority and the decision

on the LULC class of an object is determined by a majority vote;

• Simple Weighted Vote (SWV): the weight of the vote of each classifier in the decision

process is proportional to its accuracy in the identification of the class of the training

areas;

• Best-Worst Weighted Vote (BWWV): as in the SWV process, all the classifiers are ranked

according to their accuracy; the worst voter is excluded from the voting process;

• Quadratic Best-Worst Weighted Vote (QBWWV): as in BWWV, but the weights of the

best voters are squared in order to give them more authority.

The voting systems were tested on a single greyscale image and on a single multiband

image and it was identified a method which was best for all the datasets. For this particular

scope, two images from the 2015 dataset, and the two corresponding images from the 1994

dataset were chosen, in the area of Monte Baldo, containing areas of forest and meadows.

On these images a number of training areas were extracted, and the different voters were

ranked by the accuracy they reached. The accuracy was measured by the use of Cohen’s K

coefficient, with the module r.kappa in GRASS [121].

For the test images the training areas were selected only on one image and then the same

training areas were used to classify the second image. This procedure simulated the situation

of the classification, when all the orthophotos in a dataset have been classified using a single

set of training areas. Tables 9 - 12 reports on the precision and accuracy assessment of the

classification for the 1994 and 2015 images.
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80151 kappa accuracy

smv 0.96 98.78

swv 0.95 98.10

bwwv 0.95 98.10

qbwwv 0.95 98.10

Table 9: Evaluation of the classification accuracy for the image 80151 in the 2015 dataset, which con-
tains the training areas.

80152 kappa accuracy

smv 0.87 97.75

swv 0.89 97.76

bwwv 0.90 98.28

qbwwv 0.90 98.28

Table 10: Evaluation of the classification accuracy for the image 80152 in the 2015 dataset, which does
not contains the training areas.

080150 kappa accuracy

smv 0.93 96.15

swv 0.93 95.62

bwwv 0.92 95.67

qbwwv 0.92 95.67

Table 11: Evaluation of the classification accuracy for the image 80151 in the 1994 dataset, which
contains the training areas

080160 kappa accuracy

smv 0.86 96.35

swv 0.88 96.37

bwwv 0.90 97.4

qbwwv 0.90 97.4

Table 12: Evaluation of the classification accuracy for the image 80152 in the 1994 dataset, which does
not contains the training areas

All the voting methods seem to grant an high grade of accuracy and precision (k is always

greater than 0.9, with an accuracy of 97-99%) for the images which contains the training areas,

while the bwwv and qbwwv voters yield a better kappa values and accuracy for the images

which do not contains the training areas. For this reason the qbwwv voter which performs a

quadratic weighting of the voter’s authority was considered the best method for classifying

the large temporal dataset of this research that might contain a great variation in features

belonging to the same class.
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These areas are compared with the LULC results to calculate the Cohen’s K coefficient and

the overall accuracy, or the percentage of coincident land use class for the areas of the ground

truth map respect to the results of the LULC. This passage can be performed with instrument

such as the r.kappa module in GRASS GIS [121].

If the accuracy and the Cohen’K are sufficiently high for the purposes of the study the LULC

procedure is considered satisfactory, otherwise the LULC has to be repeated changing the

training areas or varying other parameters to achieve the required results.

This approach was discarded because at a regional scale and in a multitemporal analysis

the construction of a ground truth map is not possible [90]. Maps such as the CORINE land

cover could provide information for the ground truth, if they are from the same year as

the classified dataset. CORINE lacks in resolution (100x100m pixels), which is coarser than

the aerial imagery used in this study, making it difficult to interpreter the results of r.kappa:

the errors could depend on both the different resolution or a misclassification. Ground truth

maps can be designed by hand but this approach was considered very little effective, because

a human made ground truth map is prone to bias error, which lowers the robustness of the

accuracy assessment procedure [74].

To overcome these problems the chosen approach was to design a simple script in Python,

which was implemented in GRASS GIS to perform a semi-automatic accuracy analysis. The

chosen approach is based on distributing random points across the PAT territory where to

evaluate the LULC and the ground truth [74] and it is called random stratified. A ’Strata’ is a

portion of a population which members share an attribute, in our case the LULC. A number

of points is randomly selected inside a single strata where evaluate the ground truth and

compare it with the result of the classification. Stratified random sampling combines random

sampling with some prior knowledge about the study area, creating random samples for

each LULC class. The number of samples for each class is proportional to the ratio of its area

and the total area of the region.

The procedure set up takes in input the maps of the LULC of a dataset, by using the module

r.stats it calculates the percentage of the cover of a single land class respect to the total

area of the landscape. A total of 750 points were distributed all across PAT territory divided

proportionally to the area of a tested land use class respect the total area of PAT territory. The

module v.what.rast [12] stores in a field of the table of the generated random points vector

map the land class where the single point is placed, and by a human check point by point the

ground truth is assigned. The classes for the ground truth are the same of the classification

scheme for each dataset.

For the current analysis the tested land cover categories for the accuracy of the classification

were the forest and shaded forest, the distribution of the points in the forest/non-forest stata

is shown in table 14.

Year Points in forest class Points outside forest class

1954 337 413

1994 412 338

2006 427 323

2015 427 323

Table 14: Distribution of random stratified points
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2.6 possible future changes scenarios : a single agent based model approach

2.6.1 Agent Based Models

Agent Based Models (ABM) are used in complex theory to model system-level patterns that

emerges from interactions between individual entities, also called Agents, and the environ-

ment [116]. The main difference between this model and system dynamics models is that

interactions are governed by rules rather than equations [49]. In forestry these models are

called ’forest gap’ modelling [119]. The purpose of ABM is to explain the evolution of an en-

vironment through the behaviour of single individuals, so that each parameter that describes

a population in an environment such as density, death to birth rate, size and so on are the

output of the specific model rather than the input [122]. To be performant ABM thus require

the understanding of the behaviour of a single individual. A basic concept is the ’emergence’,

identified by three criteria [49]:

• Emergent properties are not simply the sum of the properties of the individuals;

• Emergent properties are of a different type than the properties of the individuals (e.g.

the spatial distribution of individuals is a system property of a type that none of the

system’s individuals has);

• Emergent properties are often counterintuitive and cannot easily be predicted by look-

ing only at the individuals.

The fact that an emergence is not easily predictable should be perceived as an added value

to the ABM procedure by unveiling how system-level properties emerge from individual be-

haviour [119].

An Agent is a discrete and autonomous entity that acts independently [119]. Even if all agents

follow the same set of rules their actions will be influenced in reaction of their surroundings,

such as environment or as other neighbourhood agents. Environment in ABM provides a

spacial context, while ’rules’ explain the interaction between agents. These rules can be de-

rived from empirical data or from theory and can be influenced by probabilistic or stochastic

processes [49].

Finally ABM are regulated by discrete time: an action is undertaken by every agent once in

each timestep which makes the system evolve in a different state. A timestep should well-

represent the event we are trying to simulate.

2.6.2 Implementation of ABM in the current Case Study

The aim of the ABM procedure implemented for this case study was to make predictions on

the possible evolution of the forest in PAT for the next century. The simulation for the possible

future evolution in the current study used some simplification: the evolution of the forests

depends on many factors, the health of the trees, the humidity, the type of trees presents and

seed they produce, the presence and density of seed feeder and so on, and in this study they

were considered negligible in the overall balance of the forest expansion [118]. Moreover, the

effect of climate change on treeline dynamics were not considered.

To balance complexity and not making the error of oversimplify the model, this should be

applied to forests or areas where there is a predominant specie, or predominant species that

share similar reproduction dynamics. In the current work the procedure was applied to the

Paneveggio Pale di San Martino natural park, located in the north-east of PAT. The forest in

this area is composed mainly by spruce with related resinous species (see talbe 15), which

made acceptable the simplifications adopted.
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ronment is defined by a grid, which contains information about the presence of trees in the

cell themselves, altitude and the land use, to exclude all the areas where trees cannot grow

(e.g.: rocky areas, rivers, roads ecc..). The seed distribution is controlled by a probabilistic

distribution, function of the distance of the evaluated cell from the nearest sexually mature

trees [118]:

Probseed(dist) = a · e
−0.5(dist

c1
)d1

+ b · e
−0.5(dist

c2
)d2

(1)

where:

• probseed is the probability of the presence of a seed in a given cell;

• dist is the distance between the current evaluated cell and the nearest cell full of trees;

• a, b are normalization constant;

• c1, c2 are distance parameters;

• d1,d2 are curve shape parameters.

This distribution is the composition of two overlaying distributions. The first one takes

into account the seeds dispersal due to the proximity of sexual mature trees to the evaluated

cells, the second one takes into account seeds dispersal due to the winds. In fact, c2 > c1,

because seeds transported by the wind reach farther distances, and a,b control the percentage

of seeds which are spread by the wind with respect to those which fall nearby. The curve

shape parameters control the shape of the distribution [118]. If the probability of distribution

is greater than a fixed threshold value in a cell, then the cell is filled with a seed which

will germinate. This assumption excludes other methods of seedling, such as distribution of

the seeds by birds, insects or human intervention. The threshold value has to be calibrated:

this is made by using as input the map of the forest extracted from the 1954 aerial imagery

dataset, and confronting the output of the model in the years 1994, 2006 and 2015 to check

the threshold value which yield the more matching situation with the real forest.

Once a seed is planted in a cell a check is made to evaluate if the altitude allows the seed to

survives and the newborn tree to grows [118].

Probgerm(dist) = 1−
1

1+ e
−(elev−

i

c
)

(2)

where:

• probgerm is the probability of germination in a seeded cell;

• elev is the elevation of a cell

• i is the inflection point, or the altitude where trees stops growing;

• c is a normalizing constant

The parameters of these equations where set following indication in the literature:

• a=b=0,5 [118];

• distance parameters c1= 15 m [107, 23];

• distance parameters c2= 110 m [107, 23];
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• d1= 2 [118];

• d2= 2[118];

• Inflection point, i = 2500m [107];

• Normalising constant, c = 155 [107].

These probability functions are evaluated for each cell free from trees in the environment.

If the threshold value is less than the probability of seedling the cell is seeded, and a new tree

will be born if the threshold value is less than the probability of germination. The threshold

values have to be calibrated, as previously stated, to find the best couple of values which are

able to simulate the situation in the study area.

After being calibrated the model can be applied to build future changes scenarios.

2.6.3 Software used: GAMA

The model here described was implemented in the software GAMA.

GAMA is a modelling and simulation development environment for building spatially ex-

plicit simulations [104]. It was developed and it is maintained by several teams under the um-

brella of the Institut de Recherche pour le Développement (IRD/SU) international research

unit which coordinated groups of research from France (University of Toulouse, University

of Paris Sud, University of Rouen) and from Vietnam (University of Can Tho and University

of Hanoi). GAMA offers several utilities and advantages [104]:

• As integrated platform it allows to switch easily between the ’code’ point of view to the

’simulation’ output, so that the user can see real time the effects of the changes in the

code on the results;

• It integrates GIS and ABM, so that each entity in a simulation can have a geographical

set of attributes (coordinates, altitude, ecc...) and more importantly it can handle all

the variety of input data defined as standard geographical files defined in the GDAL

library [25];

• It generates real-time statistics on the state of the system, making easier to evaluate the

robustness of a simulation running;

• It is very flexible in the definition of behaviour and variables;

• In GAMA it is possible to define different neighbour rules, Von Neumann (the 4 or-

thogonal nearest cells are considered neighbourhood), Moore (the 8 nearest cells are

considered neighbourhood) and hexagonal.

GAMA is based on GAML language, an agent-oriented language, which means that ev-

erything that is considered active (i.e.: entities in a models, models themselves, ecc...) can

be represented as an agent. In other words the interaction between each agent can be setted

up to compute complex and realistic simulations [48]. Thus, GAMA can support high-level

model compositionality leveraging multi-modeling or multi-paradigm modeling as particu-

lar cases of composition. Agents in GAML are specified by ’species’, which are provided with

attributes (what they know), actions (what they can do) and reflexes (what they will actually

do).

Environment is represented as ’topology’ and is represented as a gridded discrete domain.

The topology itself can have different attributes such as an explicit spatial coordinates, de-

fined by a datum, different values organized in layers, and topological features. To write a
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model in GAMA a user should define all the agents, their behaviour, which includes defining

reflexes, actions and attributes and then drop them in the environment [48]. Timesteps have

not a real value, instead the delta between present time and future time must be decided by

the user. The schedule of the actions of the agents is defined by the user.

Models developed in the GAMA environment are applied in several different fields:

• Ecological spatial simulations [118, 117, 116];

• Models of traffic and transportation [70, 61];

• Risk mitigation [102, 103];

• Crisis management [73, 64, 73];

In the current work, the topology was defined in a grid of 10x10m pixels resolution. The

resolution was downgraded with respect the input data (which had at least 2x2m resolution)

because of the computational resources GAMA requires. The limiting factor is the quantity

of RAM required which increase exponentially with the number of cells in a grid. The first

layer in the topology is the DEM, used to define the orography of the area and the euclidean

distance between each cell. The second layer identifies the areas where trees cannot grow: in

this layer the informations about the rocky area, the major roads and the mayor water bodies

were included. The third layer describes the initial condition of the forest, as the situation of

the forest in the year 1954, to perform the calibration of the parameters, and as the situation

of 2015 to perform the actual simulation. This layer contains values of 0 if threes are not

already grown, and 1 if the trees are present in the cell.

The code works as follows: as the simulation begins all the cells are examined, and the cells

containing trees are selected for acting, or spread seed. The reflex of seeding has effect in the

cells of 0 value, where the probabilities of seedling and sprouting of the seeds as function

of the altitude of the cell are evaluated. The last two reflexes in the current timestep are the

ageing of the trees and their eventual death. The age of the trees were distributed randomly,

with a gaussian distribution of mean 100 years, and a standard deviation of 20 years, the

maximum age reachable by a tree is 250 years and the minimum age for the production of

seed is 10 years. After a tree is dead the cell in the forest layer is set to 0.

2.6.4 The calibration of the model

The ABM model requires a long time to be run, therefore the calibration was not run on the

whole Paneveggio Pale di San Martino natural park study area, instead two different areas

were chosen to perform a process of cross-calibration.

The parameters of the two probability distributions were defined by the users, then the accu-

racy of the simulation was measured as percentage of correct simulated cells by the model.

By using as input the situation of 1954 and comparing the real situation in the years 1994,

2006 and 2015 with the simulated situation the correct cells were cell were those wher the

forest is present in both the simulation and in the reference maps for the same year. The

parameters that determined the greater number of correct simulated cells where chosen to

perform the simulation of the forest growth in future years. The robustness of the code was

then tested by performing a simulation with the calibrated parameters on the total area of

study, using as initial situation the year 1954 and by comparing the real and simulated situa-

tion in the years 1994, 2006 and 2015.

The test areas were chosen in order to first calibrate the probability of seedling in an area

below the treeline, in order to exclude the variable of the probability of germination. Once

the probability of seedling was calibrated secondly the threshold for the probability of ger-

minating was tested in an area around the treeline.
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Threshold for prob_seed Accuracy for 1994 [%] Accuracy for 2006 [%] Accuracy for 2015 [%]

0.44 85.18 84.05 83

0.46 85.42 84.15 83.1

0.48 85.38 84.1 83.05

0.5 85.3 84 83

0.52 85.1 83.64 82.7

0.54 83.55 83 81.8

Table 16: Threshold for probability of seedling and accuracy of the model over the test years.

Figure 38: Calibration of prob_germ

Threshold for prob_germ Accuracy for 1994 [%] Accuracy for 2006 [%] Accuracy for 2015 [%]

0.5 87.1 85.1 85.15

0.52 90 88 88

0.54 94.2 92.2 92.16

0.56 94.3 92.3 92.2

0.58 94.35 92.35 92.32

0.6 94.4 92.4 92.4

Table 17: Threshold for probability of germination and accuracy of the model over the test years.

Tested probability Optimal threshold for accuracy

seedling 0.46

germination 0.54

Table 18: Best values for the threshold for probability of seedling and germinating.

These values, reported in table 18 were then applied to a simulation from 1954 to 2015

extended to the whole area of Paneveggio Pale di San Martino Park, and a comparison

between the real and simulated situations was performed. The accuracy was again measured
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as percentage of correct guessed cells from the simulation with respect to the real situation

in the same year, table 19 shows the result.

Year comparison Accuracy of the model [%]

1994 88.0

2006 90.0

2105 91.0

Table 19: Accuracy of the model in simulating the evolution of Paneveggio Forest from 1954, compar-
ison between the real and simulated situation in years 1994, 2006, 2015

The threshold then tested were used to perform a possible future scenario of Paneveggio

forest starting from the year 2015 to reach the year 2100. The possible future changes scenar-

ios were then compared against the future changes scenarios proposed in [20] built with a

Markov chain procedure.
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2.7 the landscapemetrics package in the r environment

Landscape metrics are indexes used to describe the feature and composition of a landscape,

as is described in mathematical therms, typically from a raster representing land uses [76].

These indexes aim to study the composition of a landscape or, as in the current study, to

compare the evolution over time of the landscape itself or to compare different areas [53].

Metrics are based on the concept of patches, which are homogeneous areas of a single land

use category (e.g.: a forest) and they can quantify the composition of the map taking into

account the spatial distribution of the patches or not, depending on the specific landscape

feature and corresponding metrics. Metric can be divided for the level at which they are

computed: patch, class or landscape. At the patch level landscape metrics describe land cover

statistics such as area, perimeter and number of patches, while at a class level they are used

to describe the distribution of the class itself. Finally, at a landscape level metrics can describe

the landscape in its integrity.

For the purpose of this work, a limited number of landscape metrics has been selected among

the many available, that could represent and quantify the fragmentation of the forests. It was

possible to calculate these metrics on the whole PAT territory without splitting the forest

maps in smaller areas. The metrics were calculated at a class level.

patch number (np) is the number of patches of each type; it is an adimensional metrics.

It is defined as [75]:

NP = Ni (3)

Where:

• Ni is the number of patches in the i− th class.

aggregation index (ai) equals the number of adjacent patches involving the correspond-

ing class, divided by the maximum possible number of like adjacencies, multiplied by

100 (to convert to a percentage). It is useful to quantify fragmentation of the landscape.

It is defined as [75]:

AI =

[

gii

max(gii)

]

(100) (4)

where:

• gii is the number of like adjacencies between pixels of patch class i based on the

single-count method;

• max(gii) is the maximum number of like adjacencies between pixels of patch class

i based on the single-count method;

• 100 is a constant used to express the index as percentage.

mean patch area (area mn) is the average area of all the patches of a given type. It

is measured in square meters. When used in combination with NP, Area MN gives

information about how the patches of a given land cover class are growing or merging

over time. It is defined as [75]:

AreaMN =
A

NP
(5)

Where:
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• A is the total area of the patches in [m2] ;

• NP is the Number of Patches.

patch density (pd) describes the fragmentation of a class, however, does not necessarily

contain information about the configuration or composition of the class. It is measured

as number of patches per 100 hectares and expressed as [75]:

PD =
ni

A
∗ 10000 ∗ 100 (6)

where:

• ni is the number of patches for a single class;

• A is the total area of the landscape in [m2];

• 10000 is a normalising constant;

• 100 is a normalising constant;

largest patch index (lpi) is the percentage of the landscape covered by the largest

patch in the landscape. It is a simple measure of dominance. It is measured in per-

centage and expressed as [75]:

LPI =
max(aij)

A
∗ 100 (7)

where:

• max(aij) is the area of the j-th largest patch for the i-th class;

• A is the total area of the landscape in [m2];

• 100 is a normalising constant;

total edge (te) equals the sum of the lengths (m) of all edge segments in the landscape

of a given land use. It is expressed as [75]:

TE = Ei (8)

where:

• Ei is the edge lenght for the i-th class expressed in meters;

shannon diversity index (shannon) is an index of the probability of two random

pixels belonging to the same class. It is a widely used metric in biodiversity and ecology

and takes both the number of classes and the abundance of each class into account. It

is expressed as [75]:

SHANNON = −

m∑

i=1

Pi · ln(Pi) (9)

where:

• Pi is the proportion of the i-th class.
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simpson diversity index (simpson) is an index of the probability of two random pixels

belonging to the same class, as the Shannon Diversity index does, but it is less sensible

to less frequent landuse classess. It is expressed as [75]:

SHANNON = 1−

m∑

i=1

P2
i (10)

where:

• Pi is the proportion of the i-th class.

2.7.1 The Landscapemetrics package in R

The R environment is widely used in statistical treatment of data, manipulation and display

[89]. Its popularity is due to the fact that it is a flexible Free and Open source software which

allows its users to perform different types of analysis. The R environment offers an effective

data handling and storage facility, a long series of operators to perform operations on com-

plex types of variables (matrices and arrays), various systems for data display and graphs

manipulations [89]. The software is organized in ’packages’, which are libraries where there

are defined functions dedicated to specific aims [89].

For instance, a GDAL package was developed to manipulate the geo-referenced data, as tiff

rasters or vectorial data inside the R environment. The package Landscapemetrics offers a com-

plete and robust set of functions to calculate landscape metrics in R.

In fact, the Lecos plugin in QGIS, as well as the r.le suite in GRASS do not allow to calculate

all the metrics available, among which are some used in the current work.

Landscapmetrics [53] is based on Fragstat [76], a software widely used in the Literature for cal-

culation of landscape metrics. The robust basis where the package landscapemterics is rooted,

with the flexibility and the efficiency of the R environment were exploited to implement a

simple procedure to calculate the landscape metrics in section 2.7 on the various landscapes

extracted from the LULC procedures from the various set of aerial imagery. A fundamental,

basic parameter for the evaluation of landscape metrics is the Cell Neighbourhood (CN). It

can be of two different type:

• Von Neumann, or the neighbourhood is considered as the 4 orthogonal cells of a central

one;

• Moore, or the cell neighbourhood is considered as the 8 closest cells of a central one.

The shape of CN establishes how pixels are connected to form a single patches. If a pixel

shares with its neighbours the same class then this will be considered a single patch. Choos-

ing between these CN shapes obviously influences the results of a landscape metric analysis

[126]. For this work an 8 CN rule was chosen.
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3
R E S U LT S A N D D I S C U S S I O N

The following section aims to present all the results reached by the current study. The first

result to be displayed are the preliminary orthorectification of the 1954 dataset, a process

that allowed the geographical collocation of this images set. The results of the classification

procedure are then presented, discussing as well the procedure used to assess the quality of

the classification. Finally, the results of the assessment of some ecosystem services and of the

future changes scenarios for the Paneveggio Pale di San Martino natural Park are showcased.

3.1 the 1954 orthorectification of the dataset

The orthorectification process of the images of 1954 resulted in a set of 91 rectified maps.

These maps were chosen in a set of 200 different images, selecting the ones which better de-

pict the features of the territory, and minimize the overlaying between the neighbour images.

The images were identified by a progressive 2 digit number which indicates the flight name

in the longitudinal direction, while the following 4 numbers identify the frame in the flight.

Table 20 reports on the images chosen in the current work.

Flight number Frame number

12e 4506, 4508, 4510, 5091, 5094, 5096

13e 3205, 3207, 3209, 3211, 3213, 3215

14e 3181, 3183, 3185, 3187, 3189, 3191, 3193, 4955, 4957,

15 3057, 3059, 3061, 3063, 3065, 3067, 3068, 3070, 3072, 3074

16C 4452, 4453, 4456, 4458

17C 4641, 4643, 4645, 4646, 4648, 4650, 4652, 4654, 4656

18C 4296, 4298, 4300, 4302

18 3278, 3279, 3281, 3283, 3286, 3288, 3290, 3292, 3294

19c 4362

19w 3853, 3855, 3856, 3862, 3864, 3866, 3868

20C 4372, 4374, 4376, 4378, 4380, 4388, 4389

21 4563, 4564, 4567, 4569, 4571, 4573, 4575, 4576, 4578, 4580

22 1678, 1680, 1681

22a 4601, 4602

23 1727, 1736, 1738

25 2195

Table 20: List of the orthorectified images

The image 39 shows the position of each rectified image respect to the PAT territory.
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Figure 40: Rectified photo 19w_3856

3.1.1 Qualitative assessment of the precision

The assessment of the precision of the coordinates in the resulting orthophotos begins with a

precise position of the fiducial markers, which are used to bound the physical dimension of

the image to the resulting ground resolution. On the premises that the calibration certificate

of the camera is not available for the current dataset, the coordinates of the fiducial markers

have been determined measuring as precisely as possible the distance between the marks on

the physical copy of the photographs, as figure 41 shows.
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• µi = residual of the i-th GCP in the east-west direction;

• νi = residual of the i-th GCP in the north-south direction.

These RMSEs depend on the accuracy of the GCPs selection, but a for a deeper under-

standing, the distribution of the RMSE is discussed in section 3.1.2. If a GCP is incorrectly

placed it will largely increase the RMSE of every other point: for instance as figure 44 shows

RMSE on an incorrectly placed GCP was computed as double in value as the error on other

GCP. It is important to underline how this evaluation of the discrepancies is possible only for

the GCPs and not for every point of the image because at this stage of the orthorectification

process GCPs are the only point of known coordinates both on the image and in the target

datum.

The overall RMSE is defined as follows [92]:

Overall RMSE =

√

√

√

√

1

N

N∑

i=1

RMSEi (12)

where:

• RMSEi is the Root Mean Square Error of the i-th GCP;

• N is the Total number of GCPs.

In figure 43 is displayed the distribution of the RMSE for each image orthorectified.

Figure 43: The distribution of the RMSE for the orthorectified images.

The errors are distributed on a wide range of values, with a mean value of around 10m,

that represent an index of the overall positional accuracy reached after the orthorectification

for the 1954 dataset. This wide distribution of values indicates how the value of RMSE on

GCPs depends on a wide variety of factors.
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Figure 44: Example on the effect of placing a wrong GCP: on the right the wrong GCP is included in
the orthorectification and it increase the values of the single ORMSE for every GCP, respect
to the image on the bottom, where deselecting the wrong GCP drastically decrease the
ORMSE.

The concept of overall RMSE is useful to define a mean error on the position of some

recognizable features of the terrain, but it is to be underlined how it depends only on math-

ematical computation on the image: there is no explicit dependence on the terrain geometry

in the RMSE and overall RMSE equations.

It is possible to lower the RMSE on single GCPs by using a finer resolution DEM, as it is

shown in table 22. Test on the same image (13e_4945) underline how using the same GCPs

and changing the DEM resolution is necessary, but not sufficient to improve the RMSE value.

DEM resolution [m] RMSE [m] RMSE [pixels] # GCPs

25 18.55 8.43 11

10 15 6.8 11

5 15 6.8 11

1 13.6 6.2 11

Table 22: Variation of the precision in photograph 13e_4954 for different choices of DEM and scanning
of 600 DPI.

Improving the resolution of the DEM is worth as well for improving the final quality of

the image, especially in those areas where there are steep slopes. The algorithm tries to fit

the image to the elevation model, resulting in step shaped stretches when the slopes are too

steep and no GCPs are defined in the neighbourhood (figure 45).
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Figure 45: Comparison on the same area of orthophoto 13e_4954 with different DEM used for rectifi-
cation (1x1m resolution on the left, 10x10m on the right).

The step stretch is reduced by using a finer resolution DEM: the same area as in figure 45

at a wider zoom, it is possible to notice an improvement of the visual interpretation of the

terrain.

Figure 46: Comparison on the same area of orthophoto 13e_4954 with different DEM used for rectifi-
cation: the left figure (DEM resolution of 1x1m, on the right a DEM resolution of 10x10m)
guarantees a better interpretation of the highlighted area.

3.1.2 Statistical assessment of the precision

The positional accuracy of the pixels in the image which is being orthorectified is sensitive

to errors in the placement of GCPs, specific configuration of fiducial markers in relation to

GCPs and local slope at the coordinates of the GCPs [62]. The assessment of the quality of the

results of an orthorectification procedure is usually done by evaluating the standard devia-

tions of the internal and external orientation steps [62]. The values are evaluated with respect

to values expected in similar configurations in terms of geometry, mainly flight mean height

and focal length, image quality and GCPs coordinates accuracy [62]. During the internal and

external orientation procedure, residuals for each point can be used to identify less accurate

points and deselect them so that they are not used.

While these parameters can provide an indication of the precision of the overall orthorec-

tification process, the final user is interested in the geometric precision of the resulting or-

thorectified image. Ideally, the cumulative effect of errors in the procedure should result in

a standard deviation in the ground coordinates smaller than the orthophoto resolution. The

actual procedure follows an inverse path: the grid of the coordinates of the centres of the
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orthophoto pixels is set and the corresponding coordinates on the image are determined.

A more relevant assessment of the accuracy of an orthophoto is carried out by comparing

the coordinates of points on the image with the coordinates of the same points from external

sources [54]. Such points are called independent control points (ICPs) and their coordinates

are obtained in the same way the coordinates of GCPs are determined. In the present study

this analysis was performed by comparing the rectified images to the topographical maps

(1:10 000) of PAT. The command g.gui.GCP was used to set the ICPs. Their coordinates in

both the source (orthophotos) and target (topographical maps) were stored in a vector file

and then their differences was calculated using db.execute. Ideally the same feature depicted

by both maps should have no difference in coordinates the value 0, but due to the orthorec-

tification process this difference is variable. The local slope around the ICPs was calculated,

as well as the local altitude, and their distance from the image centre. These quantities were

related to the difference between the source and destination coordinates, with a Pearson’s

R. Tables 24, 27, 28, 29 report the results obtained by such analysis, performed on a set of 5

images.

For the statistical assessment of the precision, the analysis on the ICPs were carried out on 5

different images. The choice was based on the image with the highest (20c_4384) and lowest

(20c_4378) ORMSE. Another parameter taken into account was the normalized ORMSE. The

result of this analysis revealed that image 23_1738 has the lowest ORMSE-GCPs ratio and im-

age 12e_5096 has the highest ratio (see table 23). The number of the ICPs was chosen in order

to be equal to the number of GCPs to have the same sample size from both the elaboration

and avoid problems in estimate statistical mean value.

Image index ORMSE [m] ORMSE per GCP [m]

20c_4378 1.28 0.64

13e_3207 9.68 0.44

20c_4384 17.02 1.06

23_1738 7.69 0.31

12e_5096 7.08 1.95

Table 23: Images chosen for statistical analysis and relate ORMSE

Tables 24 and 25 underline an important aspect of the accuracy analysis. The first set of

ICPs were placed using as source image the photo 20c_4378, rectified using only 4 points.

The ORMSE was calculated as 1.28m (table 23) in GRASS GIS, but the overall assessment

of the precision revealed a displacement on the ICPs much greater than the ORMSE. When

placing few points the calculus of the ORMSE should not be considered enough reliable for

the assessment of the precision in the final result. The second set of ICPs (table 25) were

placed using as source the neighbours images of 20c_4378, which overlapped the image for

more than the 70% of its area. Their GCPs set was larger and the orthorectification resulted

more precise.
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RE E [m] RE N [m] TRE [m]

-43.93 -14.29 46.19

-24.34 -1.94 24.42

8.97 29.44 30.77

-70.11 -30.95 76.63

18.93 16.97 25.42

16.98 7.51 18.57

29.52 20.24 35.79

Mean TRE 36.83

Table 24: First set of ICPs for the image 20c_4378.

RE E [m] RE N [m] TRE [m]

16.07 12.55 20.39

-10.29 -5.40 11.62

6.36 8.44 10.56

-3.3 -6.95 7.69

12.00 5.97 13.40

7.4 15.26 16.95

1.05 1.23 1.6

Mean TRE 10.27

Table 25: Second set of ICPs for the image 20c_4378.

The tables 26 - 30 aims to study the correlation between residual errors and some features

of the landscape (slope and elevation) and the distance from the camera centre in each ICPs.

The acronyms in the header of tables 24 - 30 refer to:

• RE E= Residual Error in East direction;

• RE N= Residual Error in North direction;

• Total Residual Error, calculated as square root of the sum of the square of RE N and RE

E;

• DCC= Distance from Camera Center, distance of the ICPs from the centre of the image.
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RE E [m] RE N [m] TRE [m] slope [°] Altitude [m] DCC [m]

-1.3 -5.3 5.4 7.2 528.5 5281.9

-2.6 -13.7 13.9 7.6 581.8 4740.5

6.7 24.9 25.8 3.3 651.6 4780.3

-10.1 13.7 17.1 6.6 621.8 5014.1

-0.7 25.9 25.9 4.6 652.6 4808.2

1.5 -11.2 11.3 16.9 640.4 5140.2

0.6 -1.5 1.6 13.7 729.9 4563.6

-4.3 -6.5 7.8 0.9 526.4 4301.2

-5.2 21.6 22.3 7.2 632.7 5039.1

21.6 13.8 25.6 5.0 677.6 3443.3

18.4 5.9 19.4 3.0 717.3 2560.9

-3.8 7.5 8.4 4.8 987.3 2419.2

Mean TRE 15.4

Pearson’s r (TRE vs Slope, Altitude, DCC) -0,4071 -0,0653 -0,0360

Table 26: Measurements on the ICPs for the image 20c_4378.

74



RE E [m] RE N [m] TRE [m] slope [°] Altitude [m] DCC [m]

15.74 -1.35 15.80 6.49 647.94 1743.51

-1.05 -3.62 3.77 2.13 670.52 2655.00

3.92 2.44 4.62 4.35 668.58 1965.42

6.63 2.86 7.22 3.85 653.75 1728.14

-0.28 -6.54 6.54 9.77 677.83 1821.39

3.93 3.28 5.12 13.38 634.71 3094.93

12.69 -14.62 19.36 16.79 1029.32 2812.22

12.79 -2.37 13.01 3.53 710.54 1659.66

11.92 -7.27 13.96 11.43 665.48 1131.24

-3.64 1.63 3.99 5.15 708.24 2283.39

-12.55 -4.07 13.19 11.59 593.01 2615.37

-24.72 -0.07 24.72 3.72 621.59 2653.50

3.42 -6.04 6.94 4.00 701.19 1847.67

0.25 -12.44 12.44 15.53 678.42 1097.12

-7.87 -15.87 17.71 16.00 724.39 2761.96

0.74 5.77 5.82 22.76 686.09 2538.26

-3.70 -11.69 12.26 9.77 722.08 3344.65

3.76 -4.11 5.57 3.48 711.24 1706.41

-14.16 -16.77 21.95 22.26 609.15 3674.14

-0.83 -10.40 10.44 16.64 571.90 2712.67

3.40 8.11 8.79 8.83 601.44 2564.11

-8.76 -1.14 8.84 6.74 698.99 2403.06

-9.35 -12.63 15.71 8.85 673.07 2857.87

2.34 -3.32 4.06 3.62 600.06 1053.17

Mean TRE 10.1

Pearson’s r (TRE vs Slope, Altitude, DCC) 0.3536 0.1752 0.3444

Table 27: Measurements on the ICPs for the image 13e_3207
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RE E [m] RE N [m] TRE [m] slope [°] Altitude [m] DCC [m]

-4.03 -0.79 4.11 2.40 183.86 3545.98

-4.54 0.14 4.54 6.28 310.04 2363.54

-12.00 14.00 18.44 0.29 184.05 5165.27

-10.97 26.29 28.49 0.65 200.05 6944.85

-10.09 18.49 21.07 0.03 181.81 5616.61

6.22 -14.25 15.55 16.84 1133.55 4078.72

-2.26 -2.77 3.57 3.95 486.38 2175.63

3.73 12.88 13.41 8.61 1027.95 3855.71

8.42 10.84 13.72 2.65 693.19 4001.53

-4.91 -1.71 5.21 13.53 680.70 434.71

-7.21 5.09 8.82 32.39 917.48 1691.15

-0.46 -5.24 5.26 5.47 1211.46 2918.13

4.84 8.63 9.90 0.70 690.12 2222.94

5.86 10.33 11.88 1.37 450.27 5916.51

18.62 4.89 19.25 17.87 552.64 5037.21

1.77 0.17 1.77 14.85 527.54 5182.02

Mean TRE 11.56

Pearson’s r (TRE vs Slope, Altitude, DCC) -0.2053 -0.2438 0.6888

Table 28: Measurements on the ICPs for the image 20c_4384
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RE E [m] RE N [m] TRE [m] slope [°] Altitude [m] DCC [m]

18.04 15.08 23.52 21.86 997.16 2651.10

12.70 12.39 17.74 16.63 814.50 621994.42

12.13 14.85 19.17 12.84 824.11 622089.98

10.02 -1.55 10.13 16.82 742.66 623583.15

-0.37 -0.16 0.41 0.11 385.90 622042.87

5.66 6.30 8.47 1.99 379.91 620551.69

-2.91 2.21 3.66 24.22 1327.17 617634.46

0.89 2.37 2.53 14.47 1470.01 617955.66

3.28 3.14 4.54 0.54 380.52 621136.10

15.11 19.59 24.74 19.12 1384.24 624073.61

24.16 33.98 41.70 20.96 1470.56 623112.77

22.91 32.30 39.60 17.00 1504.08 623283.25

19.04 29.06 34.74 11.96 1156.42 621614.79

1.89 0.41 1.94 1.49 387.56 622121.91

0.98 5.88 5.96 0.58 383.43 621151.15

4.23 3.44 5.46 13.46 1322.92 619132.42

-0.61 5.42 5.46 2.47 379.77 620317.02

-0.60 7.19 7.22 0.56 378.28 619507.42

8.15 8.72 11.94 2.78 388.79 621562.24

8.97 5.87 10.72 20.35 473.62 623472.48

-0.50 -3.61 3.64 27.33 583.09 621209.35

-1.05 -4.72 4.84 14.39 1396.76 619956.59

1.50 -0.19 1.51 17.36 1578.30 618130.58

-1.77 -0.99 2.03 24.65 1202.15 620328.05

21.53 10.55 23.98 15.71 1121.77 623819.08

1.61 9.19 9.32 0.18 376.36 619819.62

0.95 1.43 1.72 26.58 1095.35 619208.54

Mean TRE 12.09

Pearson’s r (TRE vs Slope. Altitude. DCC) 0.2194 0.3675 -0.1811

Table 29: Measurements on the ICPs for the image 23_1738
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RE E [m] RE N [m] TRE [m] slope [°] Altitude [m] DCC [m]

6.86 0.91 6.92 22.04 3039.98 2928.96

-2.41 -1.78 3.00 19.52 3156.16 2615.44

-0.77 2.344 2.47 27.97 3118.79 2675.04

-0.22 0.03 0.23 23.57 3327.36 3725.93

hline Mean TRE 3.15

Pearson’s r (TRE vs Slope. Altitude. DCC) -0.3315 -0.9087 -0.4947

Table 30: Measurements on the ICPs for the image 12e_5096

The image 12e_5096 depicts a high mountain area with few recognizable features, and for

this reason only 4 points were chosen as GCPs. For the same reason ICPs and GCPs are

coincident, so the analysis of the displacement could be statistically dependent from this con-

currence.

From the calculated correlation coefficients it is not possible to tell if there is a strong de-

pendence between orography and displacement. In fact, table 30 shows a strong negative

correlation between the altitude of the ICPs and the displacement, in tables 28 and 24 the

same correlation is shown, but weaker. Tables 27 and 29 on the contrary show a weak posi-

tive correlation. The same result emerges from the correlation between the local slope in the

ICPs and their distance from the image centres. However, it is worth noting how the Pear-

son’s r of slope/displacement and altitude/displacement are concordant in sign.

The accuracy of the orthorectified image depends on a set of different factors, such as the

mutual position of the GCPs and respect to the fiducial markers, the digital elevation model

set for the orthorectification.

A process of orthorectification as precise as possible should be performed by placing the

higher number possible of GCPs, then by a process of elimination only the combination of

GCps that yields the lowest RMSE possible should be used for the orthorectification.

During the current study different land features were chosen as GCPs. The less reliable fea-

tures were the one linked to landscape shapes, for instance rocks in vantage points, mountain

peaks and feature linked to hydrography. Although it may seems like these points will not

change their position in relatively small time span, their visibility greatly change depending

on the light condition, on the time of the day and year the aerial picture was taken. Features

linked to the hydrography, such as river bends, gulfs in lakes and so on are mainly shaped

by the water level, even though they are clearly recognizable in different pictures of the same

area.

Man made structures are more reliable, because they are clearly recognizable in different

pictures independently from the light condition, because their regular shape and geometry.

For the current work the position of (mountain huts) was every time set as a GCPs, be-

cause their elongated shape inside open areas are clearly recognizable. Roads intersections

provides another reliable source of GCPs, but it is worth reminding that in the last century

road intersections were massively reshaped, especially for main roads, passing from direct

90◦ crossing to roundabouts or mild angle intersection, making difficult to identify the same

point on the starting picture and target images. However, secondary roads often maintained

the shape of their intersections and it was possible to use them as reliable GCPs. Inner parts

of hairpin bends can be used as GCPs, with the added value of providing valuable GCPs on

steep sides.
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3.2.1 New Tools for the Classification and Filtering of Historical Maps

The following papers present a new method used to enhance the OBIA classification for

some thematic maps, such as historic and cadastral maps. During the current research the

maps of 1859 were manually classified because symbols and markings, typical features of

cadastral and topographical maps interferes with the classification results. For future needs,

a new module in GRASS GIS was developed. This module requires as input the results of

a classification and a category of the classification that the users wants to erase. The pixels

belonging to this category will be replaced iteratively with pixels belonging to the nearest

category. In the case of cadastral maps, the user need to set up classification scheme where

a separate class identifies symbols. The module will blend the ’symbol’ class with the closest

land use category, [125, 46]. The first paper "Object-based image analysis for historic maps

classification" was published in the International Archives of the Photogrammetry, Remote

Sensing and Spatial Information Sciences - ISPRS Archives, volume 42 4W14 in 2019 [125].

The second paper, "New Tools for the Classification and Filtering of Historical Maps" was

published in ISPRS International Journal of Geo-Information, volume 8, in 2019 [46].
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ABSTRACT:

Heritage maps represent fundamental information for the study of the evolution of a region, especially in terms of landscape and

ecologic features. Historical maps present two kinds of hurdle before they can be used in a modern GIS: they must be geometrically

corrected to correspond to the datum in use and they must be classified to exploit the information they contain. This study deals

the latter problem: the Historical Cadaster Map, created between 1851 and 1861, for the Trentino region in the North of Italy is

available as a collection of maps in the ETRS89/UTM 32N datum. The map is a high resolution scan (230 DPI, 24 bit) of the

original map and has been used in several ecological studies, since it provides detailed information not only about land property

but also about land use. In the past the cadaster map has been manually digitized and for each area a set of attributes has been

recorded. Since this approach is time consuming and prone to errors, automatic and semi-automatic procedures have been tested.

Traditional image classification techniques, such as maximum likelihood classification, supervised or un-supervised, pixelwise and

contextual, do not provide satisfactory results for many reasons: map colors are very variable within the same area, symbols and

characters are used to identify cadaster parcels and locations, lines, drawn by hand on the original map, have variable thickness

and colors. The availability of FOSS tools for the Object-based Image Analysis (OBIA) has made possible the application of this

technique to the cadaster map. This paper describes the use of GRASS GIS and R for the implementation of the OBIA approach

for the supervised classification of the historic cadaster map. It describes the determination of the optimal segments, the choice of

their attributes and relevant statistics, and their classification. The result has been evaluated with respect to a manually digitized

map using Cohen’s Kappa and the analysis of the confusion matrix. The result of the OBIA classification has also been compared

to the classification of the same map using maximum likelihood classification, un-supervised and supervised, both pixelwise and

contextual. The OBIA approach has provided very satisfactory results with the ability to automatically remove the background and

symbols and characters, creating a ready to be used classified map. This study highlights the effectiveness of the OBIA processing

chain available in the FOSS4G ecosystem, and in particular the added value of the interoperability between GRASS GIS and R.

1. INTRODUCTION

The availability of long time series for the description of the

evolution the landscape and of the ecologic features of a region

is fundamental (Antrop, 2005) (Tattoni et al., 2017). While the

analysis of historical maps to extend the time span of available

time series has been investigated for some time (Haase et al.,

2007), the number of studies exploiting this possibility is still

limited (Dittrich et al., 2017).

There are several reasons for this: on one hand suitable

historical maps are uncommon, on the other the use of these

maps for use in a Geographic Information System (GIS) system

requires substantial pre processing. For historical maps to

be suitable for landscape and ecological studies, they must

homogeneously cover the study area and feature information

about land use/land cover (LULC) (Cantiani et al., 2016).

These two conditions are seldom met, as most historical maps

have been created for specific purposes and do not carry this

type of information. Even when a suitable map is available, the

pre processing needed to prepare the map for its use in a GIS

can be challenging. In fact, maps must be digitized, reprojected

in the reference system and projection in use, and classified into

LULC classes of interest.

This paper describes a new approach for the semi-automatic

classification of historical maps and the automatic removal of

∗Corresponding author

unwanted artifacts, such as text and symbols on the map. This

approach combines R (R Core Team, 2019) and GRASS GIS

(GRASS Development Team, 2019) capabilities to digitize and

classify an historical map using Object-based Image Analysis

(OBIA). The classification is followed by a tailored filtering

process to remove text strings and symbols from the map.

2. MATERIALS AND METHODS

The main purpose of this research is to develop a

semi-automatic procedure for the classification and

digitalization of historical maps. The procedure has been

set up for the Historical Cadaster Map of the Trentino region

and tested on this map.

Historical cadaster maps have already been used to describe the

evolution of landscape and ecological features in other parts of

Italy (Agnoletti, 2007) and Europe (Forejt et al., 2018), (Skaloš

, Engstová, 2010), but the maps have been always digitized

by manually creating vector areas in a GIS. Even the same

Historical Cadaster Map of the Trentino region has already

been used after manual digitalization (Tattoni et al., 2010)

(Ciolli et al., 2012), but only on a small region. Given the large

area covered by the cadaster map, this approach would be time

consuming and prone to errors.



2.1 Historic Cadaster Map

The Historical Cadaster Map for the Province of Trento has

been created as part of the cadaster map of the Austrian Empire,

under the Royal Imperial Patents of the 23rd of December,

1817 by Francis I, the first Emperor of Austria (Buffoni et

al., 2016). The reference network has been established in

the Trentino region between 1851 and 1855 (Servizio Catasto

della Provincia Autonoma di Trento, 2019a), with the complete

survey carried out between 1855 and 1861 (Buffoni et al.,

2016).

The purpose of this map is not only the geometric description of

objects and property boundaries, but also the representation of

LULC, with particular attention to different agricultural uses,

and natural boundaries. This maps is therefore suitable for

the analysis of landscape and ecologic features, since LULC

patches can be recognized.

The original maps, 52,68 x 65,85 cm wide, covering 288 ha,

have been digitized at 230 DPI, 24 bit color depth, and the

complete map for the Trentino region is available as a set

of JPEG images (Servizio Catasto della Provincia Autonoma

di Trento, 2019b). Each image contains one of the 13297

original single map sheets or one of the map mosaics; files have

dimension between 5 and 8 Mb each. They are accompanied

by a JGW world file with coordinates in the ETRS89/UTM

32 N (EPSG 25832) datum. Additional material, such as

surveying maps, cadastral borders descriptions, pictorial and

geometric drawings, cadastral monographies and triangulation

points are available on a dedicated web site (Servizio Catasto

della Provincia Autonoma di Trento, 2019a).

The digital map is available under the Creative Commons

Attribution 4.0 license (OPENdata Trentino, 2019).

All tests have been carried out on the map sheets 22 03,

22 04 and 22 05 of the Comune catastale di Cunevo (Cadaster

municipality of Cunevo) because they are representative of all

the possible combinations of classes and objects sizes. Map

sheet 22 05 is shown in figure 1: all successive images and

tables refer to this map.

Figure 1. Map sheet 22 05 of the Comune catastale di

Cunevo used for the tests.

2.2 Geo-referentiation

Digital maps available at (Servizio Catasto della Provincia

Autonoma di Trento, 2019b) are already geo-referenced

in the ETRS89/UTM 32 N (EPSG 25832) datum. The

geo-referentiation has been carried out by the Servizo Catasto

(Cadaster Service) of the Provincia Autonoma di Trento using

the four corners of each sheet, whose ETRS89/UTM 32 N

coordinates have been previously determined. Coordinates

accuracy is of 5-10 m, but can be improved locally by applying

a successive transformation using local Ground Control Points,

achieving a 1-2 m accuracy (Revolti, R., 2017). The ground

resolution of the map is around 0.32 m.

2.3 Classification

The classification of historical maps is usually performed by

visual interpretation and manual classification, see e.g. (Statuto

et al., 2017) (Forejt et al., 2018). This requires the manual

digitalization of each parcel boundary and the input of the

parcel number and LULC class. This approach is not only time

consuming but also prone to errors:

1. boundary location can be subjective and dependent on the

scale/zoom level used during the digitalization

2. errors can be made performing a repetitive task

3. wrong LULC classes can be assigned

4. topology errors are frequent, in particular with overlapping

polygons or gaps between them

These errors can be partly removed by adding post-processing

steps to the procedure, but an automatic or semi-automatic

approach would avoid many of these problems altogether.

The classification of the cadaster historical map has been

carried out using the image classification methods available in

GRASS:

1. Maximum Likehood Classification (MLC)

(a) unsupervised

(b) supervised

(c) supervised contextual

2. Object-based Image Analysis (OBIA)

The first approach has already been tested for other maps

(Ferretti et al., 2018) with unsatisfactory results and is used

in this study only as a reference to evaluate the classification

step of OBIA. For this reason it will not be described in detail.

The output maps of the unsupervised MLC, supervised MLC

and supervised contextual MLC are shown in figures 2, 3 and 4

respectively for the LULC classes of table 1; colors for classes

have been chosen to mimic the colors on the original map. Note

that for unsupervised MLC it has not been possible to find a one

to one correspondence between classes on the map and LULC

classes of table 1. Classes 6 (Black strings and symbols) and 10

(Red strings and symbols) are used to identify text and symbols

on the map and will be filtered in the final map.

An assessment of the performance of MLC is reported in table

3.

2.4 Object-based Image Analysis

OBIA consists in the creation on the image of “segments”

(homogeneous areas) whose radiometric and geometric features

are used to classify them. This approach is available in GRASS

(Grippa et al., 2017) though a set of add-on modules. The

procedure is accomplished in two steps: segment creation and

classification.



Class Description
1 Forest
2 Crop land
3 Meadow
4 Pasture
5 Buildings
6 Black strings and symbols
7 Roads
8 Boundary lines
9 Gardens and courts
10 Red strings and symbols

Table 1. LULC classes used for MLC

Figure 2. Classified map for unsupervised MLC -

particular.

Figure 3. Classified map for supervised MLC - particular.

2.4.1 Segmentation Segment creation in GRASS is

performed by the i.segment module. The region growing image

segmentation approach has been used in this study, but mean

shift image segmentation is also available using the same

module.

The region growing algorithm is controlled by two parameters:

a similarity threshold, which controls the maximum difference

of cells in a segment, and the minimum number of cells in a

segment, smaller segments are merged. Both parameters have

a fundamental role in determining the outcome of the segments

creation and therefore of the map classification. The minimum

number of cells in a segment can be set by determining the

Figure 4. Classified map for contextual supervised MLC -

particular.

smallest object that must be classified on the map, while the

similarity threshold can be chosen empirically, trying different

values and evaluating the result.

GRASS implements another approach in the i.segment.uspo

add-on module (Grippa et al., 2017), which performs an

unsupervised segmentation parameter optimization (USPO),

indicating the best segmentation as the one maximizing the

F function described in (Johnson et al., 2015). Tests for the

cadaster map indicate optimum values for the threshold of

0.05 and a minimum number of cells in a segment of 10,

corresponding to a value F = 1.827. However, an analysis

of the size of the smallest objects on the map has suggested

to increase the minimum number of cells to 25, while the

threshold has been raised to 0.1 to avoid the creation of a large

number of spurious small segments mostly due to artifacts

imputable to JPEG compression. Higher threshold values

would hinder the correct classification of small letters and

symbols.

A particular of the segmentation of the test map for a threshold

value of 0.1 and a minimum number of cells in a segment of 25

is shown in figure 5.

Figure 5. Segments for threshold value of 0.1 and

minimum number of cells in a segment of 25 - particular.

2.4.2 Classification Segments have been classified into the

12 LULC classes (table 2) on the map using the GRASS





Figure 9. Classified map for supervised MLC after text

and symbols removal - particular.

Figure 10. Classified map for contextual supervised MLC

after text and symbols removal - particular.

Figure 11. Classified map for OBIA and BWWV after

text and symbols removal - particular.

to determine the best value for the neighborhood size for the

filter depending on the image.

3. RESULTS

To check the results of the classification, 96 areas have been

manually digitized on the map. Eight areas have been created

for each of the 12 categories: 4 areas of the first 10 categories

have been used for training the supervised and supervised

contextual MLC, the other 4 have been used to evaluate the

overall accuracy and Cohen’s Kappa parameter. Areas of the

last 2 categories have been used to assess the overall accuracy

and Cohen’s Kappa parameter for the OBIA output maps.

Results for the 3 MLC classifiers and 4 voting systems for

OBIA are reported in tab 3.

Classifier OA Kappa
Unsupervised 67.9% 0.473

MLC Supervised 97.6% 0.960
Supervised Contextual 98.7% 0.978

SMV 98.7% 0.978
OBIA SWV 99.0% 0.983

BWWV 99.0% 0.984
QBWWV 99.0% 0.984

Table 3. Overall accuracy and Coen’s Kappa for different

classifiers. OA: Overall accuracy. MLC: Maximum

Likehood Classification. OBIA: Object-based Image

Analysis. SMV: Simple Majority Vote. SWV: Simple

Weighted Vote. BWWV: Best Worst Weighted Vote.

QBWWV: Quadratic Best Worst Weighted Vote.

Table 3 shows how OBIA using BWWV and QBWWV voters

achieves the highest values of overall accuracy and Cohen’s

Kappa. LULC maps are also more uniform, while all maps

from MLC contain fragmented areas. Note that the last

two voting systems, Best Worst Weighted Vote (BWWV)

and Quadratic Best Worst Weighted Vote (QBWWV), assign

exactly the same votes, therefore the resulting classified map,

the overall accuracy and Kappa are the same.

The overall accuracy and Cohen’s Kappa parameter have been

evaluated again after strings and lines removal (table 4), having

removed classess 6 (Black strings and symbols), 10 (Red strings

and symbols), 11 (Black lines) and 12 (Red lines).

Classifier OA Kappa
Unsupervised 68.0% 0.471

MLC Supervised 98.0% 0.968
Supervised Contextual 99.5% 0.991

SMV 98.7% 0.978
OBIA SWV 99.0% 0.983

BWWV 99.0% 0.984
QBWWV 99.0% 0.984

Table 4. Overall accuracy and Coen’s Kappa for different

classifiers after strings and lines removal. OA: Overall

accuracy. MLC: Maximum Likehood Classification.

OBIA: Object-based Image Analysis. SMV: Simple

Majority Vote. SWV: Simple Weighted Vote. BWWV:

Best Worst Weighted Vote. QBWWV: Quadratic Best

Worst Weighted Vote.

Values for maps from OBIA classifiers do not change, because

no segment in the remainig 9 classes were (mis)classified as

one of the 4 removed classes: 6 (Black strings and symbols), 10

(Red strings and symbols), 11 (Black lines) and 12 (Red lines).

As expected, Kappa and OA improve slightly for MLC, mainly

because of the removal of pixels of classes 6 (Black strings and

symbols) and 10 (Red strings and symbols) in the test areas.



Confusion matrixes for Supervised Contextual MLC and OBIA

Best Worst Weighted Vote (BWWV) classifiers are reported in

tables 5 and 6.

Tables 5 and 6 show that both Supervised Contextual MLC

and OBIA are able to correctly classify “Forst”,“Meadows”,

“Pasture” and “Boundaries” classes, with a slightly better

result for Supervised Contextual MLC for the “Pasture”

class (99.99% vs 98.44% accuracy) and for OBIA for the

“Boundaries” class (100% vs 99.76% accuracy).

Supervised Contextual MLC outperforms OBIA for the “Crop

land” class, 99.98% vs 90.3% accuracy: this is mostly due to

one single parcel of the “Gardens” class (figure 12), which has

been misclassifed because it has been made part of a larger

segment correctly classified as “Crop land” (figure 13).

Figure 12. Garden parcel, in the center in light grey,

containing a darker grey rectangle, which is misclassified.

The extension of one of the check area for the “Gardens”

class is shown in yelllow.

Figure 13. Classified segments for BWWV voter, the

garden parcel of figure 12 is misclassified as “Crop land”

beacuse it has been merged in a single segment with crop

land parcels. The extension of one of the check area for

the “Gardens” class is shown in yelllow.

OBIA performance clearly surpass Supervised Contextual

MLC for the “Buildings” class, 98.43% vs 55.89% accuracy,

where the color on the map, red, is the same as that used for

“Boundaries”: OBIA classifiers are able to discriminate using

the geometric features of the segments, whereas Supervised

Contextual MLC uses only pixel values and neighborhood

classes. A similar situation occours for the “Road” class,

where taking into account geometric features allows OBIA

to reach a 98.56% accuracy, while similar colors lead to the

misclassification of 6.71% of the “Road”surface as “Forest”

for the Supervised Contextual MLC, limiting its accuracy to

92.29%.

OBIA classifiers incorrectly identify 7.16% of the area of the

“Boundaries” class as belonging to the “Gardens” class: some

segments are misclassified as “Gardens” because the JPEG

compression adds a line of lighter colored pixels, whose color

is very similar to color for pixels the “Gardens” class, between

the two tones of red of the boundary line (figure 14) .

Figure 14. Light tones between two red tones of the

boundary line. The extension of one of the check area for

the “Boundaries” class is shown in yelllow.

Many misclassifications are due to artifacts introduced by the

JPEG compression, the access to the original uncompressed

images is currently under negotiation. The application of the

procedure to the original images should enhance the result, but

tests must be carried out to quantify the benefit of using images

encoded in a loseless format.

4. CONCLUSIONS

The OBIA approach has proved effective for the

semi-automatic digitalization and classification of the

Historical Cadaster Map for the Province of Trento.

Special care must be used when choosing the training points,

in particular all LULC must be sampled. For the correct

classification of text and symbols, it is fundamental to place

some training points in the space inside the characters, such

as the inner space for the “o” letter, and the symbol drawings,

because the classifier must be trained to recognize segments in

these spaces as not belonging to the characters and symbols

class. At the same time, the similarity threshold and the

minimum number of cells in a segment must be carefully

chosen to balance the need of properly classifying text with

the aim of avoiding the creation of a large number of small

segments which can undermine the classification step and lead

to fragmented maps.



Reference
Classes Forest Crop land Meadows Pasture Buildings Roads Boundaries Gardens
Forest 100 0 0 0 0 6.71 0 0.06

Crop land 0 99.98 0 0 0 0.87 0 0
Supervised Meadows 0 0 100 0 0 0 0 0
Contextual Pasture 0 0 0 99.99 0 0 0 0.10

MLC Buildings 0 0 0 0 55.89 0 0.24 0
Roads 0 0.02 0 0 0 92.29 0 0.02

Boundaries 0 0 0 0 44.11 0 99.76 0
Gardens 0 0 0 0.01 0 0.12 0 99.83

Table 5. Confusion matrix for Supervised Contextual MLC. Values are percentages of the reference test set

(column-based normalization), producer accuracy can be read on diagonal values.

Reference
Classes Forest Crop land Meadows Pasture Buildings Roads Boundaries Gardens
Forest 99.97 0 0 0 0 1.09 0 0

Crop land 0 90.63 0 1.56 0 0 0 2.43
Meadows 0.02 0 100 0 0 0 0 0

OBIA Pasture 0 0 0 98.44 0 0 0 1.38
BWWV Buildings 0 0 0 0 98.43 0.35 0 0

Roads 0.01 0 0 0 0 98.56 0 0
Boundaries 0 1.05 0 0 1.57 0 100 7.16

Gardens 0 8.32 0 0 0 0 0 89.02

Table 6. Confusion matrix for OBIA Best Worst Weighted Vote (BWWV). Values are percentages of the reference test

set (column-based normalization), producer accuracy can be read on diagonal values.

The procedure for text strings and symbols removal is operative

and very simple to apply, thanks to the creation of a dedicated

GRASS add-on module, which will be made available after the

current testing phase.

One of the advantages of OBIA is the possibility of creating a

training map of points, instead of areas as for the supervised

MLC, simplifying the process. Moreover, the training map

created for a map sheet or image can be usually applied to

other map sheets or images of the same dataset, with a clear

advantage, especially or large datasets. In the case of the

cadaster historical map for the Province of Trento this is a

huge asset, as the dataset contains 13297 map sheets and its

classification can be performed in a batch process.

The use of GRASS GIS (GRASS Development Team, 2019)

provides a clear advantage for the possibility of rapid

development of new procedures and modules (Preatoni et

al., 2012), its direct connection with R, and the ease of

the dissemination of the results, in particular for educational

purposes (Ciolli et al., 2017).

The digitalization of the Historical Cadaster Map of the

Trentino region is part of a wider project (Gobbi et al., 2019)

which aims to build a dataset containing a large number of

digital maps, created from historical maps and historical aereal

images (Gobbi et al., 2018), covering a long time span for the

Trentino region, as a base for the study of the landscape and

ecologic evolution of the area. In particular, the application of

this technique to the 1936 Italian Kingdom Forest Map (Ferretti

et al., 2018) is planned in the next future.
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Abstract: Historical maps constitute an essential information for investigating the ecological and

landscape features of a region over time. The integration of heritage maps in GIS models requires their

digitalization and classification. This paper presents a semi-automatic procedure for the digitalization

of heritage maps and the successive filtering of undesirable features such as text, symbols and

boundary lines. The digitalization step is carried out using Object-based Image Analysis (OBIA) in

GRASS GIS and R, combining image segmentation and machine-learning classification. The filtering

step is performed by two GRASS GIS modules developed during this study and made available as

GRASS GIS add-ons. The first module evaluates the size of the filter window needed for the removal

of text, symbols and lines; the second module replaces the values of pixels of the category to be

removed with values of the surrounding pixels. The procedure has been tested on three maps with

different characteristics, the “Historical Cadaster Map for the Province of Trento” (1859), the “Italian

Kingdom Forest Map” (1926) and the “Map of the potential limit of the forest in Trentino” (1992), with

an average classification accuracy of 97%. These results improve the performance of classification

of heritage maps compared to more classical methods, making the proposed procedure that can be

applied to heterogeneous sets of maps, a viable approach.

Keywords: heritage maps; image classification; OBIA; map filtering; GRASS GIS

1. Introduction

Historical maps are available in many nations and regions of the world, and represent an

invaluable source of information in many fields [1,2].

Depending on the purpose for which the maps were conceived, historical maps are typically

reliable in terms of precision and spatial accuracy, thus they can usually be compared to modern maps

not only to make qualitative assessments but also to quantify the changes that have occurred in the

ISPRS Int. J. Geo-Inf. 2019, 8, 455; doi:10.3390/ijgi8100455 www.mdpi.com/journal/ijgi
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past [3,4]. For example, in ecological studies, it is widely recognized that past land use affects present

biodiversity distribution and status [5–8], ecosystem service provision [9] and traditional ecological

knowledge [10]. Thus, the present structure and the ecological dynamics of the landscape in an area

can be understood only having a profound knowledge of the land use changes previously occurred

in the region [4]. In addition, the interpretation of many of the results of contemporary ecological

analyses, including those obtained with field sampling, is more robust if considered in a framework

that includes past landscapes, underlining the importance of historical maps [11]. The same concepts

can be applied to many other disciplines or study areas like urban studies [12], geomorphology [13],

planning [14], social science and economic studies [15], anticipation [16] and history [17].

The use of GIS to spatially reconstruct past landscape changes during long periods by comparing

historical geographical data has been sharply increasing in the last few decades and different

approaches can be found in the literature dealing with different map scales and time extents [10,18,19].

The vast majority of this research relies on satellite imagery, aerial photographs and historical maps,

the latter being often the oldest documents available. Landsat images can date back to the 1970s,

aerial photographs at the national scale are sometimes available from the 1940s, although occasionally

single aerial photographs taken in earlier periods can be found. However, historical maps are the only

material that cover pre “remote sensing era” and can provide information from several past decades

or centuries back [3].

Before their use in a GIS, historical maps must be digitized, georeferenced, classified and possibly

post processed to filter unwanted features [20]. The digitalization of historical maps is usually carried

out manually by one or more operators who basically redraw the boundaries of the map and assign a

value to the features: this is time-consuming and prone to error tasks [3,4]. A rather comprehensive

list of challenges in the segmentation and classification of printed map can be found in [20,21]. Most

of the applications of these approaches have been developed for a specific set of maps or to extract

a specific land cover class [22]. This work aims to a more general extraction of land use/land cover

(LULC) classes from maps with very different features. Together with thematic maps created from

orthoimages [23] will form a comprehensive dataset (Trentinoland) for the study of the forest landscape

evolution in the last few centuries [24] in the Italian region of Trentino. Several techniques are available

for text extraction from printed documents [25], but they focus on the development of effective

document processing methods rather than map categories’ preservation.

This paper presents new map classification and filtering procedures based on Object-based Image

Analysis (OBIA) that have been implemented using GRASS GIS [26], developing new techniques

and software modules for text and symbol removal. GRASS GIS is the leading GIS Free and Open

Source Software (FOSS), used in research and education [27]. Its availability under the GNU GPL

license allows for the modification and adaptation of its code to a wide range of GIS applications; see,

e.g., [28–30].

The paper is organized as follows: Section 2 describes the maps used in the tests, Section 3 outlines

the processing steps for the map digitalization and the state of the art, Sections 4 and 5 illustrate the

segmentation and classification procedures, Section 6 describes the text removal method and its testing,

Section 7 reports the results of the tests and the conclusions and future developments are presented in

Section 8.

2. Test Maps

Three different maps have been used to test the effectiveness of the approach to historical map

digitalization proposed in this paper. These maps have been chosen because they represent typical

situations encountered when dealing with historical maps: the “Historical Cadaster Map for the

Province of Trento” is a 19th century hand-drawn map, the 1936 “Italian Kingdom Forest Map” is a

hand-drawn map on a printed base, and the 1992 “Map of the potential limit of the forest in Trentino”

is a printed map.
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The Historical Cadaster Map for the Province of Trento (Figure 1) is based on the Second Military

Survey of the Habsburg Empire [31], continuing the mapping effort started with the Royal Imperial

Patents of the 23rd of December of 1817 by Francis I, the first Emperor of Austria [32,33]. The survey for

the Trentino (South Tyrol) region has been carried out between 1855 and 1861 [33,34], using a projection

system centered at the Pfarrturm in Innsbruck. While its main purpose is mapping property boundaries,

the map contains not only the geometric description of the land units but also a representation of

natural boundaries and LULC, with specific distinction between agricultural uses. The map consists

of 13,297 map sheets approximately 52.68 × 65.85 cm wide, each covering 288 ha. They have been

digitized at 230 DPI, 24 bit color depth, with file sizes between 5 and 8 MB, georeferenced in the

ETRS89/UTM 32 N (EPSG 25832) datum and made available as a set of JPEG images [35], with JGW

word files, under the Creative Commons Attribution 4.0 license [36]. The ground resolution of the

digital map is around 0.32 m.

Map geo-referentiation has been performed by the Cadaster Service (Servizo Catasto) of the

Provincia Autonoma di Trento using the four corners of each sheet as Ground Control Points (GCPs),

whose ETRS89/UTM 32 N coordinates have been previously determined. This process has achieved

an accuracy of 5–10 m, but it is possible to improve it locally, up to 1–2 m [37], by applying a successive

transformation using local GCPs. Supplementary information about the map and the underlaying

survey, such as surveying maps, cadastral borders descriptions, pictorial and geometric drawings,

cadastral monographs and triangulation points can be found on the HistoricalKat web site [34].

Sheet 385_11 Particular

Figure 1. Map sheet 385_11 (“Comune catastale di Terlago”) of the Historical Cadaster Map of the

Province of Trento.

The 1936 Italian Kingdom Forest Map (IKFM, “Carta Forestale della Milizia Forestale del Regno

d’Italia del 1936”) [38] (Figure 2) represents the forest extent and main species composition in the

whole Italian territory and parts of some surrounding countries in 1936 [3]. It is composed of 276

sheets hand-drawn on a printed 1:100,000 scale map. The base map is the Italian official map of

the time, developed by the Istituto Geografico Militare Italiano (IGMI, Italian Military Geografic

Institute). Ground surveys and field sampling have originally been carried out on 1:25,000 maps and

later transferred to the 1:100,000 maps. The original sheets have been scanned with a resolution of 400

DPI, resulting in 6650 × 5900 pixels images saved as TIFF files, approximately 112 MB each. The map

has been geo-referenced in the Italian national Rome 40 datum with Gauss-Boaga projection, in the

east or west zone (EPSG 3003 and 3004) depending on the location of the map sheet. The accuracy of

the coordinates has been estimated to be around 30 m, ground pixels size is around 6.5 m [3].

The IKFM categories describe species composition and silvicultural system with three macro

categories (conifers, broadleaves and “degraded forests”) and eight different categories, with some
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sub-categories related to forest system features for broadleaves. The main categories are Resinose

(Conifers), Faggio (Beech), Rovere e Farnia (Sessile oak and English oak), Cerro (Turkey oak), Sughera

(Cork oak), Castagno (Chestnut), Altre specie o misti (other species or mixed wood), and Boschi

degradati (Degraded forest). Details about forest classification in the IKFM can be found in [3].

Forest areas have been manually digitized in a previous project, creating approximately 63,000

vector polygons. The map, both in raster and vector format, is available on a dedicated web site [3],

with a WebGIS interface, under the Creative commons Attribution—Version 3.0 license.

Map sheet Particular

Figure 2. Map sheet of the 1936 Italian Kingdom Forest Map.

The “Map of the potential limit of the forest in Trentino” (MPLFT, “Carta del limite potenziale

del bosco in Trentino”) [39] (Figure 3) is a map published in 1992 by the Forest, Hunting and Fishing

Service (Servizio Foreste Caccia e Pesca) of the local government (Provincia Autonoma di Trento) in

Trentino. It is based on ground surveys carried out between 1987 and 1990 and represents forest areas

as polygons. Colored polygons have been printed with transparency on the 1:50,000 IGMI color map.

The original map is divided into small 23 × 23 cm sheets printed in colors using halftones.

The map sheets have been digitized with 600 DPI resolution and saved as TIFF files, approximately

60 MB each. The images have been geo-referenced using the coordinates of the kilometric grid

markings as GCPs, in their original ED50/UTM32N datum (EPSG 23032). Ground pixel size is 2.12 m.

The geo-referentiation process estimates an accuracy of the coordinates of 0.6 m, higher than the limit

due to the map scale. The map contains four classes: forest area (green), real potential [forest] area

(red), excluded potential [forest] area (orange) and area beyond the upper [forest] limit (yellow).

Specific classification methods, based on the application of an inverse halftoning scheme and a

classifier, have been developed for maps containing halftones [40], but tests described in this paper

show that, with a proper choice of segmentation parameters and training points, it is possible to

achieve satisfying results using OBIA.
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Map sheet Particular

Figure 3. Map sheet of the “Map of the potential limit of the forest in Trentino”.

One test sheet has been selected for each map, covering roughly the same area around the

village of Terlago, a few kilometers east of Trento, Italy. This area has been chosen because most

of the categories are present on the three maps, with a complex background which includes lakes

and villages.

3. Historical Map Digitalization

Map digitalization aims to create a vector or raster map reproducing geographic features

represented on a map image. The transformation from image to map allows for the application

of GIS methods to extract, combine and process the information provided by the map.

Unless the map image is already available in digital form, the first step in this process is the

scanning of the map, where parameters such as geometric (spatial sampling rate on the paper

map) and radiometric (bit depth) resolution, contrast, and brightness, influence the resulting digital

image properties. The scanning process can also introduce geometric distortions. The second step

consists of the map georeferentiation in the datum used for the processing. Different approaches

are possible [41,42], and the resulting geometric distortions must be evaluated to assess the spatial

accuracy of successive processing [43]. Maps used in this work are already available as georeferenced

images, therefore these processing steps are not discussed here. The maps have been digitized using

different parameters (datums, scan resolution, etc.) because the process has been carried out by

different organizations for different purposes. This fact allows for testing the classification and filtering

procedure on maps with different features.

Finally, geographic features must be identified and classified. Different techniques have been

developed: histogram thresholding, color space clustering, edge detection, region-based approaches,

artificial neural networks and semantic segmentation [20,44]. Aiming to extract LULC classes from

maps with very different features, the OBIA technique has been used for the classification, with the

segmentation of the maps using a region-based approach and successive segment classification using

machine learning. This approach differs from histogram thresholding and color space clustering

because, in these methods, spatial contiguity is not explicitly taken into account, from edge detection

techniques for the fact that they require an additional classification step and are usually performed

for gray-scale images, while neural network–based and semantic segmentation approaches require

extended training time and must be specialized for each specific type of map.

The flowchart of the processing chain of the proposed procedure for the classification and filtering

of historical maps is comprised of the following steps (Figure 4): optimal segmentation parameters

determination, segmentation, training set creation, classification, filtering and performance evaluation.
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Figure 4. Flowchart of the classification and filtering procedure.

4. Segmentation

Map digitalization can be achieved with different approaches to perform an LULC classification

of a digital map:

• Pixelwise, an algorithm classifies every single pixel of the image in an LULC category, using its

spectral signature;

• Object oriented, an algorithm creates “objects”, or cluster of adjacent pixels with a similar spectral

response, and then classifies the objects using their geometric and spectral features.

Both of these approaches have been extensively discussed in the literature, proving their

effectiveness and viability [45]. The choice of the family of the algorithm should be driven by the

resolution of the image or, in other words, what can be identified as an object on the image. In the

case of high resolution aerial images (pixel sizes of centimeters or meters), a building, a road or a

single tree are “objects” defined by a set of pixels part of the same structure. As the resolution gets

coarser (e.g., Landsat imagery with 30 m resolution), single objects become composed by less and less

pixels, until the dimension of the pixel itself becomes greater than the single object [46]. In the case of

high resolution images the pixelwise and object oriented approaches are both viable, but, for lower

resolution, a pixelwise approach is preferable [47].

The combinations of scan resolutions and original map scales of the historical maps studied in the

current work result in objects such as buildings and roads, but also text and symbols, to be represented

by a number of pixels large enough to use an object oriented approach. This choice is supported by

the comparison between object oriented classification and maximum likehood classification for a map

sheet of the cadaster map reported in [48].
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The first step in this approach is the creation of the objects themselves. Areas on the image

corresponding to objects are called segments and their creation is called segmentation. This is achieved

by using GRASS GIS i.segment module, which can perform the segmentation of an image using two

different approaches: a region-growing algorithm, used in this study, or a mean-shift algorithm [49].

Segmentation is the first step in the processing sequence that composes OBIA classification, and

its results affect all the further analysis; therefore, it must be carefully calibrated. Ideally, the result of

the segmentation creates a map where each segment corresponds to a geographical object on the map.

The region-growing algorithm used in this study requires two input parameters: a threshold value

and a minimum size value.

The threshold parameter, ranging between 0 and 1, defines the value of the (normalized) similarity

below which neighbor pixels are considered part of the same segment. Lowering the threshold value

makes the segmentation algorithm more sensitive to radiometric changes; for a threshold value of

0, the segmented maps are identical to the original maps since each pixel is considered a distinct

object [50]. A threshold value of 1 creates a single segment for the whole image, since all pixels are

considered similar. The minsize value is the minimum area in a pixel of a single segment [50]; smaller

segments are merged. It must be chosen small enough to allow the recognition of small objects but not

too small to avoid the division of larger objects into small segments that can cause problems during

the classification step.

Usually, the goodness of a segmentation is evaluated by the user with a visual assessment [51].

The problems with this approach are its subjectivity, which makes it difficult to quantify the result

quality, especially considering that a single image can contain more than a billion segments [51], and the

impossibility of its use in an automatic procedure. Different objective approaches have been developed

to avoid these problems, the solution described in [51] and implemented in GRASS’ i.segment.USPO

(Unsupervised Segment Parameter Optimization) module [52] has been used here. The module

provides an indication of the best combination of the threshold and minimum size parameters among

all their combinations chosen by the user indicating a search interval and step for each parameter. The

performance of the segmentation is evaluated using two indexes, intra-object variance weighted by

object size (VW) spatial autocorrelation (SA) [53]: VW measures the the homogeneity of the segment

and SA measures the difference between neighbor objects in terms of spectral response. The ideal

segmentation process should lead to a result where both of these indexes are at a maximum.

The algorithm used by i.segment.USPO normalizes VW and SA as follows [51]:

F =
Xmax − X

Xmax − Xmin
, (1)

where X represents either VW or SA, and F(X) is the normalized value of the analyzed index. A high

value (close to 1) for normalized VW indicates undersegmentation, i.e., segments are larger than objects

on the map, while a high value of normalized SA indicates the opposite effect, or oversegmentation,

i.e., segments are smaller than objects on the map. The module calculates a synthetic “overall goodness”

index either as a simple sum of the normalized VW and SA parameters [53] or as a function of the

twos [54]:

F = (1 + α
2)

ASnorm × VWnorm

α
2 × ASnorm + VWnorm

. (2)

F is a normalized function varying from 0 to 1, with 0 indicating a poor quality and 1 a good

quality segmentation, while α is a parameter set by the user to control the relative weight of SA

and VW [51]. While this index is effective in giving an unsupervised indication of the goodness of a

segmentation, the authors of the i.segment.USPO module recommend a visual check of the segmentation

results, especially in those areas where the objects represented are small, e.g., single trees in a wide

open area, to check the consistency of the final segmented map [51]. The use of i.segment.USPO can

be computationally intensive, since the module creates all the segment maps with all the possible
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parameter combinations indicated by the user: for this reason, it is possible to perform the test on sub

regions, selected as representative of the whole image.

For the test maps described in Section 2, the minimum segment size has been chosen to be

smaller than the smallest symbol (Table 1), since the correct separation and classification of text

and symbols is a fundamental requirement for their successive elimination described in Section 6.

This approach inevitably leads to oversegmentation of some area, but this effect is preferable to

undersegmentation [55,56] because the first situation can be corrected during the classification step,

contrary to the latter. The optimal threshold values have been determined applying the i.segment.USPO

with fixed minimum segment size to a region of each image where all the combinations of colors and

shapes are present.

Table 1. Values of the optimized segmentation parameters for the test maps. Minsize in pixels.

The optimization criteria is the sum of the normalized intra-object Variance Weighted by object size

(VW) and Spatial Autocorrelation (SA) parameters described in Section 4.

Map Threshold Minsize Optimization Criteria

Cadaster 0.06 20 1.283

IKFM 0.03 20 1.077

MPLFT 0.03 60 1.340

5. Classification

The second step of the OBIA is the classification of the segments. The supervised approach

requires the creation of a training map containing a set of training areas representative of the LULC

classes to be recognized. While it is possible to use any vector map containing areas, a procedure has

been set up so that training points instead of areas are used: the information about the LULC class is

transferred from each training point to the segment it falls into. The advantage of this approach is that

manually digitizing points instead of areas is remarkably faster and the process uses the geometry

of the segments created automatically. Furthermore, the process is independent from the segments

configuration, which can change if different parameters’ values are used in the segmentation step,

for example while testing the procedure.

The creation of vector segments and the evaluation of their radiometric and geometric features is

performed in GRASS by the i.segment.stats module [57]. Radiometric statistics include, for each image

band: min, max, range, mean, mean of absolute values, standard deviation, variance, coefficient of

variation, sum, sum of absolute values, first quartile, median, third quartile and the 90th percentile.

For the classification of the test maps, the mean, median, variance, first quartile and third quartile

have been used. Geometric attributes, calculated via the r.object.geometry module [58], include area,

perimeter, fractal dimension (FD), compact square (CS), and compact circle (CC), are described as:

FD = 2 ×
log(perimeter)

log(area + 0.0001)
, (3)

CS = 4 ×

√
area

perimeter
, (4)

CC =
perimeter

2 ×
√

π × area
. (5)

Only the fractal dimension, square ratio and circle ratio have been used for the classification of

the test maps because shape, rather than size, discriminates between segments belonging to different

LULC classes in these maps (Figure 5).
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Figure 5. Details of the segments map for the cadaster map: the two segments in yellow, corresponding

to a building and a road section, have similar area and perimeter but different shape; therefore, fractal

dimension, square ratio and circle ratio facilitate their correct classification.

The training map is created extracting the segments containing training points and assigning

them their LULC class.

The final step for the classification is performed by the GRASS module v.class.mlR, which

combines GRASS and the R Caret library [59]. Five different classification techniques have been

used: k-nearest-neighbor classifier (k-NN), naive Bayesian classifier (NB), support vector machine

(SVM), multi-layer perceptron (MLP) and decision tree (DT). Each classifier assigns (“votes”) each

segment to an LULC class according to the descriptive parameters of the LULC classes provided by

the training areas [60]. Discordance is possible between the classifiers; therefore, a voting method is

applied [60]:

• Simple Majority Vote (SMV): all the classifiers have the same authority and the decision on the

LULC class of an object is determined by a majority vote;

• Simple Weighted Vote (SWV): the weight of the vote of each classifier in the decision process is

proportional to its accuracy in the identification of the class of the training areas;

• Best-Worst Weighted Vote (BWWV): as in the SWV process, all the classifiers are ranked according

to their accuracy; the worst voter is excluded from the voting process;

• Quadratic Best-Worst Weighted Vote (QBWWV): as in BWWV, but the weights of the best voters

are squared in order to give them more authority.

All the voting methods have been used for the classification of the test maps and the best one

has been selected by ranking the classification generated by the different voters according to their

overall accuracy and Cohen’ Kappa values, evaluated against a reference map using the r.kappa GRASS

module. The classes corresponding to text, symbols and boundary lines have been removed in the

final digitized maps.

6. Text and Symbol Removal

Text and symbol recognition techniques on images, technical drawings and maps have been

researched for a long time [61], but new approaches have been proposed in recent years [21,25,62].

The general problem of text/non-text separation is relevant for a wide range of documents, such as

manuscripts, images and video, in every situation in which a semantic analysis is used to index and

rank them. Text/non-text separation is usually performed by the classification of features on the image
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in text and non-text classes. This classification can be done at the pixel level, using only the radiometric

information, or at feature level, using radiometric and morphological, shape-based, information [25].

The latter approach allows the use of additional information, such as texture, which can be derived

from pixels’ radiometric information.

For images and video text/non-text, separation is performed with a step-wise approach, which

separates text detection and recognition phases, or an integrated approach [63]. The first method

uses segmentation to extract features belonging to strings, while integrated techniques use characters

recognition procedures.

Text/non-text separation for technical drawings and for maps presents some common

characteristics, but for drawings the focus is on the detection of symbols, their localization and the

identification of their connections [64] after image binarization, with the creation of specific tools [65].

A survey of techniques for text/non-text separation on maps can be found in [25]: methods

described there are mostly based on the combination of pixelwise classification and thresholding

and the application of filter rules based on a priori knowledge of the morphological features of the

characters, symbols and lines to recognize. Other approaches include binarization and template

matching [66,67], “text areas” detection and the application of standard optical character recognition

(OCR) software [68], or the use of a tailored connected component analysis and segmentation [69].

An assessment of the possible results of the application of text detection techniques and OCR can

be found in [70]. A different approach has been used for the digitalization of historical map with a

focus on the separation of land use classes in [22], with the removal of text, symbols, and lines by

a pre-process step with dilation, median and low-pass filtering before an unsupervised pixelwise

classification using a k-means algorithm.

In this research, a new technique has been developed for text, symbols and lines removal from

classified maps, substituting the category of their pixels with the category of the surrounding pixels.

The input map must contain one or more categories corresponding to the text, symbols and lines to

remove; therefore, images representing maps must be classified beforehand. If text, symbols, and

lines correspond to different categories—for example, because the map contains text strings with

different colors or different sets of symbols—two approaches are possible: either all the categories

corresponding to text, symbols and lines to be removed are reclassified in a single category or the

procedure is applied interactively to the sequence of categories to be removed. The results can be

different for the two approaches because the application of the procedure to one category can influence

the application to the successive ones.

The procedure applies a low pass filter [71] to pixels of the category to remove, substituting their

values with those of the surrounding pixels. A moving window assigning the mode of the values to

the central pixel is used to remap its value to one of the existing discrete categories. A binary map

containing only the category to be removed, with all other pixels being set to NULL, is used for the

identification of the pixels to which to apply the procedure. The process is iterated until no pixel of the

category to remove is left.

This procedure has been implemented in a new GRASS GIS [26] module, r.fill.category [72]. The

user controls the process by setting the neighborhood size in pixels and the maximum number of

iterations. The neighborhood size sets the size of the moving window used to evaluate the mode of

the values to assign to pixels of the category to be replaced. It is possible to keep the maps created

at each iteration; by default, maps generated at each iteration are removed as soon as they are used

to save space. The module is also able to combine the maps for each iteration as frames of an MPEG

animation. The module is available as a GRASS add-on in the standard repository under the GNU

General Public License (>=v2).

The size of the moving window used by the r.fill.category module must be larger than half the

minimum number of pixels separating two sides of the text/symbol segment to replace; otherwise, the

mode of the values in the moving window inside the area is equal to the category to remove; therefore,

pixels values are left unchanged. Larger filter sizes lead to a smaller number of iterations and faster
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processing time, but can lead to the substitution of the pixels values with values of pixels far from the

segment. Tests have been carried out to evaluate how the filter size influences the number of iterations

and the processing time needed to remove all the pixels of a given class. The r.fill.category module

has been applied to the two images in Figure 6: both images are 100 × 100 pixels with an inner 20 ×

20 square, but the first one has an uniform background, while the second image is divided into four

different quadrants with different values.

Binary image Image with four different quadrants

Figure 6. Synthetic 100 × 100 images used for the tests. The image on the left has value 1 on the inner

20 × 20 square and 0 outside, the image on the right has values from 1 to 4 clockwise starting from the

top left quadrant and 0 in the inner square.

The number of iterations and the time needed to remove the inner square of 20 × 20 pixels

depending on the filter size is shown in Figure 7 for the first image and Figure 8 for the second one.

 0

 50

 100

 150

 200

 250

 300

 350

 400

 0  2  4  6  8  10

R
e
m

a
in

in
g
 p

ix
e
ls

Iterations

Convergence

Width 11
Width 13
Width 15
Width 17
Width 19
Width 21
Width 23
Width 25
Width 27
Width 29

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 1.8

 2

 2.2

 10  15  20  25  30

T
im

e
 [

s
]

Filter size

Convergence

Time [s]

Number of iterations Processing time

Figure 7. Number of iterations and processing time needed to remove a 20 × 20 pixels square on a

binary 100 × 100 image depending on the filter size.
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Figure 8. Number of iterations and processing time needed to remove a 20 × 20 pixels square depending

on the filter size on a 100 × 100 image with background with different values for the four quadrants.

As expected, the size of the filter is fundamental in determining the number of iterations and

processing time: for the binary image, the number of iterations increases ten-fold while processing time

quadruples passing from a 29 × 29 to a 11 × 11 filer size, while, for the image divided in quadrants, both

the number of iterations and the processing time increase five-fold. The complexity of the background
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also plays a major role, with more than double the amount of iterations and processing time needed to

remove the central square in the case of background with different categories. This is obviously due to

the slower convergence in the evaluation of the mode value in the case of mixed background.

Tests have been carried out to determine how the shape of a single character influences the

number of iterations needed to remove the text. Images containing single characters in the Garamond

font with 10 pt size, occupying approximately 20 × 20 pixels, both lower and upper-case have been

created. The results of the application of 3 × 3 and 5 × 5 filters to lower and upper-case characters are

shown in Figures 9 and 10. The variability of the number of iterations required to remove different

characters of the same font and the same size is evident. For lowercase characters, the number of

iterations required for their complete removal ranges from 3 for the r letter to 13 for the letter a, using a

3 × 3 filter (Figure 9, left). With a wider 5 × 5 filter (Figure 9, right), not only the number of required

iterations drops, as expected, but the character requiring the most iterations changes as well. The r

character remains one of the faster to remove, and the characters a, e, w, and x are still the slowest,

but, for the 5 × 5 filter characters, d and p are removed in two iterations like most of the other letters,

while they are in the slowest group for the 3 × 3 filter. For the uppercase characters, a 3 × 3 filter

size (Figure 10, left) requires 23 iterations for the removal of the Q character, whereas the I character

needs only 7. Increasing the filter size from 3 × 3 to 5 × 5 not only decreases the number of iterations

from 23 to 4, but it also changes the character needing the higher number of iterations: the maximum

corresponds to the M character (4 iterations), while the minimum still corresponds to the I character

(2 iterations). As expected, the complexity of the character shape plays an essential role in the number

of iterations needed for its removal.
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Figure 9. Number of iterations needed to remove 10 pt, occupying approximately 20 × 20 pixels,

lowercase characters with a 3 × 3 (left) and a 5 × 5 (right) filter. The single bar segment indicates the

number of pixels removed from the character in each iteration. Iteration 0 indicates the number of

initial pixels for each character.
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Finally, tests have been carried out on strings and symbols extracted from a historical map.

The map used is part of the output of the classification of the Historical Cadaster Map for the Province

of Trento, for a different map sheet than that digitized for this paper: the map and the methods used for

text, symbols and lines classification are described in [48]. The removal technique has been applied to

the original map (Figure 11, left) and to a binary map created by extracting the category corresponding

to text, symbols and lines (Figure 11, right). The small trees and their shadows in the top left corner

are symbols used to represent forest coverage and must be removed.

Original background Binary background

Figure 11. Test map containing text, symbols and lines from the classification of a real map. The left

map has the original categories, the right one has been binarized with value 1 for text, symbols and

lines and 0 for all other categories.

The removal process for the original, non binary, map is shown in Figure 12: the procedure

correctly replaces the category of pixels belonging to text, symbols and lines with the category of the

surrounding pixels.

Original map Iteration 2

Iteration 9 Final map

Figure 12. Text, symbol and lines removal with 23 × 23 filter: original map, map after two and nine

iterations and the final map, with all text, symbols and lines removed, after 24 iterations.
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Figure 13 describes the number of iterations needed to remove text, symbols and lines for the

original map and the binary one. The procedure applied to the original map does not remove all the text

strings for filter sizes below 21, while with the binary background a filter size of 11 is already effective.
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Figure 13. Number of iterations needed to remove the text for and historical map (Figure 11), with the

original background (left) and after binarization (right), using different filter sizes.

Different filter sizes generate slightly different maps because the value of the mode can change.

This is significant where text, symbols and lines are surrounded by pixels of mixed categories.

This effect is visible in Figure 14 where the output map for the smallest and largest filter sizes used in

the tests are compared.

Original map Filter size 21 × 21

Filter size 39 × 39 Pixels with different categories for the two filter sizes

Figure 14. Output difference between 21 × 21 and 39 × 39 filter sizes: original map, output for the

21 × 21 and 39 × 39 filters and map of pixels with category difference between the two.

As a general indication, if the aim is to replace the category of text, symbols and lines with the

categories of the surrounding pixels, smaller filter sizes provide better outcomes.

A new GRASS GIS module, r.object.thickness [73], has been created to estimate the smallest filter

size needed to entirely remove text, symbols and lines on a map. The module finds the median line for

each area to be removed, creates transects perpendicular to the median lines, and intersects them with

the areas (Figure 15). The length of each transect is evaluated, and the minimum, maximum and mean
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values are reported, both in map units and number of pixels. The number of pixels can be used to set

the minimum filter width by using its half value plus one. The module is available as a GRASS add-on

in the standard repository under the GNU General Public License (>=v2).

For the test map of Figure 11, the module estimates a maximum transect length of 13.09 m in

map units, which, combined with the map resolution of around 0.32 m, corresponds to a maximum

length of 41 pixels: the minimum filter size to remove all text, symbols and lines is 21 pixels. This

value coincides with the minimum empirically found during the tests for the original (non-binary)

map. The application of the module to the binary image containing a square (Figure 7 left) correctly

returns as maximum value the length of the sides, 20 pixels.

Vector map Median lines in green

Transects in blue Transects inside text, symbols and lines in red

Figure 15. Procedure for the evaluation of the minimum filter size to remove all the text, symbols and

lines: original vector map, median lines, transects and transects inside text, symbols and lines’ areas.

In this application, text and symbols are treated as noise that must be removed, but the use is

planned of these features as information for the automatic creation of map labels as points in a vector

map. The word spotting technique [74] will be tested with the query-by-string (QBS) approach [62,75],

using the available list of toponyms as input. This approach has already been tested for maps, but text

portions on the maps are obtained through image binarization [76,77], usually applying Otsu’s global

thresholding [78], rather than segmentation, and the focus is on words recognition rather than the

separation of areas and labels on the map. Recent developments in character grouping in topographic

maps [79] can be applied to accomplish the automatic creation of a label vector layer.

7. Results

The segmentation, classification and filtering methods outlined in Sections 4–6 have been applied

to the maps described in Section 2.

The application of the segmentation parameters’ optimization technique described in Section 4

to the three test maps, using the simple sum of the normalized VW and SA as optimization criteria,

has given the results in Table 1. The minsize parameter values have been chosen to match the different

sizes of text and symbols that have to be removed after the classification on each map. The results of

the application of the Unsupervised Segment Parameter Optimization (USPO) for the optimal threshold

determination reflect the features of the maps: the value is higher for the cadaster map because the
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map, completely hand-drawn, presents more variable colors for the same LULC even inside a single

segment. The IKFM and MPLFT maps have more uniform colors; therefore, a lower value of the

threshold is already effective in separating the segments.

The classification of the test maps has been carried out using the LULC classes of Table 2.

Table 2. Land use/land cover (LULC) classes for the test maps: 1859 cadaster map (a), 1936 Italian

Kingdom Forest Map (IKFM) (b) and 1992 Map of the Potential Limit of the Forest in Trentino

(MPLFT) (c).

(a) Cadaster

Class Description

1 Forest
2 Crop land
3 Meadows
4 Pasture
5 Buildings
6 Roads
7 Gardens
8 Tracks
9 Water bodies

10 Map frame
11 Boundaries
12 Black text
13 Red text
14 Black lines
15 Red lines

(b) IKFM

Class Description

1 Conifers
8 Beech tree

20 Chestnut
23 Other species
24 Degraded forest
30 Background
31 City blocks
32 Brown text
33 Black symbols
34 Brown lines
35 Contour lines
36 Blue lines
37 Purple lines

(c) MPLFT

Class Description

1 Forest
2 Real potential [forest]
3 Excluded potential [forest]
4 Beyond [forest] limit
5 Water
6 Buildings
7 Background
8 Roads
9 Black text

10 Blue text
11 Black lines
12 Blue lines
13 Contour lines
14 Purple lines
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For the cadaster map, LULC classes 1–11 have been set according to the classes of the original

map, and the last four classes represent text and lines that are removed in the filtering step. Classes

1–24 of the IKFM correspond to the classes of the original map, and classes above 30 are filtered. For the

MPLFT map, classes 1–4 match the classes of the original map, and classes 6–14 are eliminated after

the classification.

The method described in Section 6 has been applied to the classified maps using the

r.object.thickness module, obtaining the minimum, mean and maximum thickness of the objects to be

removed (Table 3). The filter size, used for the application of the r.fill.category module, is given by the

smallest odd number larger than half the thickness in pixels. For the cadaster map, a filter size of

53 pixels instead of 51 has been used to account for possible approximations in the evaluation of the

maximum thickness, very close to 102 pixels.

Table 3. Evaluation of the thickness of the objects to be removed and the corresponding filter size.

Map Min Mean Max Filter Size

Cadaster
[m] 0.004318 1.625650 32.705302

[pixel] 0.013467 5.070013 101.999999 53

IKFM
[m] 0.004409 59.438563 1249.561948

[pixel] 0.000678 9.135900 192.061727 97

MPLFT
[m] 0.004493 10.868955 276.521482

[pixel] 0.002118 5.122713 130.329011 67

Maps have been filtered with r.fill.category using the filter sizes in Table 3, with four iterations for

the cadaster map, 15 for the IKFM and four for the MPLFT map.

The results of the classification and filtering procedures are shown in Figures 16–18, while Table 4

reports the assessment of their accuracy. The colors of the digitized maps are chosen to mimic the

colors of the corresponding classes on the original maps.

Digitized map Digitized map after text, symbols and lines removal

Figure 16. Digitized maps for the sheet 385_11 sheet of the Historical Cadaster Map of the Province of

Trento, “Comune catastale di Terlago”, Simple Weighted Vote (SWV) voting system.

The classification of the cadaster map provides good results, despite the fact that the map is

hand-drawn because objects, text, lines and symbols are well separated. This facilitates the filtering

phase. Some artifacts are due to the JPEG compression. It is also possible to create a map with

distinct cadaster parcels with LULC classes as attributes combining the classified map with the map of

the segments.
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Digitized map Digitized map after text, symbols and lines removal

Figure 17. Digitized maps for the Italian Kingdom Forest Map (IKFM) (particular), SWV voting system.

The classification of the IKFM gives positive results, taking into account the complexity of the

background and the fact that forest areas are hand-drawn, with frequent overlapping features or

gaps [3]. This map is the more difficult to classify and the filtering step takes considerably longer with

respect to the other two maps.

Digitized map Digitized map after text, symbols and lines removal

Figure 18. Digitized maps for the Map of the potential limit of the forest in Trentino (MPLFT)

(particular), Best-Worst Weighted Vote (BWWV) voting system.

The classification of the MPLFT produces satisfactory results, even more so considering it uses

halftones; therefore, colors are very mixed. Filtering text, symbols, and lines is fast, but some noise is

left from the misclassification of some segments belonging to these classes.

The digitized maps have been checked against control maps created by manually digitizing

the LULC classes areas. Only LULC classes representing forest have been digitized for the IKFM

and MPLFT maps. Cohen’s Kappa and the overall accuracy is shown in Table 4 before and after the

post-process removal of text, symbols and lines described in Section 6. Since manually digitized areas

include text, symbols and lines without distinction of LULC class, the values after post-processing

must be used for the procedure assessment. The difference of Kappa and accuracy between pre- and

post-processed maps reflects the complexity of their background: it is minimum for the cadaster

map, which contains only a few text string and parcel boundary lines, and it is maximum for the

IKFM, which has a very mixed background of text, contour lines and symbols. Table 4 shows a good

agreement between the results of the procedure and the control maps, with values for post-processed

maps of Kappa ranging from 0.96 to 0.97 and overall accuracy between 97% and 99%.
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Table 4. Values of Kappa and accuracy (% observed correct) for the classification of the cadaster map,

the Italian Kingdom Forest Map (IKFM) and the Map of the Potential Limit of the Forest in Trentino

(MPLFT) with the four voting systems, Simple Majority Vote (SMV), Simple Weighted Vote (SWV),

Best-Worst Weighted Vote (BWWV), Quadratic Best-Worst Weighted Vote (QBWWV), pre and post the

application of the r.fill.category module.

SMV SWV BWWV QBWWV
Map Kappa Accuracy Kappa Accuracy Kappa Accuracy Kappa Accuracy

Cadaster 0.945367 96.706618 0.952895 97.156840 0.949426 96.944917 0.949426 96.944917
Cadaster post 0.961574 97.727262 0.969815 98.212840 0.967224 98.058683 0.967224 98.058683

IKFM 0.552870 67.439228 0.551012 67.237156 0.553261 67.442162 0.553261 67.442162
IKFM post 0.887051 93.064664 0.892390 93.399099 0.892722 93.422756 0.892722 93.422756

MPLFT 0.727045 82.038126 0.745224 83.390072 0.745680 83.420707 0.745680 83.420707
MPLFT post 0.935200 96.101119 0.936114 96.152864 0.937423 96.264055 0.936315 96.165954

The lower values for the IKFM are explained by the difficulty in both the classification and filtering

phases due to the very complex background with many overlapped features representing different

LULC classes. The MPLFT map presents the additional complication of being printed using halftones,

with high color variability inside a single segment.

These results mark a definitive improvement over the use of Maximum Likehood Classification

(unsupervised, supervised or supervised contextual) on similar maps [48], making the application of

(semi) automatic classification a viable approach to the digitalization of heritage maps. The values for

Kappa after post-processing are significantly higher than those reported for the forest class in [22].

8. Conclusions

This study provides an assessment of the application of standard OBIA procedures for the

semi-automatic digitalization of heritage maps. Notably, this approach can be applied to heterogeneous

sets of map using the same workflow, with the obvious care of evaluating the proper segmentation and

classification parameters for each set. The text and symbol removal technique developed during this

research has proved effective and enhances considerably the quality of the resulting maps, as shown

in Table 4.

The next step in the development will be the study of the feasibility of the application of this

techniques to large datasets, where a map is comprised of a hundred or a thousand map sheets.

The main challenge is the reliability of the use of a single training set, based on one map sheet, for the

classification of the whole dataset. Tests carried out on aereal images are encouraging, but more

specific trials must be performed.

A new procedure is under development for identifying and counting symbols in each area, adding

the type of symbol and the number of times it is found inside each area as attributes to the output

vector map. A further future development involves the automatic creation of labels by identifying

words on the map using word spotting techniques [74], with the creation of an additional vector layer

containing toponyms and labels.

All the software used in this research, including modules developed ad hoc, is available as Free

and Open Source Software in public repositories. Two of the maps analyzed, the “Historical Cadaster

Map for the Province of Trento” and the 1936 “Italian Kingdom Forest Map”, are available under a

Creative Commons license on the Web [3,36]. The 1992 “Map of the potential limit of the forest in

Trentino” has been digitized and georeferenced for the first time during this study: consultations are

under way with the copyright holder with the aim to make it available under a Creative Commons

license. The availability of both software and input maps with open licenses makes it possible to check

the results and easily extend the methods presented in this paper to other datasets.
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Abbreviations

The following abbreviations are used in this manuscript:

BWWV Best-Worst Weighted Vote

CC Compact Circle

CS Compact Square

DPI Digit Per Inch

DT Decision Tree

EPSG European Petroleum Survey Group (EPSG Geodetic Parameter Set)

FD Fractal Dimension

GCP Ground Control Point

GIS Geographic Information System

GPL Gnu Public License

FOSS Free and Open Source Software

IGMI Istituto Geografico Militare Italiano (Italian Military Geografic Institute)

IKFM Italian Kingdom Forest Map

k-NN k-Nearest-Neighbor classifier

LULC Land Use/Land Cover

MLP Multi-Layer Perceptron

MPLFT Map of the Potential Limit of the Forest in Trentino

NB Naive Bayesian classifier

OBIA Object-Based Image Analysis

OCR Optical Character Recognition

QBS Query-By-String

QBWWV Quadratic Best-Worst Weighted Vote

SA Spatial Autocorrelation

SMV Simple Majority Vote

SVM Support Vector Machine

SWV Simple Weighted Vote

USPO Unsupervised Segment Parameter Optimization

VW intra-object Variance Weighted by object size
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forests were segmented in open areas and vice-versa. To avoid repeating the entire classifi-

cation process it was decided to automatically correct the results of the classification for the

1954 dataset.

The procedure used to perform this correction is based on classifying pixels in the forest or

meadows land use category according to their pixel value. The concept applied was to eval-

uate a threshold value which could detect those false positive pixels for the forest area that

were misidentified during the segmentation phase and those false negative pixels which were

misidentified as open areas during the segmentation phase. The areas of of forest extracted

with the OBIA procedure were analysed with the r.stats.quantile module in GRASS GIS to

find out the quantile distribution of the pixel value, and the same was made for the pasture

and meadows class. The pixels misclassified in the forest class were the highest in pixel value

value, therefore a threshold value on the pixel value needed to be set up to exclude all those

false positive pixels in the forest area. In the same way the false negative pixels in the mead-

ows and pasture class were detected by imposing a threshold value for each map: darker

pixels, in other words with a value of pixel value minor than the threshold were detected as

false negatives and then aggregated to the forest class. By figuring these two threshold the

aim was to eliminate as much of the false positives and detect as much as the false negatives

disturbing the least possible the real positives pixels for the forest areas

The procedure was tested on two images of the 1954 dataset 18_3821 and 21_4575, one im-

age per type of histogram. To test the effect of the two threshold values in detecting false

positives and negatives some meadows and forest areas were manually digitized on the two

images which were incorrectly identified. The percentage of pixels remaining in the incorrect

class after applying the correction process were evaluated.

Quantile Threshold % remaining false positives

60 112 0

65 118 0

70 124 0

75 131 0

80 139 0

85 148 0

90 159 0.013

95 174 0.081

100 196 1.47

Table 34: Evaluation of the threshold value of the false positives for the forest class in the 18_3821

image.
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Quantile Threshold % remaining false positives

60 111 0

65 118 0

70 126 0

75 134 0.0070

80 142 0.0070

85 152 0.091

90 164 1.23

95 178 7.05

100 198 38.66

Table 35: Evaluation of the threshold value of the false positives for the forest class in the 21_4575

image.

Quantile Threshold % remaining false negatives

10 70 14.86

15 84 9.88

20 98 5.18

25 110 1.99

30 121 0.73

35 129 0.33

40 136 0.19

45 143 0.085

50 149 0.047

55 154 0.023

60 160 0.019

65 166 0.019

70 173 0.0047

75 180 0.0047

80 187 0.0047

Table 36: Evaluation of the threshold value of the false negatives for the forest class in the 18_3281

image
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Quantile Threshold % remaining fake negatives

10 68 32.21

15 95 5.52

20 113 2.52

25 124 1.76

30 133 1.28

35 140 0.79

40 147 0.57

45 153 0.46

50 159 0.29

55 164 0.18

60 170 0.13

65 175 0.09

70 181 0.03

75 187 0.02

80 193 0.01

Table 37: Evaluation of the threshold value of the fake negatives for the forest class in the 21_4575

image

It was then chosen to use a threshold value of the 80% of the reflectance distribution in the

forest areas of each image of the 1954 dataset for detecting the false positives of the forest

class. This value, in fact, was the lowest threshold value in both the analysed images which

eliminated more than the 99% of false positives without compromising the real positives.

Similarly, it was decided to use the 30% of the reflectance distribution in the meadows and

pasture class of each image of the 1954 dataset for detecting the false negatives in the forest

class. This value was the highest threshold in both the analysed images which eliminated

more than the 99% of fake negatives without compromising the real positives.

This process was performed on each image of the 1954 dataset, with the identification of

the two different threshold values and generated for each image a map of the forest false

positives and forest false negative.

False negatives were then added to the map of the 1954 forest, and the false positives were

subtracted.

The issue in the 1994 dataset have arisen in some valleys with a East-West orientation (Val di

Sole, Valsugana) where some areas of shaded forest were incorrectly classified as shadows.

By running a new OBIA process, adding training areas for the forest class selected in the

darkest parts of the forests it was possible to perform a new classification which allowed to

better recognize those darkest parts of the forest.

The various classification were then combined using r.mapcalc to generate a new map of forest

for the 1994 dataset pixels classified as forest in one or both maps are labelled as forest in the

output map.

The stratified random approach was then re-evaluated for the newly generated maps of the

forests in the 1954 dataset and in the 1994 dataset.
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Year Accuracy [%]

1954 93

1994 93

2006 95

2015 94

Table 38: Accuracy level of the OBIA procedure for forest class, after the correction of the 1954 and
1994 dataset.

The improvements were detected by the procedure, but the stratified approach proved its

limits in analysing the accuracy of LULC for regional scale datasets. This issue highlight how

it is recommendable to always perform a visual assessment of the LULC result before running

a systematic procedure for accuracy assessment, especially if the analysis is performed in

wide, diverse landscapes.

3.3 the results of the classification

The aim of the classification was to obtain, for each dataset, a map of the forest coverage as

accurate as possible. From the classified maps were extracted the classes 1 and 2, according

to 5 the areas of forest and shaded forests. The map of forest as difference between DSM and

DTM, described in 2.2.5 was used in this phase as a mask to re-classify all the areas classified

as ’shadows’ inside it as forest across the different datasets. This was performed assuming

that this map represent the maximal extension of forest in the PAT, therefore shadows outside

this map in each dataset likely does not contain forests, and areas classified as shadows inside

this area are likely forest in all the dataset used in the analysis.

The figures 56 reports the extracted areas of forests for the years 1954, 1994, 2006, 2015.

To have an homogeneous and comparable series of results, before comparing the different

datasets, the forest maps were all resampled to a resolution of 10x10m pixels.
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misinterpretation. The SIMPSON and SHANNON indexes are indexes of the biodiversity, in

this case intended as the diffusion of the forest at higher altitude. The two indexes are con-

cordantly increasing from 1954 toward 2015, indicating a widespread diffusion of the forests

in PAT in all the altitude ranges.

These set of metrics represent a significant results because they indicate that in the process of

afforestation there was not a preferred altitude range where forest invaded the open areas.

The following tables and graphs show the evaluation of the landscape metrics for the forest

reclassified in classes in the different years. Similarly to what explained in section 3.3, the

reclassification of the forest area in classes was not performed for the dataset of 1859 and

1936.

Forest class Metric 1954 1994 2006 2015

Holm Oak forests Aggregation Index [-] 77.76 81.76 84.01 85.39

Oak forests 85.00 88.47 89.69 91.82

Mixed Oak-Hornbeam forests 77.08 80.73 81.08 82.99

Chestnut and Black Locust forests 81.71 88.45 88.07 91.31

Maple, Linden, Ash forests 78.45 82.22 81.57 84.94

Pioneer formations 73.07 79.43 79.21 82.59

Scots Pine forests 84.70 89.64 90.85 92.61

Beech forests 89.35 92.76 93.18 95.16

Fir forests 92.45 94.64 95.19 96.04

Mountain Pine forests 83.73 85.76 87.39 89.35

Alder forests 79.57 82.27 83.63 87.10

Spruce forests 86.37 91.61 91.37 93.35

Larch forests 85.01 90.08 90.56 92.63

Larch and Stone Pine forests 80.15 86.99 86.17 88.67

Stone Pine forests 75.59 84.08 83.64 85.13

Holm Oak forests Mean patch area [ha] 0.38 0.51 0.78 1.04

Oak forests 0.94 1.59 2.31 4.12

Mixed Oak-Hornbeam forests 0.29 0.42 0.46 0.60

Chestnut and Black Locust forests 0.60 1.49 1.61 3.07

Maple, Linden, Ash forests 0.34 0.49 0.49 0.71

Pioneer formations 0.23 0.38 0.43 0.63

Scots Pine forests 0.93 2.48 3.25 5.19

Beech forests 1.83 3.91 4.78 9.76

Fir forests 4.42 12.04 13.76 21.70

Mountain Pine forests 0.69 0.79 1.21 1.83

Alder forests 0.41 0.60 0.77 1.29

Spruce forests 1.31 3.96 3.98 7.06

Larch forests 0.83 2.09 2.33 3.81

Larch and Stone Pine forests 0.49 1.20 1.03 1.71

Stone Pine forests 0.30 0.75 0.73 1.10

Table 46: Calculated landscape metrics for the forest divided in forest classes.
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Forest class Metric 1954 1994 2006 2015

Holm Oak forests Largest Patch index [-] 0.04 0.06 0.07 0.06

Oak forests 0.25 0.21 0.24 0.24

Mixed Oak-Hornbeam forests 0.01 0.01 0.01 0.01

Chestnut and Black Locust forests 0.18 0.22 0.24 0.24

Maple, Linden, Ash forests 0.03 0.02 0.02 0.03

Pioneer formations 0.02 0.02 0.02 0.02

Scots Pine forests 0.21 0.26 0.28 0.40

Beech forests 2.17 1.83 1.80 1.73

Fir forests 0.52 0.43 0.42 0.40

Mountain Pine forests 0.10 0.11 0.13 0.13

Alder forests 0.04 0.04 0.05 0.07

Spruce forests 0.86 1.45 1.38 2.33

Larch forests 0.25 0.44 0.45 0.45

Larch and Stone Pine forests 0.06 0.07 0.07 0.07

Stone Pine forests 0.01 0.02 0.02 0.02

Holm Oak forests Number of Patches [-] 1164 1405 1115 917

Oak forests 15344 12854 9510 5852

Mixed Oak-Hornbeam forests 1618 1917 1875 1616

Chestnut and Black Locust forests 6617 3966 3778 2230

Maple, Linden, Ash forests 2072 1895 1934 1535

Pioneer formations 4887 4181 4201 3321

Scots Pine forests 21242 11108 8930 5935

Beech forests 19351 11486 9623 5037

Fir forests 8482 3412 3021 1960

Mountain Pine forests 9593 10188 7340 5436

Alder forests 10596 9645 8035 5641

Spruce forests 63191 26610 26505 15856

Larch forests 37855 19764 18170 11888

Larch and Stone Pine forests 10177 6137 6988 4647

Stone Pine forests 1277 946 958 688

Table 47: Calculated landscape metrics for the forest divided in forest classes.
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3.5 relevance of the cell neighborhood size in landscape metrics evaluation and free or

open source software implementations

The following paper discusses on the relevance of a basic input parameter used for calculat-

ing landscape metrics, the shape of the cell neighbourhood (CN from now on). CN can be of

two different type:

• Von Neumann, or the neighbourhood is considered as the 4 orthogonal cells of a central

one;

• Moore, or the cell neighbourhood is considered as the 8 closest cells of a central one.

Figure 83: Cell neighbourhood shape, (a) Von Neumann, (b) Moore.

The metrics calculated in section 3.4 were evaluated using a 8 CN rule, but during the

current study, by applying landscape metrics calculation to a landscape, different results were

yielded depending on the software used for the calculation of the metrics. This discrepancies

depended on how each single program considers the shape of the cell neighbourhood and

the possibility of choosing this parameter by the users. In the current literature this parameter

is seldom declared, this makes the comparison between different works difficult to explain.

In the paper a literature review was carried out to find, on a sample of other researches how

many openly stated the CN was used. Finally, the paper compares the differences between

a same metric calculated on the same landscape using different CN with the Aggregation

Index, as a measure of the aggregation of a landscape indipendent from the CN parameter.

The paper was published in ISPRS International Journal of Geo-Information, volume 8, in

2019 [126].
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Abstract: Landscape metrics constitute one of the main tools for the study of the changes of the
landscape and of the ecological structure of a region. The most popular software for landscape
metrics evaluation is FRAGSTATS, which is free to use but does not have free or open source software
(FOSS). Therefore, FOSS implementations, such as QGIS’s LecoS plugin and GRASS’ r.li modules
suite, were developed. While metrics are defined in the same way, the “cell neighborhood” parameter,
specifying the configuration of the moving window used for the analysis, is managed differently:
FRAGSTATS can use values of 4 or 8 (8 is default), LecoS uses 8 and r.li 4. Tests were performed
to evaluate the landscape metrics variability depending on the “cell neighborhood” values: some
metrics, such as “edge density” and “landscape shape index”, do not change, other, for example
“patch number”, “patch density”, and “mean patch area”, vary up to 100% for real maps and 500%
for maps built to highlight this variation. A review of the scientific literature was carried out to
check how often the value of the “cell neighborhood” parameter is explicitly declared. A method
based on the “aggregation index” is proposed to estimate the effect of the uncertainty on the “cell
neighborhood” parameter on landscape metrics for different maps.

Keywords: landscape metric; landscape ecology; forest landscape; free and open source geospatial;
map filtering
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1. Introduction

In recent decades, landscape metrics were one of the main tools for the study, quantification,
and possibly the parametrization of the changes of the landscape and of the ecological structure of
a territory [1,2]. Landscapes consist of natural or anthropogenically modified mosaics of patches,
and the spatial arrangement of these patches is called landscape pattern [3]. The quantification of spatial
heterogeneity over multiple spatial and temporal scales is necessary to clarify the relationships between
ecological processes and spatial patterns [4,5]. Landscape metrics became standard and gained the
status of an indispensable instrument for those who investigate landscape change dynamics not only in
ecology [6,7] but also in many other disciplines such as soil protection and water management [8–10].
Many are metrics that can be calculated, but some of them are considered particularly robust and
significant and are used more frequently in scientific literature [2,6]. It is a common practice to compare
the different landscapes according to the results of some of these indices like, for example, patch
number (NP) or mean patch size (MPS) [11]. However, we argue that the results of some of the most
used and reliable indices can be severely affected by the settings used during the processing [11] and,
if these settings are not accurately described in the scientific works, this can create a cascade effect that
affects the comparability of the results. In particular, we realized that the cell neighborhood size is
one of the most sensible parameters but a literature analysis highlighted that not many works have
investigated its influence. Additionally, each software provides information about the setting of cell
neighborhood size with different emphasis.

The most popular software for landscape metrics evaluation is FRAGSTATS [12], which is free to
use but not free or open source software (FOSS). Therefore, FOSS implementations, such as QGIS’s
LecoS plugin and GRASS’ r.li modules suite, were developed. Landscape metrics are defined in the
same way in all these software. However, the cell neighborhood parameter, specifying the configuration
of the moving window used for the analysis, is managed differently: FRAGSTATS can use values of 4
or 8 (8 is default), LecoS uses 8 and r.li 4.

Are the software users aware of which cell neighborhood size they are using and what the
performances and the effects it can produce are? How reliable are the comparisons among different
studies that do not mention the cell neighborhood size settings? Is it possible to safely compare the
results of works carried out with different software?

In order to answer to these questions the aims of our work are: (i) to investigate how the cell
neighborhood size affects the results of landscape metrics calculation using both tests map and real maps;
(ii) to examine the transparency of the settings of the cell neighborhood size in different software; (iii) to
understand if the cell neighborhood size settings are usually reported in the scientific papers and, therefore,
how reliable are the comparisons of different works developed with the same or different software.

The paper is organized as follows: Section 2 illustrates the literature review and its results;
Section 3 describes the materials and methods used for the analysis, the software, the metrics, and the
maps used for the tests; Section 4 illustrates the results; Section 5 describes a new method to evaluate
the sensitivity of landscape metrics to the cell neighborhood size and finally the conclusions and future
developments are presented in Section 6.

2. Literature Review

An analysis of the scientific literature for papers regarding the use of FRAGSTATS, the LecoS add-on,
or the r.li/r.le modules in GRASS GIS was carried out to determine if the cell neighborhood parameter
was mentioned or explained in scientific papers describing applications using landscape metrics.

The Scopus database was used, searching for the term “cell neighborhood” coupled with
“Fragstats”, “r.li”, “r.le”, “LecoS”, “landscape patch”, and “landscape metrics” as keywords. The joint
use of these terms yielded no results, so the keywords have been used separately.

The papers for the current review were chosen following these conditions: (i) the articles must be
research papers, peer reviewed, although with no minimum limit on the number of citations; (ii) at
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least one of the FRAGSTATS, LecoS, or r.li/r.le software must have been used in the study; (iii) more
than one landscape metric must have been used; (iv) no limit has been set for the year of publication.

In the Scopus archive the term “landscape metrics” produces an excess of 37,000 results. Refining
the search by adding the keyword “Fragstat” narrows the result to 800 papers. Adding the terms
“lecos” and“landscape metrics” refines the result to six papers; finally, adding “landscape metrics” with
“r.li” refines the result to four papers.
For further analysis the pool of results was narrowed to 93 papers:

• 70 (65.1%) papers cited FRAGSTATS as software for the evaluation of landscape metrics;

• 16 (14.9%) papers cited LecoS as QGIS add-on used for the calculation of the landscape metrics;

• Four (3.7%) papers cited r.li/r.le as GRASS modules for the assessment of the metrics;

• Three (2.8%) papers cited other software for the assessment of the metrics;

• Two papers developed new software for the evaluation of landscape metrics, using as reference
for the calculations FRAGSTATS (these papers have been counted in the 70 articles citing
FRAGSTATS).

Figure 1 shows the distribution of the software used for landscape analysis in the examined papers.
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Figure 1. Comparison of the times each landscape analysis software is cited in the analyzed papers.

These papers can be classified according to their purpose:

• papers that deal with landscape fragmentation as an issue in itself;

• papers that deal with landscape fragmentation as an issue for habitat connectivity;

• papers that investigate which landscape metric could explain other metrics;

• papers that investigate the size of a moving window algorithm and how it affects landscape analysis;

• papers that present new software for landscape metrics calculation, basing their structure and
methods on FRAGSTATS.

Table 1 shows the most used landscape metrics, with the numbers of times the selected metric
was used in the reviewed papers as absolute values and percentages.

Table 1. Number and percentage of papers in the analyzed set citing landscape metrics.

Metric Number of Citing Papers Percentage of Citing Papers

Patch Number 47 51.1%
Patch density 31 33.7%

Mean patch size 51 55.4%
Edge density 34 37.0%

Landscape shape index 32 34.8%
Aggregation index 21 22.8%



ISPRS Int. J. Geo-Inf. 2019, 8, 586 4 of 22

Additionally, the number of times nine other metrics are indicated in the set of papers was counted:
Largest patch index (34, 37%), Shannon Index (35, 38%), Simpson Index (18, 19.6%), Percentage of
landscape (28, 30.4%), Perimeter/Area ratio (20, 21.7%), Euclidean distance (14, 15%), Total edge (27,
29.3%), Shape index (32, 34.8%), Fractal index (22, 23.9%), and Mean nearest neighbor (25, 27.2%).

The value of the cell neighborhood parameter was specified in eight different papers: seven chose
a Moore definition [13–20] and one a von Neumann definition [21]. The 16 papers which exclusively
employed LecoS [22–37] used an 8-cells neighborhood rule, as it is the only setting available in
the add-on; a similar hypothesis is applicable to the four works which used r.li in GRASS [38–41],
which uses a 4-cells neighborhood definition. The papers which did not specify the definition of the
neighborhood in FRAGSTATS are assumed to have used a 8-cells definition, since this is the default
setting [42], although it is not possible to prove this assumption. Results in Section 4 demonstrate
that some of the most commonly used metrics are affected by the choice of this parameter. Therefore,
the fact that the cell neighborhood configuration is not explicitly or implicitly specified in most of the
research papers analyzed (by the indication of the software used) could make the results difficult to
repeat and interpret.

The full list of the examined papers, a table indicating the papers citing each software, and a
breakdown of the landscape metrics cited by each paper is available as an additional material of
this paper (see Supplementary Materials).

3. Materials and Methods

To analyze the effect of the cell neighborhood size on the values of landscape metrics calculation,
three different geographic information system (GIS) software were selected (Section 3.1) to evaluate a
common set of metrics (Section 3.2) on artificial (Section 3.3) and real (Section 3.4) maps.

3.1. Test Software

Tests on artificial (Section 3.3) and real (Section 3.4) maps were carried out using three different
software systems: FRAGSTATS [12], GRASS GIS [43], and QGIS [44]. The rationale behind this choice
is that using software in the public domain (FRAGSTATS) or available as free and open software (FOSS)
(GRASS GIS and QGIS) allows the replication of the experiments described in this paper. Additionally,
FOSS source code is available for analysis. Therefore, possible discrepancies between metrics’ values
can be resolved examining the code.

According to its manual [45], “FRAGSTATS is a spatial pattern analysis program for quantifying
the structure (i.e., composition and configuration) of landscapes.”. FRAGSTATS [12] was the reference
software for the evaluation of landscape metrics since its inception in 1995. It is available as executable in
the public domain for the MS Windows operative system only. Written in Microsoft Visual C++, the use
of a 32-bit address space limits its capacity to process large maps. Its source code is not accessible but its
features are well documented in the manual available on-line and its widespread use in landscape and
ecology research speaks to its accuracy and reliability in metrics evaluation. Units of input maps are
assumed to be meters. Input map can only contain signed integer values and have square cells with sides
larger than 10−3 m. FRAGSTATS can evaluate 36 area and edge metrics, 79 shape metrics, 46 core area metrics,
17 contrast metrics, and 64 aggregation metrics, for a total of 242 different metrics and 392 parameters
describing them [45]. Additionally, FRAGSTATS can evaluate 9 Diversity Metrics.

GRASS GIS [43] is a multi-purpose FOSS GIS for geospatial data production, analysis,
and mapping [46] available under the GNU Public License (GPL), used in research and education [47].
It is part of the Open Source Geospatial Foundation (OSGeo). GRASS is mainly written in ANSI C,
with some parts in the C++ and, more recently, in the Python programming languages; it is highly
modular and easily scriptable. Besides the source code, it is available as ready to install packages
for the MS Windows, Apple Mac OSX, and Linux operating systems. Limitations on data size are
mostly related to the capacity of the operative system to deal with large files [48], with the possibility
of enabling large file support (LFS). Landscape analysis in GRASS is carried out using the r.li modules
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suite, which can evaluate 10 patch indices and 7 diversity indices and provides a graphical user interface
for the configuration of the analysis. A previous implementation of landscape metrics evaluation,
called r.le is used in old GRASS versions.

QGIS is a user friendly open source geographic information system (GIS) licensed under the GNU
General Public License [44], part of the Open Source Geospatial Foundation (OSGeo). It is written in
the C++ language using the Qt toolkit for its interface. Plugins can be written either in C++ or Python.
It is available as source code and packages for the Linux, Unix, Mac OSX, MS Windows, and Android
operative systems. The maximum size for maps depends on the combination of operative system and
Geospatial Data Abstraction Library (GDAL)/OGR Simple Features Library (OGR) limitations for the
data type in use. The Landscape ecology statistics (LecoS) plugin performs landscape analysis in QGIS
using the Python numpy library [49]. LecoS, like version 3.0.0, can evaluate 20 landscape metrics, 8 zonal

statistics and 3 diversity indexes.
Other modules to calculate landscape metrics are integrated in the most popular GIS desktop

software: V-Late and PA4 in ArcGIS (set of GIS programs created by the Environmental Systems
Research Institute, ESRI), Pattern and Texture modules in IDRISI, and the API called Land-metrics
DIY developed by Zaragozí et al. [50] and released under the GPL license. Recently, a new R package
dedicated to calculation of landscape metrics was released; with landscapemetrics it is now possible
to perform landscape analysis on rasters inside the R environment [51].

FRAGSTATS 4.2, GRASS 7.6, and QGIS 3.4 (LecoS 3.0.0) versions were used for the tests.
A comprehensive list of the software features with respect to landscape metrics is reported in Appendix A.

3.2. Landscape Metrics

Landscape metrics are indexes used to describe and quantify the spatial characteristics of the
landscape, described as a set of categorical data, typically representing land use [6]. These indexes are
useful to study the evolution of the landscape features over time [7,41,52,53] or to compare different
areas [6].

The great variety of metrics can be classified according to the spatial level they are dealing with:
patches, classes of patches, or the whole landscape [54]. Commonly, in landscape ecology, a patch is
defined as a discrete area of homogeneous environmental conditions at a specific scale [45]. These
metrics fall into two categories: those that quantify the composition of the map without reference to
spatial attributes (for example, the number of patches) and those that quantify the spatial configuration
of the map, such as spatial arrangement, position, or orientation of the patches [54].

Landscape metrics calculated at the patch level describe simple statistics about each land use
patch (area, perimeter, number of patches, . . . ) and serve primarily as the computational basis for
other landscape metrics [45]. Landscape metrics calculated at the class level report information
about all the patches of a given type. These metrics are useful to quantify the amount and spatial
configuration of each patch type and thus are useful to estimate the fragmentation of each patch type
in the landscape [45]. Finally, landscape metrics can provide information about the pattern, like class
metrics: these may be integrated by a simple or weighted averaging or may reflect aggregate properties
of the patch mosaic [45].

For the purpose of this work, a limited number of landscape metrics was selected among the
many available according to the following criteria: (i) the availability for calculation across software;
(ii) the use of the cell neighborhood parameter for their calculation; (iii) the relative simplicity of their
formulation, in order to understand the effect of the cell neighbor parameter on the result and to be
able to manually evaluate their values for simple maps.

Patch Number (NP) is the number of patches of each type; it is an adimensional metric. It is defined as:

NP = Nk, (1)

where:
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• N is the number of patches in the k-th category.

Patch density (PD) equals the number of patches of the corresponding patch type divided by total
landscape area [m], multiplied by 10,000 and 100 (to convert to 100 hectares). The unit of measure
is number of patches per 100 hectares. It is expressed as:

PD =
N

A
(104)(100), (2)

where:

• N is the number of patches in the landscape;

• A is the total landscape area in [m2];

• 104 and 100 are constant and used to express the index in (100) ha.

Mean patch size (MPS) is the average area of all the patches of a given type. It is measured in square
meters. When used in combination with NP, MPS gives information about how the patches of a
given land use class are growing or merging over time [53]. It is defined as:

MPS =
A

NP
, (3)

where:

• A is the area of the patches in [m2] ;

• NP is the number of patches.

Edge density (ED) equals the sum of the lengths (m) of all edge segments involving the corresponding
patch type, divided by the total landscape area (m), multiplied by 10,000 (to convert to hectares).
The unit is meters per hectare. ED > 0. This index is useful in ecological studies dealing with
ecotone species. It is expressed as:

ED =
∑

m
k=1 ∑

n
i=1 eik

A
(104), (4)

where:

• k is the category of the patches;

• m is the total number of different categories of patches;

• n is the number of boundary edges for the patch;

• eik is the total length of boundary edges for the k-th category of patches;

• A is the total landscape area;

• 104 is a constant to convert the index in [m/ha].

Landscape shape index (LSI) measures the perimeter-to-area ratio for the landscape as a whole.
All edge segments (m) within the landscape boundary involving the corresponding patch type
are divided by the square root of the total landscape area (m). LSI > 1, adimensional. This index
is a measure of the overall geometric complexity of the landscape and is defined as:

LSI = 0.25
E

√
A

, (5)

where:

• E is the sum of the lengths of all the boundary edges of the patches;

• A is the sum of all the areas of the patches;

• 0.25 is a adjustment coefficient.





ISPRS Int. J. Geo-Inf. 2019, 8, 586 8 of 22

the patches and value 0 the background. The maps are square, with 100 cell sides, for a total of
10,000 cells and each pixel measures 10 × 10 map units.

The fist map is configured as a chessboard (Figure 3), alternating cells with value 1 and 0. Since
each pixel of value 1 represents a separate patch, the total number of patches (NP) is 5000, the patch
density (PD), which is maximum for this configuration, is equal to 10,000 (number of patches/100 ha),
the (uniform) mean patch size (MPS) is 0.01 (ha), the edge density (ED) is 4000 (m/ha), and the
landscape shape index (LSI) is 70.71. This configuration is the one that maximizes the difference of
outcomes for the different choices of CN values.

1 0 1 0 1 0 1 0 1 0

0 1 0 1 0 1 0 1 0 1

1 0 1 0 1 0 1 0 1 0

0 1 0 1 0 1 0 1 0 1

1 0 1 0 1 0 1 0 1 0

0 1 0 1 0 1 0 1 0 1

1 0 1 0 1 0 1 0 1 0

0 1 0 1 0 1 0 1 0 1

1 0 1 0 1 0 1 0 1 0

0 1 0 1 0 1 0 1 0 1

Figure 3. Scheme of the configuration of the first artificial test map, displayed on a chessboard.

The second map (Figure 4) contains two large patches covering the whole map, separated by a
single column of 0 values. For this map the total number of patches (NP) is 2, the patch density (PD)
is 2.02 (number of patches/100 ha), the mean patch size (MPS) is 49.5 [ha], the edge density (ED) is
60.4 [m/ha], and the landscape shape index (LSI) is 1.5. The presence of a single edge should result in
the same landscape metrics values for both choices of CN.

1 1 1 1 1 0 1 1 1 1

1 1 1 1 1 0 1 1 1 1

1 1 1 1 1 0 1 1 1 1

1 1 1 1 1 0 1 1 1 1

1 1 1 1 1 0 1 1 1 1

1 1 1 1 1 0 1 1 1 1

1 1 1 1 1 0 1 1 1 1

1 1 1 1 1 0 1 1 1 1

1 1 1 1 1 0 1 1 1 1

1 1 1 1 1 0 1 1 1 1

Figure 4. Scheme of the configuration of the second artificial test map, consisting of two large patches
separated by a single column of 0 values.

The third map (Figure 5) consists in a single, compact, large patch covering half of the map. For this
map the total number of patches (NP) is 1, the patch density (PD) is 2 (number of patches/100 ha),
the mean patch size (MPS) is 50 (ha), the edge density (ED) is 60 (m/ha) and the landscape shape index
(LSI) is 1.06. This configuration is expected to provide the same results for any CN choice, since there is
only one edge and the patch is larger than the area corresponding to the largest possible value of CN, 8.
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1 1 1 1 1 0 0 0 0 0

1 1 1 1 1 0 0 0 0 0

1 1 1 1 1 0 0 0 0 0

1 1 1 1 1 0 0 0 0 0

1 1 1 1 1 0 0 0 0 0

1 1 1 1 1 0 0 0 0 0

1 1 1 1 1 0 0 0 0 0

1 1 1 1 1 0 0 0 0 0

1 1 1 1 1 0 0 0 0 0

1 1 1 1 1 0 0 0 0 0

Figure 5. Scheme of the configuration of the third artificial test map, consisting of a single large patch
occupying the left half of the map.

The fourth test map (Figure 6) contains a single patch consisting of just one pixel at the center of
the map. For this map the total number of patches (NP) is 1, the patch density (PD) is 10,000 (number
of patches/100 ha), the mean patch size (MPS) is 0.01 (ha), the edge density (ED) is 4000 (m/ha) and
the landscape shape index (LSI) is 1.

The only cell of value 1 is surrounded by 8 cells of value 0. Therefore, the two choices of CN
should yield the same results for the landscape metrics.

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

Figure 6. Scheme of the configuration of the fourth artificial test map, consisting of a single patch of
one pixel at the center of the map.

3.4. Real Maps

A map of the forest coverage in the Val di Fassa, Italy, in 2006 was used for the tests on real maps.
Val di Fassa is a valley in the Alps, in the north east of the Trentino region in Northern Italy (Figure 7).
This area was affected by a marked expansion of the forested area in the last century [6,41,51,52] and
is currently being investigated in the Trentinoland project, which is analyzing the forest cover of the
whole Trentino region in Northern Italy [56].

Val di Fassa has an area of 567.28 km2 (56,728 ha), of which 132.36 km2 (13,236 ha, 23.33%) were
covered by forest in 2006. The region boundaries are 5157094 N, 5132029 S, 721983 E, 699351 W, in the
ETRS89/UTM 32 N (EPSG 25832) datum. The raster map has a 10 m resolution, with 2509 rows and
2265 columns, for a total of 5,682,885 cells.

Two maps were derived from this map, by applying a low pass filter with a 3 × 3 pixels window,
assigning the third quartile for the first map (Figure 8, center) and the first quartile for the second one
(Figure 8, right), with the aim to test how the fragmentation of the maps influences the variation of the
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All these maps were created by automatic classification of aerial images using the same
classification scheme. An area is considered forest if 20% of the ground area is covered by trees
and it is larger than 2000 m2 with a minimum width of 20 m.

4. Results

For each test map described in Sections 3.3 and 3.4, the landscape metrics listed in Section 3.2
were evaluated using GRASS GIS, FRAGSTATS, and QGIS. Values for the artificial maps described in
Section 3.3 are reported in Tables 2–5.

For the first artificial test map (Figure 3), configured as a chessboard, Table 2 shows how a 4-cells
CN (GRASS, FRAGSTATS using 4 cells) is able to recognize the 5000 patches corresponding to single
pixels and to correctly evaluate the corresponding metrics, while using 8-cells CN (QGIS, FRAGSTATS
using 8 cells) one single patch is detected. This difference influences the patch density (PD) and mean
patch size (MPS) metrics because they depend on the number of patches. Conversely, edge density
(ED) and landscape shape index (LSI) do not change using different CN values because the lengths of
all edge segments and the total landscape area change in the same proportion.

Table 2. Landscape metrics for artificial test map 1 (chessboard).

GRASS FRAGSTATS QGIS

Cell neighborhood 4 cells 4 cells 8 cells 8 cells
N patches 5000 5000 1 1

Patch density [patches/100 ha] 10,000 10,000 2 2
Mean patch size [m2] 0.01 0.01 50 50
Edge density [m/ha] 4000 4000 4000 4000

Landscape shape index 70.71 70.42 70.42 70.71

Results for the second artificial test map (Figure 4), with two large patches separated by a single
straight edge. Table 3 shows how all the landscape metrics values are the same regardless of the value
of CN used. This is obviously due to the fact that the map contains only two large compact patches
with no fragmentation and a single edge.

Table 3. Landscape metrics for artificial test map 2 (two large patches).

GRASS FRAGSTATS QGIS

Cell neighborhood 4 cells 4 cells 8 cells 8 cells
N patches 2 2 2 2

Patch density [patches/100 ha] 2.02 2.02 2.02 2.02
Mean patch size [m2] 49.5 49.5 49.5 49.5
Edge density [m/ha] 60.4 60.4 60.4 60.4

Landscape shape index 1.5 1.5 1.5 1.5

For the third artificial test map (Figure 5), with a large patch covering half of the map, Table 4
reports how all the landscape metrics do not change with different CN choices. The reason is the same
as for the previous map.

Table 4. Landscape metrics for artificial test map 3 (a large patch covering half of the map).

GRASS FRAGSTATS QGIS

Cell neighborhood 4 cells 4 cells 8 cells 8 cells
N patches 1 1 1 1

Patch density [patches/100 ha] 2 2 2 2
Mean patch size [m2] 50 50 50 50
Edge density [m/ha] 60 60 60 60

Landscape shape index 1.06 1.06 1.06 1.06
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Table 5 shows how both choices for CN correctly detect the only patch, composed by a single
pixel, present in the fourth artificial test map (Figure 6). All the landscape metrics values are the same
for the different CN values.

Table 5. Landscape metrics for artificial test map 4 (a single patch of one pixel).

GRASS FRAGSTATS QGIS

Cell neighborhood 4 cells 4 cells 8 cells 8 cell
N patches 1 1 1 1

Patch density [patches/100 ha] 10,000 10,000 10,000 10,000
Mean patch size [m2] 0.01 0.01 0.01 0.01
Edge density [m/ha] 4000 4000 4000 4000

Landscape shape index 1 1 1 1

Finally, results for the real forest map are reported in Table 6. Values provided by QGIS for mean
patch size and edge density differ from those calculated by FRAGSTATS with the same CN value by 4
orders of magnitude, respectively of a factor 104 and 10−4. This is due to the fact that areas in QGIS are
expressed in square meters, while in GRASS and FRAGSTATS, ha is used. Therefore, the values of the
two mean patch size and edge density metrics for QGIS were rescaled using ha in Table 6. The same
procedure will be applied to all the successive results from QGIS.

Table 6. Landscape metrics for the 2006 forest map of Val di Fassa, values for QGIS in ha.

GRASS FRAGSTATS QGIS

Cell neighborhood 4 cells 4 cells 8 cells 8 cells
N patches 43,594 43,594 21,094 21,094

Patch density [patches/100 ha] 368.3626 368.2583 178.1906 178.2262
Mean patch size [m2] 0.2715 0.2715 0.5611 0.5611
Edge density [m/ha] 728.6887 728.5863 728.5863 728.6592

Landscape shape index 198.1790 198.1631 198.1631 198.1792

It is evident from Table 6 that some metrics, such as number of patches, patch density, and mean
patch size, change when different values of CN are used. Edge density (ED) and landscape shape
index (LSI) values are independent from the choice for CN.

5. Aggregation Index

The literature review of Section 2 revealed that in many cases the value of CN is not explicitly
stated. Sometimes it is possible to infer the value by the indication of the GIS software used for the
processing but even then there can be some ambiguity, such as for the case of FRAGSTATS which can
use two different values and the default depends on the software version.

For this reason, it was investigated whether it is possible to find a parameter indicating how the
uncertainty on the CN value reflects on the significance of the landscape metrics. Tests on artificial
maps (Section 4, Tables 2–5) showed how the more fragmented a map is the more the values of
landscape metrics change for different values of CN. Therefore, the aggregation index (AI), defined in
Section 3.2, can be used as an indicator of the importance of the knowledge of CN for the analysis of
a map. Its value varies between 0 and 100; it is 0 when the patch class is completely disaggregated,
i.e., there are no like adjacencies; it is 100 when the patch class is completely aggregated in a single
compact patch. Since tests in Sections 3.3 and 3.4 have shown that for a given value of CN landscape
metrics do not depend on the software used to evaluate them, all the values reported in this section
were evaluated using FRAGSTATS.

The first tests to investigate a possible relationship between the AI and the variation of the values
of landscape metrics using different CN values were carried out on the artificial maps described in
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Section 3.3. Table 7 shows the values of the AI for the four artificial maps, the number of patches
obtained using values of CN 4 and 8, and their variation as percentage.

Table 7. Aggregation index and difference in the number of patches using cell neighbourhood (CN)
values of 4 and 8 for the 4 artificial maps.

Art. Map 1 Art. Map 2 Art. Map 3 Art. Map 4

Aggregation Index [%] 0 99.49 99.92 N/A
N patches (4 cells) 5000 2 1 1
N patches (8 cells) 1 2 1 1

Difference % N patches 99.98% 0 0 0

For the first raster, with a chessboard configuration, disaggregation is maximum and the AI is 0,
while the difference in the number of patches for the two values of CN is nearly 100%. Conversely,
the second and third artificial maps have an AI above 99% and the number of patches does not depend
on CN (Tables 3 and 4). Finally, for the last artificial map the AI is undefined, since it is not possible to
evaluate the AI for classes consisting of a single patch. These first tests show (Table 7) that for maps with
low values of AI the use of different values of CN leads to large variations of even a simple metric such
as the number of patches, while for maps with high AI values the choice for CN becomes irrelevant.
The four artificial maps were built to represent extreme configurations; therefore, this hypothesis was
tested on real maps. The three maps for the forest in Val di Fassa in 2006, described in Section 3.4,
represent a sequence of maps with increasing patch compactness, as shown in Figure 8.

Table 8 reports landscape metrics evaluated using four cells CN and eight cells CN for the three
maps. AI values do not depend on the choice of CN; therefore, it can be used to assess the effect of the
variation of CN on landscape metrics.

Table 8. Landscape metrics for the three forest maps of Val di Fassa with 4 cells and 8 cells CN.

Original Map Third Quartile First Quartile

4 cells 8 cells 4 cells 8 cells 4 cells 8 cells
N patches 43,594 21,094 24,859 15,497 9037 7768

Patch density [patches/100 ha] 368.26 178.19 175.61 109.47 57.31 49.26
Mean patch size [m2] 0.27 0.56 0.57 0.91 1.74 2.03
Edge Density [m/ha] 728.59 728.59 271.82 271.82 173.02 173.02

Landscape shape index 198.16 198.16 80.83 80.83 54.30 54.30
Aggregation index [%] 81.86 81.86 93.28 93.28 95.75 95.75

Figure 10 shows the variation of the number of patches, patch density, and mean patch size
metrics as a function of AI, both in the cases of 4 and 8 cells CN.
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Figure 10. Variation of number of patches, patch density, and mean patch size landscape metrics as
a function of AI for CN values of 4 and 8, left scale, and their difference in percentage, right scale,
evaluated on the map representing the forest coverage in Val di Fassa in 2006 and the two maps obtained
by applying a low pass filter with a 3 × 3 pixels window, assigning the first and the third quartile.

The difference between values obtained with the two values of CN decreases when the AI
increases for all the tested indexes. In fact, the differences for the number of patches and the patch
density decrease from 51.6% to 14.0%, while the difference for mean patch size, negative because the
mean patch size increases with CN, varies from −107.4% to −16.7% (Table 9).

Table 9. Differences for number of patches, patch density (PD) (number of patches/100 ha) and mean
patch size (MPS) (ha) for the two values of CN (4 or 8 cells) for the map representing the forest coverage
in Val di Fassa in 2006 and the two maps obtained by applying a low pass filter with a 3 × 3 pixels
window, assigning the first and the third quartile.

Original Map Third Quartile First Quartile

Aggregation index [%] 81.86 93.28 95.75
N patches (4 cells) 43,594 24,859 9037
N patches (8 cells) 21,094 15,497 7768

Difference % N patches 51.6% 37.6% 14.0%
Patch density (4 cells) [patches/100 ha] 368.26 175.61 57.31
Patch density (8 cells) [patches/100 ha] 178.19 109.47 49.26

Difference % PD 51.6% 37.6% 14.0%
Mean patch size (4 cells) [m2] 0.27 0.57 1.74
Mean patch size (8 cells) [m2] 0.56 0.91 2.03

Difference % MPS −107.4% −59.6% −16.7%

These tests show that using a different value for the CN leads to large differences for landscape
metrics for fragmented maps, while the metrics values are similar for maps with more aggregated
patches. Therefore, the aggregation index can be used as an indicator to assess the suitability of the
values of the landscape metrics for making comparisons when the CN value is unknown.

To further test this hypothesis, the number of patches was evaluated for three forest maps of
Val di Fassa in 1954, 1974, and 1994 with the two values for CN. The results are reported in Table 10;
for these maps the difference of number of patches is higher when the AI is lower.

Table 10. Differences of number of patches for the two values of CN (4 or 8 cells) for the three forest
maps of Val di Fassa in 1954, 1974, and 1994.

1954 Map 1974 Map 1994 Map

Aggregation index [%] 85.90 76.66 88.31
N patches (4 cells) 33,361 135,505 90,090
N patches (8 cells) 16,624 54,350 47,416

Difference % N patches 50.17% 59.89% 47.37%
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For these maps the AI varies from 76.6% to 88.3%, with the difference in number of patches
between the two CN values ranging from 47.37% (1994 map) to 59.89% (1974 map).

Figure 11 plots all the couples of values of AI and difference in number of patches using 4 and
8 cells CN in percentage for the six forest maps.
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Figure 11. Difference in number of patches using 4 and 8 cells CN in percentage as a function of AI for
the six forest maps.

When AI is lower than 95% the difference in the number of patches ranges from 37% to 60%,
while for the highest value the difference is 14%.

6. Conclusions

This study provides an assessment of the importance of the knowledge of the cell neighborhood
value when using landscape metrics. Tests on specially crafted maps have shown that CN can affect
the values of some metrics with variations up to 5000%. For real maps the variation is not so dramatic
but in some cases it can still reach 100% (Table 6). Therefore, the knowledge of the value used for the
cell neighborhood (CN) parameter is fundamental, especially if metrics’ values are compared across
studies from different research groups using different software, even if the same classification scheme
is used. Nevertheless, software users often seem to underestimate the importance of the effects that
CN can have on landscape metrics and the selected CN value is often omitted.

When the CN is unknown, tests in Section 5 showed that it is possible to use the values of
the aggregation index to assess the effect that the uncertainty on CN can have on some landscape
metrics, thus providing an indication of the reliability of comparison with other metrics’ evaluations.
The determination of an analytical link between the AI and the significance of CN for landscape metrics
evaluation is under way. This could lead to the identification of a threshold AI value below which
the knowledge of the CN is essential. From the user perspective, the choice of cell neighborhood is
implicit in the choice of the software. A 4-cells CN provides more evident trends for some metrics,
see e.g., Figure 10. The main recommendation is to use the same cell neighborhood when comparing
results. Moreover, researchers should clearly indicate the CN values when presenting their results.
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Abbreviations

The following abbreviations are used in this manuscript:

AI aggregation index
CN cell neighborhood
ED edge density
GIS geographic information system
GPL Gnu Public License
FOSS free and open source software
LSI landscape shape index
MPS mean patch size
NP number of patches
PD patch density

Appendix A. Available Metrics

Feature tables for FRAGSTATS 4.2, GRASS 7.6 (r.li), and QGIS 3.4 (LecoS 3.0.0). Names of metrics
change in different software systems, names in the following tables are from the FRAGSTATS 4.2
manual [45].

Table A1. Software features: cell neighborhood and available area and edge metrics for FRAGSTATS,
GRASS (r.li), and QGIS (LecoS).

FRAGSTATS GRASS QGIS

Cell neighborhood 4 or 8 cells 4 cells 8 cells

Patch Metrics
Patch Area (AREA)

Patch Perimeter (PERIM)

Radius of Gyration (GYRATE)

Class Metrics
Total (Class) Area (CA)

Percentage of Landscape (PLAND)

Largest Patch Index (LPI)

Total Edge (TE)

Edge Density (ED)
Patch Area Distribution
(AREA_MN, _AM, _MD, _RA, _SD, _CV)
Radius of Gyration Distribution
(GYRATE_MN, _AM, _MD, _RA, _SD, _CV)

Landscape Metrics
Total Area (TA)

Largest Patch Index (LPI)

Total Edge (TE)

Edge Density (ED)
Patch Area Distribution
(AREA_MN, _AM, _MD, _RA, _SD, _CV)
Radius of Gyration Distribution
(GYRATE_MN, _AM, _MD, _RA, _SD, _CV)
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Table A2. Software features: available shape metrics for FRAGSTATS, GRASS (r.li), and QGIS (LecoS).

FRAGSTATS GRASS QGIS

Patch Metrics

Perimeter-Area Ratio (PARA)

Shape Index (SHAPE)

Fractal Dimension Index (FRAC)

Related Circumscribing Circle (CIRCLE)

Contiguity Index (CONTIG)

Class Metrics

Perimeter-Area Fractal Dimension (PAFRAC)

Perimeter-Area Ratio Distribution
(PARA_MN, _AM, _MD, _RA, _SD, _CV)

Shape Index Distribution
(SHAPE_MN, _AM, _MD, _RA, _SD, _CV)

Fractal Index Distribution
(FRAC_MN, _AM, _MD, _RA, _SD, _CV)

Linearity Index Distribution
(LINEAR_MN, _AM, _MD, _RA, _SD, _CV)

Related Circumscribing Square Distribution
(SQUARE_MN, _AM, _MD, _RA, _SD, _CV)

Contiguity Index Distribution
(CONTIG_MN, _AM, _MD, _RA, _SD, _CV)

Landscape Metrics

Perimeter-Area Fractal Dimension (PAFRAC)

Perimeter-Area Ratio Distribution
(PARA_MN, _AM, _MD, _RA, _SD, _CV)

Shape Index Distribution
(SHAPE_MN, _AM, _MD, _RA, _SD, _CV)

Fractal Index Distribution
(FRAC_MN, _AM, _MD, _RA, _SD, _CV)

Linearity Index Distribution
(LINEAR_MN, _AM, _MD, _RA, _SD, _CV)

Related Circumscribing Square Distribution
(SQUARE_MN, _AM, _MD, _RA, _SD, _CV)

Contiguity Index Distribution
(CONTIG_MN, _AM, _MD, _RA, _SD, _CV)
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Table A3. Software features: available core area metrics for FRAGSTATS, GRASS (r.li), and QGIS (LecoS).

FRAGSTATS GRASS QGIS

Patch Metrics

Core Area (CORE)

Number of Core Areas (NCA)

Core Area Index (CAI)

Class Metrics

Total Core Area (TCA)

Core Area Percentage of Landscape (CPLAND)

Number of Disjunct Core Areas (NDCA)

Disjunct Core Area Density (DCAD)

Core Area Distribution
(CORE_MN, _AM, _MD, _RA, _SD, _CV)

Disjunct Core Area Distribution
(DCORE_MN, _AM, _MD, _RA, _SD, _CV)

Core Area Index Distribution
(CAI_MN, _AM, _MD, _RA, _SD, _CV)

Landscape Metrics

Total Core Area (TCA)

Number of Disjunct Core Areas (NDCA)

Disjunct Core Area Density (DCAD)

Core Area Distribution
(CORE_MN, _AM, _MD, _RA, _SD, _CV)

Disjunct Core Area Distribution
(DCORE_MN, _AM, _MD, _RA, _SD, _CV)

Core Area Index Distribution
(CAI_MN, _AM, _MD, _RA, _SD, _CV)

Table A4. Software features: available contrast metrics for FRAGSTATS, GRASS (r.li), and QGIS (LecoS).

FRAGSTATS GRASS QGIS

Patch Metrics
Edge Contrast Index (ECON)

Class Metrics
Contrast-Weighted Edge Density (CWED)

Total Edge Contrast Index (TECI)
Edge Contrast Index Distribution
(ECON_MN, _AM, _MD, _RA, _SD, _CV)

Landscape Metrics
Contrast-Weighted Edge Density (CWED)

Total Edge Contrast Index (TECI)
Edge Contrast Index Distribution
(ECON_MN, _AM, _MD, _RA, _SD, _CV)
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Table A5. Software features: available aggregation metrics for FRAGSTATS, GRASS (r.li), and
QGIS (LecoS).

FRAGSTATS GRASS QGIS

Patch Metrics

Euclidean Nearest Neighbor Distance (ENN)

Proximity Index (PROX)

Similarity Index (SIMI)

Class Metrics

Interspersion & Juxtaposition Index (IJI)

Percentage of Like Adjacencies (PLADJ)

Aggregation Index (AI)

Clumpiness Index (CLUMPY)

Landscape Shape Index (LSI)

Normalized Landscape Shape Index (nLSI)

Patch Cohesion Index (COHESION)

Number of Patches (NP)

Patch Density (PD)

Landscape Division Index (DIVISION)

Splitting Index (SPLIT)

Effective Mesh Size (MESH)

Euclidean Nearest Neighbor Distance Distribution
(ENN_MN, _AM, _MD, _RA, _SD, _CV)

Proximity Index Distribution
(PROX_MN, _AM, _MD, _RA, _SD, _CV)

Similarity Index Distribution
(SIMI_MN, _AM, _MD, _RA, _SD, _CV)

Connectance (CONNECT)

Landscape Metrics

Contagion (CONTAG)

Interspersion & Juxtaposition Index (IJI)

Percentage of Like Adjacencies (PLADJ)

Aggregation Index (AI)

Landscape Shape Index (LSI)

Patch Cohesion Index (COHESION)

Number of Patches (NP)

Patch Density (PD)

Landscape Division Index (DIVISION)

Splitting Index (SPLIT)

Effective Mesh Size (MESH)

Euclidean Nearest Neighbor Distance Distribution
(ENN_MN, _AM, _MD, _RA, _SD, _CV)

Proximity Index Distribution
(PROX_MN, _AM, _MD, _RA, _SD, _CV)

Similarity Index Distribution
(SIMI_MN, _AM, _MD, _RA, _SD, _CV)

Connectance (CONNECT)
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Table A6. Software features: available diversity indexes for FRAGSTATS, GRASS (r.li), and
QGIS (LecoS).

FRAGSTATS GRASS QGIS

Landscape Metrics
Patch Richness Density (PRD)

Relative Patch Richness (RPR)

Shannon’s Diversity Index (SHDI)

Simpson’s Diversity Index (SIDI)

Modified Simpson’s Diversity Index (MSIDI)

Shannon’s Evenness Index (SHEI)

Simpson’s Evenness Index (SIEI)

Modified Simpson’s Evenness Index (MSIEI)
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Figure 85: The windthrow after Vaia storm in Passo Lavazzé, from [42]
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seeds are scattered by the wind. Other behaviours in the spreading of the seed (animal driven

seed dispersal) are not well represented, because the distance from the nearby trees becomes

an irrelevant variable. We can conclude that the ABM model simulated coherently the forest

evolution in Paneveggio Pale di San Martino in the next 85 years with how forest evolved in

the last 160 years.
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3.8 evaluation of ecosystem services

Ecosystem services are defined in the Millennium Development Goals (MDGs) as the benefits

that an ecosystem provide to the population [86], which are divided in main classes:

• Support to life, or habitat provisioning;

• Provisioning of material goods;

• Climate and environmental regulation;

• Cultural values.

To evaluate the support to life provided by the forest it was evaluated the changes in

ecotonal length as TE, reported in graph 68. This metrics decreases from the year 1954 toward

the present day, a data that in the perspective of habitat provisioning evaluation can be

interpreted as the lowering of spaces between forest and open areas. This represented a

loss of habitat for many different species such as the Tetrao urogallus which lives mostly in

the forest, but needs open spaces for its social life. On the other hand, other species, such as

Ursus Arctos benefit from the compaction of the forests, because a more closed and connected

forest landscape means a better shelter for movements, more opportunities to feed and built

a lair.

For climate and environmental regulation the calculus here proposed is the Revised Universal

Soil Loss Equation (RUSLE). This formula proposed by [123] is used to describe the soil loss

due to rainfall events. The formula describes the soil loss as function of different factors:

A = R ·K · Ls ·C · P

Where:

• A is the annual soil loss due to erosion [t/ha year];

• R the rainfall erosivity factor;

• K the soil erodibility factor;

• LS the topographic factor derived from slope length and slope gradient;

• C the cover and management factor;

• P the erosion control practice factor.

This formula takes into account the local rain conditions in the R factor, and the soil

erodibility in function of its composition and texture with the factor K. The factor C takes into

account the land cover in each point where the RUSLE is calculated. Values of C near zero

means that the land cover is more conservative, for instance the forest category provides a

good protection against the soil loss, therefore associated to this land class is a C value near 0.

The European Union provides a map of A calculated for its entire territory, with a 100x100m

resolution [27]. The data provided by the EU also involve the singular factors that compose

the RUSLE formula. Using the r.mapcalc it was possible to calculate the RUSLE in the area of

forest by combining the single maps of each single factor. The result of this calculus is the

soil erosion avoided by the forests. Figure 88 and table 52 reports on the avoided soil loss in

the year of each dataset by the forest.
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index that even if the structure of the forest evolved toward a situation of a better diversity

in tree species and forest classes the human perception of the forest is not detailed enough

to recognize patterns of biodiversity. Therefore, the cultural perception of a ’better looking’

mountain landscape by the touristic public could be more linked to a situation similar of

what could have been in the year 1970’s, when forest were less dense and there was more

alternation between forest areas and open areas, an intermediate situation between 1954 and

the present day.

As a general indication ecosystem services provided by an expansion of forest were quite

obviously increased, while this expansion meant a loss in a certain type of biodiversity and

landscape diversity. As most of the processes in nature even this phenomena which appears

in a relatively small region of the southern Alps shows a double side, depending on the face

one is looking to afforestation this could show a positive or negative side.

171



4
C O N C L U S I O N S

The present work reconstructed the forest landscape in PAT territory over the last 160 years,

analysed how the forest ecosystem has evolved and the effect it that had on the rest of the

mountain landscape in PAT. This involved a thorough and complete research between all

the available data to find the most significant ones to perform the analysis of the variation

of the forests. After careful analysis the data sources used in this work were: 1859 cadastral

maps, then the 1936 IKFM, the aerial imagery of the years 1954, 1994, 2006 and 2015. The

fil-rouge that bounded together this mapsets was their fine resolution, which was at least

2x2m for the 1954 set of imagery, while it reached a 0.5x0.5 resolution for the 2006 and 2015

set of imagery. These data were collected and organized in different locations, in order to

ease their elaboration. This step of the research found some issue in the original datasets,

such as a misplacement of some municipality in the 1859 datasets and the non-homogeneity

of the histogram of the greyscale images (of 1954 and 1994). Along with this images a series

of other useful data were collected, among which, the DEM of the study area, a map of the

forest classes and the map of the potential forest area for PAT.

The images of 1954 were given in non geographical format, therefore they needed a pro-

cess of orthorectification, to transform their original projection into a geographical projection.

Along with this process an accuracy analysis of the coordinates of the resultant rectified im-

ages was performed, linking the position of the GCPs to a number of factors, such as slope

of the terrain, altitude of the points in the images and position of the GCPs respect to the

centre of the image. The best terrain features to be used as GCPs were identified as well.

The output of this part of the research was a series of orthorectified imagery of a portion of

the PAT territory in 1954 that together with the work of other authors provided a complete

orthorectified image of the PAT territory.

The literature review about the best methods to extract the forest cover from aerial imageries

revealed that the most effective one was the land use classification using an object based im-

age classification approach (OBIA). This approach is preferable in fine scale images, because

it allows the detection of single entities in an image. The algorithm can, exploits the geomet-

rical features of each entity to perform a better classification. Along with the application of

this process to the aerial imagery, a new module in GRASS GIS was developed with the aim

to classify marks and symbols from historic and thematic map in a separate land use class

which will be then blended with the background land class. This process allowed a better

classification of the historic maps.

The OBIA procedure was automatized and applied to each map in each dataset and from

the resulting land cover maps the category forest was extracted. These data were validated

by checking the correct classification of land use in a number of random points for each

dataset to check the accuracy of the classification. The validation process identified some

limitations of the OBIA procedure: segmentation was an issue in this procedure, especially

in those images that carried little information i.e. greyscale images. The algorithm that per-

formed segmentation tent to perform over segmentation on some objects, an error which led

to a misclassification on small areas. The maps of 1954, in particular, needed a revision of the

classification which was integrated with a method based on the classification of pixels based

on their value. It is worth underlying that these errors emerged from collateral analysis of

the extracted data, and it is recommendable to always perform a visual check of the results of

a classification procedure, especially if performed on a regional scale. If the classification re-

ports wrong results the further analysis is affected and leads to misleading conclusion. OBIA
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procedure, otherwise, proved to be effective, and it was easily automatable for all the aerial

imageries used in the current work and provided an accurate result on fine scale multiband

images, but it was easily adaptable to other maps, such as the H.C.P.A.T.or the IKFM.

Finally, after the extraction of the forest category from each dataset the research split in three

main strands: the first was the analysis of the evolution of forest coverage, the second was

the evaluation of some ecosystem services, the third was the setting up of a procedure to

analyse possible scenarios for the forest growth.

The analysis of forest coverage underlined a situation where from 1859 up to the present day

there has been a progressive and extended afforestation. Furthermore, this process has been

studied using a set of landscape metrics, which are useful tools to understand how landscape

changed through the years. Landscape metrics highlighted that forests in PAT expanded by

closing open areas and by progressively compacting, rather than colonize sparsely new ar-

eas. This process was studied for each forest class and in different altitude ranges, the results

concluded that afforestation was an homogeneous process in each altitude range and forest

class. Along with the analysis of landscape metrics an issue was underlined in the current

Literature, where a fundamental parameter for the calculus of landscape metrics, the Cell

Neighbors (CN), is often not declared. The results of a landscape metrics analysis depend

even on the shape of the CN and not declaring this parameter could lead to a misinterpreta-

tion of the results. This issue was analysed for the first time in the available Literature along

the present work.

The study of ecosystem services highlighted a situation where afforestation favoured some

processes, such as defence from soil erosion, but depauperated the biodiversity and the eco-

tonal habitats.

The afforestation process highlighted by this work was similar to what was described in other

areas of the Alps [71, 107, 60, 8, 120, 26, 105]. The dynamics which led the forest expansion

are similar: as agriculture and herding become less relevant in the mountain ecosystem forest

starts to colonize the abandoned areas. This process follows a period of forest exploitation

with a consequent deforestation [59]. This shows how the combined action of abandonment

of rural areas [114] on a global scale and climate changes are affecting forest ecosystems in

the Alps.

Finally, future change scenarios were studied in a protected area of PAT (Paneveggio Pale di

San Martino Natural Park) using a procedure based on Agent Based Models (ABM). From

this analysis it emerged that afforestation will continue in future years, if external factors

do not intervene. The results of this procedure were then compared with the results of a

different procedure for calculating future changes scenarios, namely Markov Chain. The two

procedures were concordant in simulating afforestation.

A series of future development of the current research is being proposed. Firstly, the data

about forest coverage are being used in the Climate KIC project Saturn, a project in cooper-

ation between Fondazione Edmund Mach, Birmingham municipality, Climate KIC, Gothen-

burg municipality, Hub Innovazione Trentino, University of Trento set up to study the forest

expansion in Trento Municipality and neighbours territories to study how afforestation has

affected the abandoned agricultural grounds. After the tragic events of Vaia storm in 2018,

an application of the ABM procedure can be done to simulate the reinvasion of the forests in

those areas interested by windthrows, to asses the time needed for the forests to recover. For-

est maps represent a valuable source of information to study ecological connectivity of forest

and open areas and how they have evolved since the 1859. The data about forest coverage can

be furthermore unbundled and the variation of the forest presence can be studied for each

single municipality, or other sub-areas (e.g. protected areas) over the PAT territory. The aerial

images of 1954 have been rectified for the entirety of PAT territory and have a number of

possible applications, such as study of the situation of the infrastructure, urbanization or the
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glacier area in the middle of the XX century. The evolution of ecosystem services provided

by the forest can be evaluated: the provision of timber, the habitat provision for some specific

species, the invasion of the forest in landslide areas and evapotranspiration are some exam-

ples. Finally the ABM procedure proved its effectiveness, and it could be used to perform

a prevision on the evolution of some protected areas and to assess the damage of the Vaia

storm.

The current work has fulfilled its aims, while providing in the meantime new tools and en-

hancement of existing tools for remote sensing and leaving as heritage a large dataset that

will be used to deepen the knowledge of the territory of PAT, and, more widely, to study

emerging patterns in afforestation in an alpine environment.
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Over recent decades, forest land cover is dramatically changing in European mountains 
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the Trentino land, is covered by forest and mainly by high forest. This human migration 
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