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#### Abstract

This paper introduces two novel lightweight algorithms based on a Single Non-Uniform Mutation (SNUM) operator: a single solution algorithm, and a SNUMbased compact Genetic Algorithm. The first algorithm, called also SNUM with reference to the operator, performs the search by an iterative process that perturbs one design variable selected randomly from a single solution. The latter, called compact SNUM (cSNUM), incorporates the SNUM mechanism into the compact Genetic Algorithm scheme, that replaces a population of solutions with a probabilistic model. Both approaches are characterised by a purposely simple and highly generic algorithmic structure. These two attractive features make it possible to readily employ the core part of each algorithm and combine it with other techniques for extended complexity. The results obtained from applying the two proposed algorithms on the BBOB and CEC-2017 benchmarks reveal that the use of SNUM is largely beneficial. Not only the two algorithms (in particular cSNUM) are able to deal with separable functions, especially when the problem dimensionality increases, but they also prove to be competitive on other classes of functions, displaying very good performances compared to other methods from the literature, also on non-separable functions.


[^0]Keywords single solution metaheuristic • compact optimisation • lightweight metaheuristic $\cdot$ limited-memory algorithm $\cdot$ non-uniform mutation.

## 1 Introduction

As the context of computer science and engineering continuously changes, there is a strong need for efficient numerical optimisation approaches. These algorithms are becoming ever more complex, in order to face a large number of hard-to-solve real-world optimisation problems [68]. Challenges in modern optimisation problems may result, for instance, from the large-scale nature of some applications [45], the specific properties of the objective function [23|24], real-time demands [48,54], or limited hardware resources [28,29]. In these cases, solving optimisation problems with exact methods within reasonable time can prove to be either ineffective or unachievable. Hence, the use of metaheuristics has emerged as a viable alternative [56].

The field of metaheuristics, which are mainly based on Swarm and Evolutionary Computation [4], is constantly expanding. In this sense, population-based algorithms (i.e., algorithms that keep a pool of candidate solutions, which are manipulated at every step to generate new ones) represent the basis of most of the existing literature. Typical examples of this kind of algorithms are Genetic Algorithms [4] and Particle Swarm Optimisation [39]. It is generally admitted that population-based techniques can achieve better results compared to single solution algorithms (i.e., algorithms that manipulate just one single candidate solutions at a time, e.g. Simulated Annealing [40]). This is mainly because population-based algorithms conduct an implicitly parallel search and maintain a higher solution diversity [55]. However, population-based algorithms are often characterised by complex search logics which require more memory resources and computational power than single solution counterparts [37]. In addition, complex algorithms are usually hard to control and analyse (since the effect of their search operators may be hard to characterise), and, most importantly, not always they provide better performances, as shown e.g. in [37|,9].

Compared to population-based algorithms, single solution metaheuristics have instead (in general) a simple structure, and they require a modest amount of memory and computational resources [37]. Consequently, they are a good choice to adopt in some specific application scenarios, such as those characterised by computationallylimited devices and online optimisation processes with hardware-in-the-loop. In this context, a considerable number of single solution algorithms have been proposed. For instance, the online optimisation of an IIR filter and a control system for a microhelicopter have been addressed respectively in [37] and [10], while in [74] a single solution algorithm has been used to optimise online a neural network for a digit recognition task. Other works [65]35] have proposed single solution algorithms that are capable to obtain similar performances to those offered by the most complex populationbased methods on a broad range of benchmark problems. Another class of memorysaving algorithms comes from an adjacent paradigm known as compact optimisation [52], i.e., a family of Estimation of Distribution Algorithms that instead of using an explicit population conduct the search by means of a model of the statistical distribution of the solutions, in which the design variables are usually treated as independent. In the following, we will refer to single solution and compact optimisation algorithms collectively as lightweight metaheuristics. We will discuss this paradigm more in detail in the next section.

Even though lightweight metaheuristics have been shown to offer good optimisation performances, most of the techniques of this kind suffer from one main drawback: they inherently handle the problem as if it is separable, see e.g. [74,65]. The separability property of an optimisation problem indicates that the optimum of that problem can be found by perturbing each variable independently, i.e., the design variables are uncorrelated. However, real-world applications are often characterised by nonseparable fitness functions, where variables are correlated and cannot be optimised independently. Some authors refine this distinction even further, by categorising fully separable, moderately separable, moderately non-separable and fully non-separable problems [43], depending on the number of interacting variables. While fully separable problems are usually deemed relatively easy to handle, because each variable can be optimised independently, fully non-separable problems are known to be harder to solve. To properly deal with those problems, in fact, one would normally need to use simultaneous perturbations of multiple variables. However, this kind of perturbations usually require a higher level of algorithmic complexity (for instance, by using a covariance matrix, as in CMA-ES [22]), which on the other hand must be kept low in lightweight metaheuristics. Quite surprisingly though, recent evidence [7] has shown that even non-separable functions can be handled by perturbing separately each variable at a time: while this approach does not necessarily lead to the detection of the optimum, it may still be able to detect promising areas of the decision space. In the same context, another study has shown that the correlation between pairs of variables appears to consistently decrease when the problem dimensionality increases [8]. In other words, non-separable problems in high dimensionalities can be tackled as if they are separable. The authors of that study conjectured that this effect is due to the fact that in high dimensionalities only a very restricted portion of the decision space can be explored. So, the best strategy to make use of the available budget is to exploit any improvement along each variable.

It is quite clear then that the way variables are perturbed, i.e., the mutation strategy adopted during the search process, is crucial to the algorithmic performance of lightweight metaheuristics. Previous works have investigated the effect of several mutation techniques in the context of population-based algorithms for continuous optimisation, such as Differential Evolution [58, 34, 67,66] and Genetic Algorithms [60]. For instance, in the field of Differential Evolution mutations acting on random splits of the problem [58], ensemble of mutation strategies [34|,67], and the effect of mutation strategies on the convergence rate have been investigated. Concerning Genetic Algorithms instead, in [60] it has been shown with an extensive experimental campaign that a special kind of mutation operator, named Non-Uniform Mutation (NUM) [46], performs better than random mutation (RM), polynomial mutation (PLM) [15], and power mutation (PM) [16]. To the best of our knowledge, no previous work has studied thoroughly the effect of the NUM operator in lightweight metaheuristics.

Based on the aforementioned evidence on the effect of separable operators on nonseparable problems [7],8], and being motivated by the results concerning the NonUniform Mutation [60] in Genetic Algorithms, in the present work we aim to address the following research questions:

1. Since the original Non-Uniform Mutation (NUM) operator [46] perturbs multiple variables at a time, would it be possible to simplify it by perturbing just a single variable at a time (thus treating the problem as if it is separable), to preserve the algorithmic simplicity of lightweight metaheuristics?
2. Would this "Single" Non-Uniform Mutation operator (in the following, SNUM) still lead to an advantage also when dealing with non-separable problems?
3. Would SNUM be useful in both single solution and compact optimisation settings?

To answer these questions, we firstly design a simple single solution algorithm that makes use of SNUM. This scheme is characterised by an iterative perturbation of one variable of the current best solution at a time. Secondly, leveraging the simple design of SNUM, we apply the same principle to a novel compact Genetic Algorithm variant, that we dub cSNUM, to verify how the SNUM operator can be applied to different lightweight algorithmic schemes. In order to validate the proposed SNUM and cSNUM algorithms, we then test them on two well-known benchmarks [21,2], analyse the effect of their parameterisation, and compare their performance against six state-of-the-art lightweight metaheuristics as well as six advanced populationbased metaheuristics.

The rest of the paper is organised as follows. In Section 2, we discuss some works related to the scope of the two proposed algorithms. Section 3 defines the perturbation mechanism and the algorithmic design of the proposed SNUM-based methods. Section 4 describes the experimental setup and presents the numerical results. Finally, Section 5 concludes the paper.

## 2 Lightweight metaheuristics: single solution and compact optimisation algorithms

As discussed in the previous section, in this work we consider two kinds of lightweight metaheuristics, namely single solution and compact optimisation algorithms. While these two groups of algorithms are rather different in terms of working logic (based, respectively, on a single solution or a probabilistic model), they have one important feature in common: they are memory-saving [28]. As shown in previous research, such as e.g. in [28,7], this makes them appropriate when facing the need to obtain satisfactory optimisation performance with much less memory than population-based metaheuristics. Such scenarios are not uncommon in real-world problems, where the difficulty aggravates especially if one confronts very large-scale problems [18] or embedded systems such as wireless sensors [29]. In the following, we briefly summarise some of the main related works belonging to the two categories of lightweight metaheuristics.

### 2.1 Single solution algorithms

While several flavours of single solution algorithms exist, here we will mainly focus on three kinds: 1) Simulated Annealing (and variants thereof); 2) Single Particle Optimisation (and its variants); and 3) Memetic Computing approaches.

Simulated Annealing (SA) [40] is a well-established optimisation technique inspired by the annealing process applied in metallurgy. The main feature of SA is that, differently from greedy approaches (which update the current solution only in case of improvements), it also accepts (i.e., update the current solution to) worse solutions, with a dynamic probability decreases during the optimisation process based on a quantity called "temperature". A recent variant of SA is the non-uniform Simulated

Annealing (nuSA) [65], which employs the same Non-Uniform Mutation (NUM) operator we use in this work (see Section 3.1) for generating a new candidate solution. As we will discuss below, the NUM operator controls dynamically the range of the search space of the algorithm by progressively reducing the neighbourhood size of the current solution, see Figure 1. This adaptive neighbourhood allows the algorithm to start with an exploratory behavior and become more exploitative as the search process advances, thus overcoming the poorer exploration/exploitation balance of the original SA.

As an alternative to SA algorithms, in the past couple of decades several Single Particle Optimisation methods have been proposed, i.e., versions of Particle Swarm Optimisation (PSO) [39] that make use of a single particle instead of a whole swarm. One instance of this kind of algorithms is the Simplified Intelligence Single Particle Optimisation (ISPO) [74]. ISPO uses a custom rule to update the velocity vector of the particle, based on a learning factor, which is then used to perturb the position of the particle within the search space. The main limitation of ISPO is that, being based on a single particle only, it has an intrinsic exploitation pressure, which is not properly counterbalanced by exploration. In fact, its performance tends to deteriorate on highly multimodal problems [74]. Additionally, its parameters are heavily problem-dependent and finding a proper setting is far from being a trivial task. In order to overcome these limitations and to improve upon the performance of ISPO, ISPO-Restart and VISPO were proposed in [35]. ISPO-Restart combines the logic of ISPO with a partial restart mechanism similar to the binomial crossover typically used in Differential Evolution, while VISPO builds on top of the restart process a very simple learning stage which tries to adapt the algorithm behaviour to the nonseparability of the problem. The numerical results reported in [35] have shown that VISPO performs especially well at large scale problems (100D to 1000D), resulting on par with complex population-based algorithms such as CLPSO [44] and JADE [71].

Finally, it is worth mentioning some simple yet efficient single solution Memetic Computing approaches proposed in [10, 37,7|9], which are characterised by an iterative application of multiple search strategies. Here, we use the notion of "Memetic Computing" introduced in [50], that is the study of algorithms composed of multiple logical units (memes, i.e., search operators) which are properly coordinated in order to tackle an optimisation problem. More specifically, the algorithms proposed in [10]37, 7] are characterised by a purely sequential structure, composed of a cascade of two or more search units activated sequentially, each one perturbing a single solution according to a different logic (i.e., either a series of stochastic perturbations acting at local or global level, or a series of deterministic local search steps). On the contrary, the Parallel Memetic Structures introduced in [9] are characterised by multiple search units (based on the same perturbation logics used in [10,37|7]) which are executed in a mutually exclusive way: compared to the sequential structures, these parallel structures allow a more flexible execution of the search units and thus an adaptive search process. All the single solutions algorithms introduced in [10, 37,7,9] have been proven to outperform several complex population-based algorithms on a broad set of optimisation problems at different dimensionalities.

### 2.2 Compact optimisation algorithms

As for compact optimisation, one of the earliest algorithms of this kind devised for continuous optimisation was the real-valued compact Genetic Algorithm (rcGA) [47], which in turn extended the seminal works by Harik et al. [26|25] on binary compact Genetic Algorithms. While rcGA was originally proposed for embedded microcontroller optimisation, recently it has been applied to solve even very large-scale problems on a GPU [18]. Over the years, more real-valued compact optimisation algorithms have been developed. The first variant of compact Differential Evolution algorithm ( cDE ) was presented in [48]. cDE employs the fundamental DE logic for generating new trial solutions but instead of selecting solutions from a population, it samples them from a probabilistic model. The combination of the mutation scheme, the crossover operator (binomial/exponential) and the elitism scheme has an impact on the performance of cDE and leads to a variety of cDE configurations. Besides that, many other variants of cDE have been proposed, see [53, 51, 32, 38, 57], among others. The performance of some of them was also investigated in real-world applications, see e.g. [33] where cDE obtained competitive performances on the online tuning of a PID controller for a mobile robot.

A follow-up of these works focused on embodying several Swarm Intelligence (SI) methods into a compact structure, highlighting the fact that while compact optimisation algorithms are normally thought as Evolutionary Algorithms (EAs), compact SI algorithms can also been reinterpreted in the form of an EA. For some SI metaheuristics, the compact version was obtained straightforwardly. As for others, specific modifications and adaptations in terms of formulas and/or steps of their population-based counterparts were required. In this direction, several compact SI algorithms have been proposed, the first one being the compact Particle Swarm Optimisation (cPSO) [54]. This algorithm benefits from the same selection scheme (one-to-one spawning) employed in PSO (as well as in DE) and additionally handles the best solution ever detected (called elite in the compact optimisation jargon) as the global best typical of PSO. Following cPSO, a plethora of other compact optimisation algorithms have been proposed, inspired by different kinds of swarm behaviour [36,69,70, 11, $3,63,12,14$, 72J. Other works focused on applications, e.g. in the context of Wireless Sensor Networks [13], hydroelectric power generation [62], or 3D path planning of underwater unmanned submersibles [59].

## 3 Proposed algorithms

A clear distinction between the two proposed algorithms is that SNUM is a single solution algorithm, whilst cSNUM is a compact Genetic Algorithm variant. In this section, we describe both algorithms and particularly how the Non-Uniform Mutation operator adaptively adjusts the step size of the mutation process.

### 3.1 Non-Uniform Mutation operator

As observed in [46] in the context of Evolutionary algorithms, keeping the magnitude of random mutations fixed during the evolutionary process may lead to an inefficient
search: in fact, while larger mutations may be needed at the beginning to favour exploration, smaller mutations may be useful at the later stages of the optimisation to favour exploitation and thus refine the search. In order to obtain this adaptive behaviour, the Non-Uniform Mutation (NUM) operator has been proposed in [46], and later applied e.g. in [73,65]. This operator is defined as follows. Let us indicate with $\mathbf{x}^{i t}=\left\{x_{1}, \ldots, x_{k}, \ldots, x_{D}\right\} \in R^{D}$ (being $D$ the problem dimensionality) a real-coded vector encoding the current solution at the $i t^{t h}$ iteration (being it the iteration counter), and with $x_{k}$ its element selected randomly for variation through this mutation. The resulting offspring solution produced by NUM will be $\mathbf{x}^{i t+1}=\left\{x_{1}, \ldots, x_{k}^{\prime}, \ldots, x_{D}\right\}$, where:

$$
x_{k}^{\prime}=\left\{\begin{array}{l}
x_{k}+\Delta\left(i t, U_{k}-x_{k}\right), \text { if } \eta=1  \tag{1}\\
x_{k}-\Delta\left(i t, x_{k}-L_{k}\right), \text { if } \eta=-1
\end{array}\right.
$$

with $\eta$ being a random digit that takes either the value -1 or 1 , and $L_{k}$ and $U_{k}$ being the lower and upper bounds of the variable $x_{k}$ respectively. The function $\Delta(i t, y)$ returns a value in the range $[0, y]$ such that $\Delta\left(i t, U_{k}-x_{k}\right)$ approaches zero as the iteration number it increases. To compute this function, the following equation is adopted:

$$
\begin{equation*}
\Delta(i t, y)=y \times\left(1-\rho^{(1-(i t / M a x I t))^{B}}\right) \tag{2}
\end{equation*}
$$

where: $\rho$ is a uniform random number generated from $\mathcal{U}(0,1)$, MaxIt is the maximum number of iterations, and $B$ is a parameter determining the degree of dependency on the iteration number (non-uniformity). Eq. (2) depends on the iteration counter it, i.e., as it increases the perturbation behaves differently. As analysed in [73], this mutation is neither a Gaussian mutation, which searches only locally (around its mean value), nor a Cauchy mutation, which takes longer steps in the decision space. On the contrary, its characteristics change over time accordingly to the phase of the optimisation process. Figure 1 illustrates how the step size (radius of the neighborhood) changes over the iterations when applying the NUM operator. As it can be seen, the operation spans the whole space uniformly with long jumps at the early stages of the optimisation process. With the progress of the search, the length of the jumps decreases. This makes the search explore very locally smaller and smaller regions at later stages.

### 3.2 Single Non-Uniform Mutation (SNUM) algorithm

The key idea of our first algorithm is to exploit the above-described NUM operator inside a simple single solution scheme. At the beginning of the optimisation process, a solution is initialised with a random point in the search space, the elite. Thereafter, at each iteration of the algorithm, an offspring is created by first copying the current best solution (the "elite"), and then applying on it the NUM operator. In particular, the NUM operator is applied to a single decision variable, chosen randomly (hence, the name Single Non-Uniform Mutation). Next, the offspring is evaluated and in case of improvement the elite is updated. The latter is finally passed to the next iteration of the algorithm, and the process continues until a stop criterion is verified. The pseudocode of the proposed SNUM algorithm is given in Algorithm 1 , where the SNUM() function indicates the application of the NUM operator described in Section 3.1 on a single variable, randomly selected from a candidate solution $\mathbf{x}_{o f f}$, and the compete () function simply returns the best solution between the two solutions given as arguments.


Fig. 1 Behaviour of the Non-Uniform Mutation operator on a 1D sphere function with boundary $[-5,5]$. The vertical axis shows the value of the current decision variable after applying the operator, while the horizontal axis shows the iteration number.

Because the algorithm is based on just one simple operator, SNUM, its behaviour inherits the same core principle of this operator. In other words, the algorithm explores a wide neighbourhood almost covering the whole search space of the current optimal solution at early stages, and a very local neighbourhood at later stages, as shown in Figure 1.

```
Algorithm 1 Pseudo-code of the proposed SNUM algorithm.
    Input: Problem bounds, fitness function
    Output: elite
    Parameters: B, MaxIt
    Initialise a solution within the problem bounds: elite
    while it < MaxIt do
        \(\mathbf{x}_{o f f} \leftarrow\) elite
        \(\mathbf{x}_{\text {off }} \leftarrow \operatorname{SNUM}\left(\mathbf{x}_{\text {off }}, B\right.\), MaxIt \() \quad \triangleright\) NUM on a single variable, randomly selected
        elite \(\leftarrow \operatorname{compete}\left(\mathbf{x}_{\text {off }}\right.\), elite \()\)
        it \(\leftarrow \mathrm{it}+1\)
    end while
```


### 3.3 Compact Single Non-Uniform Mutation (cSNUM) algorithm

The SNUM-based single solution algorithm presented above can be straightforwardly encoded into the real-valued compact Genetic Algorithm (rcGA). We dub this second proposal as cSNUM. Similarly to rcGA, cSNUM uses $D$ independent Gaussian Probability Distribution Functions (PDFs), truncated in the range [ $-1,1$ ], each one characterised by a mean value $\mu_{i}$ and a standard deviation $\sigma_{i}$. The PDFs are normalised such that their area in $[-1,1]$ is unitary.

For the sake of clarity, Algorithm 2 shows the pseudo-code of the proposed cSNUM. At first, a $2 \times D$ matrix, namely the perturbation vector $\mathbf{P V}=[\boldsymbol{\mu}, \boldsymbol{\sigma}]$, is initialised such that the $\boldsymbol{\mu}$ values are set equal to zero and the $\boldsymbol{\sigma}$ values are set equal to a large number
$\lambda=10$. The value of $\lambda$ is empirically set in order to simulate a uniform distribution at the beginning of the optimisation process. An initial solution elite is then sampled from PV. For further details on the sampling mechanism, the reader is referred to [47]. Subsequently, at each iteration a new solution $\mathbf{x}_{o f f}$ is sampled from PV, on which the SNUM operator is applied in the same way as in the SNUM algorithm. The fitness of the mutated solution is computed and compared (see the method compete () in the pseudo-code) to the fitness of the current elite. On the basis of their fitness values, a winner solution and a loser solution are then detected. The winner solution biases the $\mathbf{P V}$ values, according to two updating rules [47] which in turn depend on a parameter $N_{P}$, that is the "virtual" population size. Finally, the elite is updated, according to a persistent elitism scheme, see [1] for details.

```
Algorithm 2 Pseudo-code of the proposed compact SNUM algorithm (cSNUM).
    Input: \(\mathbf{P V}=[\boldsymbol{\mu}, \boldsymbol{\sigma}], D\)
    Output: elite
    Parameters: \(N_{P}, B\), MaxIt
    for \(i=1: D\) do
        Initialise \(\mu_{i} \leftarrow 0\)
        Initialise \(\sigma_{i} \leftarrow \lambda=10\)
    end for
    Generate elite by means of \(P V\)
    while it < MaxIt do
        Generate a solution \(\mathbf{x}_{\text {off }}\) by means of \(\mathbf{P V}\)
        \(\mathbf{x}_{\text {off }} \leftarrow S N U M\left(\mathbf{x}_{o f f}, B, M a x I t\right)\)
        [winner,loser] \(\leftarrow\) compete \(\left(\mathbf{x}_{\text {off }}\right.\), elite \()\)
        for \(i=1: D\) do
            \(\mu_{i}^{i t+1} \leftarrow \mu_{i}^{i t}+\frac{1}{N_{P}}\left(\right.\) winner \(_{i}-\) loser \(\left._{i}\right)\)
            \(\sigma_{i}^{i t+1} \leftarrow \sqrt{\left(\sigma_{i}^{i t}\right)^{2}+\left(\mu_{i}^{i t}\right)^{2}-\left(\mu_{i}^{i t+1}\right)^{2}+\frac{1}{N_{P}}\left(\text { winner }_{i}^{2}-\text { loser }_{i}^{2}\right)}\)
        end for
        if \(\mathbf{x}_{o f f}==\) winner then
            elite \(\leftarrow \mathbf{x}_{\text {off }}\)
        end if
        it \(\leftarrow \mathrm{it}+1\)
    end while
```


## 4 Experimental results

In the following, firstly we describe our experimental setup, i.e., the benchmark problems we opted for to assess the performance of the proposed SNUM and cSNUM algorithms, and the algorithms used as comparison basis (Section 4.1), which include other well-established lightweight metaheuristics, i.e., both single solution and compact optimisation algorithms. Then, we present the parameter analysis of SNUM and cSNUM (Section 4.2), followed by a detailed view of the results (Sections 4.3.4.4. Then, we show the results obtained in a separate set of experiments, where we compare the two proposed methods against modern population-based metaheuristics that took part in the CEC-2017 competition (Section 4.5. Finally, we conclude our discussion with the analysis of the time and space complexity of the two proposed methods (Section 4.6).

### 4.1 Experimental setup: benchmark problems and compared algorithms

We use two well-known sets of test problems, namely the BBOB [21] and the CEC2017 [2] benchmarks. The former consists of 24 functions, in two dimensionalities: $D$ $=20$ and 40; the latter contains 30 test functions in four dimensionalities: $D=10,30$, 50 and 100 . Thus, on the whole, we consider 54 benchmark functions.

The following algorithms, with their parameter setting suggested in the original papers, are the basis of our comparative analysis:

- Real-valued compact Genetic Algorithm (rcGA) [47], with persistent elitism, and virtual population size $N_{P}=300$.
- Compact Differential Evolution (cDE) [48], with persistent elitism, rand/1 mutation and binomial crossover. As for the parameter setting, the cDE mutation is applied with virtual population size $N_{P}=300$, scale factor $F=0.5$ and crossover rate $C R=0.3$.
- Non-Uniform Simulated Annealing (nuSA) [65], with mutation constant $B=5$ (note that this has the same meaning of $B$ in Eq. (2)), temperature reduction ratio (also called annealing ratio) $\alpha=0.9$, temperature reduction period (also called Markov chain length) $M_{n}=3$, and number of initial solutions to set the initial temperature equal to 10 . Starting from this initial value, the temperature decreases every $M_{n}$ function evaluations by a factor $\alpha$. As the temperature is decreased, the probability of accepting a large decrease in solution quality decays exponentially to zero, according to the Boltzmann distribution.
- Simplified Intelligent Single Particle Optimisation (ISPO) [74] with acceleration $A=1$, acceleration power factor $P=10$, learning coefficient $B=2$, learning factor reduction ratio $S=4$, minimum threshold on learning factor $E=1 e-5$, and particle learning steps PartLoop $=30$;
- Two improved variants of ISPO: ISPO-Restart (ISPOR) and VISPO [35]. The same parameter setting of ISPO is chosen also for ISPOR, except that $A$ is initialised with respect to the search space bounds $(A=U b-L b)$ and the restart threshold is set to 0.01 . As for VISPO, it is executed with a learning period $L P=10$, number of perturbations $H=30$ and learning threshold 0.65 .
Thus, we compare the two proposed approaches against six other algorithms in total. For each test function of the BBOB benchmark, each algorithm is executed over 15 runs, as recommended in [21]. The COCO platform ${ }^{1}$ is used to ensure the coherence of the results and to obtain a consistent statistical analysis. As for the CEC-2017 functions, each algorithm is executed in 51 independent runs on each problem. Every single run is executed for a fixed budget of $5000 \times D$ fitness evaluations. All the experiments are conducted on a machine with an I7 2.4 GHz CPU and 16 GB of memory. As for the software configuration, we use Matlab 2018 on a Windows 8 operating system. It is also worth mentioning that a toroidal handling [37] of the search space bounds is used in all algorithms analysed in the study.


### 4.2 SNUM and cSNUM parameterisation

As for the first algorithm, SNUM, all the numerical experiments have been executed with learning coefficient $B=10$. This value was chosen after testing the algorithm

[^1]on the entire BBOB benchmark functions in 20 and 40 dimensions, setting $B$ to all the values in the set $\{1,2,3,4,5,6,7,8,9,10,20,30,40,60,70,80,90,100,200\}$. The detailed results of these experiments are shown in Figures 5 and 6 reported in Appendix A Overall, we have found that almost all values give similar performances, which means another advantage of the SNUM algorithm: it is not very sensitive to its parameter values, in addition to the advantage of having only one main parameter, that is $B$.

As for cSNUM, the parameters $B=8$ and $N_{P}=1$ have been chosen after a series of preliminary tuning experiments. More specifically, in order to tune $N_{P}$, we fixed $B$ to 6 as an initial guess, and we decreased the $N_{P}$ value starting from the one used in most compact optimisation algorithms from the literature, i.e, 300. We tested all the $N_{P}$ values in the set $\{300,200,100,90,80,70,60,50,40,30,20,10,9,8$, $7,6,5,4,3,2,1\}$. Also in this case, we performed the parameter tuning on all the BBOB functions in 20 and 40 dimensions. Overall, we observed that the performance of cSNUM improves as $N_{P}$ decreases, see Figures 7 and 8 reported in Appendix A for details. In this regard, it is worth mentioning that the effect of $N_{P}$ is to control the convergence of compact optimisation algorithms. In principle, a lower value is expected to cause premature convergence (with reference to the update rules of $\mu$ and $\sigma$ shown in Algorithm 2, lower $N_{P}$ value yield larger update steps, which might prevent smaller refinements of $\mathbf{P V}$ ). However, in our case we observed that the lowest value, $N_{P}=1$, gave the best performance. According to our interpretation, the exploration/exploitation balance that in rcGA is controlled by using a larger $N_{P}$ value, in cSNUM is controlled by the SNUM operator itself, which allows to use $N_{P}=1$ without compromising the optimisation efficiency. After setting $N_{P}$ to 1 , we then tried to vary the $B$ value in the set $\{1,2,3,4,5,6,7,8,9,10,20,30,40,60,70,80,90,100,200\}$, testing the algorithm again on all the BBOB functions in 20 D and 40 D . The results of this tuning experiment are displayed in Figures 9 and 10 reported in Appendix A The final value chosen for the comparison with the other algorithms was then $B=8$.

### 4.3 Results on the BBOB functions

The main measure of performances used here is the Expected Running Time (ERT), as described in [20]. This metric depends on a given target function value, $f_{t}=f_{\text {opt }}+\Delta f$, where $f_{\text {opt }}$ is the optimal function value and $\Delta f$ is the precision to reach. The ERT is computed over all the runs as the number of function evaluations needed to reach $f_{t}$ during each run, summed over all runs and divided by the number of runs that actually reached $f_{t}$ [21].

From the comparison to the state-of-the-art algorithms ${ }^{2}$ expressed in the form of Empirical Cumulative Distribution Function (ECDF) graphs, see Figures 2 and 3 for 20 and 40 dimensions respectively, it can be noted that cSNUM shows a robust performance on both dimensionalities when all functions are taken as a whole, compared to all the other tested algorithms. Furthermore, cSNUM seems to perform better than SNUM, which in turn obtains similar performances to those given by VISPO on all functions. Also, compared to algorithms employing a similar compact logic, the gap of performances in favor of cSNUM over rcGA and cDE increases as the dimensionality

[^2]increases. Besides this, one can observe that rcGA displays, by far, the worst performance, as expected: as it was already shown in [48], rcGA suffers from premature convergence for dimensionality values higher than 10 . This observation further highlights the merits of the SNUM operator: in fact, cSNUM is basically an rcGA with an extra operator, yet this modification appears to be dramatically beneficial in terms of performance.

When each group of functions is considered separately, SNUM displays the best performances on the separable functions for both 20 and 40 dimensions, being notably the only algorithm that solved all functions in this category in all runs. Its performances is statistically significantly superior to those of rcGA, cDE, nuSA, ISPO and ISPOR, and marginally better than cSNUM and VISPO.

Furthermore, we can observe that the moderate functions are handled better by cSNUM. Its superiority is remarkably better compared to SNUM and all other rivals for both 20 and 40 dimensions.

On another note, we can also see that both cSNUM and SNUM, as well as all the other algorithms, do not seem to address the multimodal functions (f15-f19) as effectively as nuSA, for both 20 and 40 dimensions. In addition, although nuSA is in general not among the top algorithms on the whole benchmark, it appears clearly superior on the ill-conditioned functions (f10-f14) for $D=20$, followed by cSNUM, see Figure $2(\mathrm{~d})$. However, the performance of nuSA deteriorates when dimensionality increases to 40 , in which case it is outperformed by most algorithms including ours, as shown in Figure 3 (d).

Finally, on the weakly structured multimodal functions, either for $D=20$ or $D=$ 40, cSNUM ranks first in comparison with all the other algorithms.

To conclude the analysis on the BBOB benchmark, the main observation is that, even though perturbing one variable at a time in general does not lead to the detection of the optimum, this simple strategy still makes the cSNUM algorithm able to detect promising areas of the decision space, also on non-separable functions.

### 4.4 Results on the CEC-2017 functions

The CEC-2017 benchmark [2] has 3 unimodal functions, 7 simple multimodal functions, 10 hybrid functions and 10 composition functions, which make up a total of 30 functions. All functions are non-separable. To evaluate the performance of the proposed cSNUM and SNUM algorithms on this benchmark and strengthen the interpretation of the numerical results, we use two statistic tests, namely the Wilcoxon signed-rank test and the Holm-Bonferroni procedure, which are non-parametric tests particularly suitable for comparing evolutionary and swarm intelligence algorithms [17].

### 4.4.1 Statistical comparison of the tested algorithms by means of the Wilcoxon signed-rank test

Tables 811 (shown in Appendix B report the results obtained when applying all algorithms under comparison, ours included, on the CEC-2017 benchmark. Data are shown in terms of average fitness error and its standard deviation. Furthermore, for each test problem, we perform a pairwise comparison between one algorithm taken as reference (in each table: cSNUM) and the other algorithms, by applying the Wilcoxon


Fig. 2 Comparing cSNUM and SNUM to other lightweights algorithms in 20D: Bootstrapped Empirical Cumulative Distribution of the number of objective function evaluations divided by problem dimensionality ( $F$ Evals $/ D$ ) for 51 targets with target precision in $10^{[-8 . .2]}$ for all functions and subgroups. As reference algorithm, the "best 2009" algorithm from BBOB 2009 is shown as light thick line with diamond markers.
signed-rank test [64], with a confidence level of $0.95(\alpha=0.05)$. In the tables, the boldface indicates the algorithm that obtain the minimum average error on each tested benchmark function. The symbol " + " indicates that the reference algorithm cSNUM statistically outperforms the competitor, "" indicates that cSNUM is outperformed, and "=" is shown when the performance of the two algorithms is statistically equivalent according to the Wilcoxon test.


Fig. 3 Comparing cSNUM and SNUM to other lightweights algorithms in 40D: Bootstrapped Empirical Cumulative Distribution of the number of objective function evaluations divided by problem dimensionality ( $F$ Evals $/ D$ ) for 51 targets with target precision in $10^{[-8 . .2]}$ for all functions and subgroups. As reference algorithm, the "best 2009" algorithm from BBOB 2009 is shown as light thick line with diamond markers.

For the sake of clarity, a compact representation of the main experimental results is reported in Table 1 Based on the obtained numerical results, if we compare the number of wins (+) and losses (-) obtained by cSNUM taking into account each dimensionality separately, we can see that cSNUM outperforms all algorithms in 10D, with the exception of cDE and nuSA where cSNUM displayed almost similar performance as both of them. When the dimensionality increases to 30 , the advantage of cSNUM
compared to all the other algorithms slightly increases, apart from nuSA that again exhibits a similar performance. When 50 and 100 dimensions are considered, a clear superiority of cSNUM can be perceived, compared to all the other algorithms, including nuSA and SNUM. This is in accordance with what already pointed out in [8]. That is, insofar as a high-dimensional non-separable problem is tackled as separable and the use of simultaneous variations of multiple variables is avoided, this will enhance the efficiency of the search. The correlation between pairs of variables decreases when the problem dimensionality increases due to the fact that only a very restricted portion of the decision space can be explored in high dimensionalities. Because of this "localness" of the search, the most effective approach to make use of the available budget is to exploit any improvement along each variable.

When we consider all dimensionalities, cSNUM gives better/worse results in 78/6 cases out of $120,100 / 9$ out of $120,71 / 21$ out of $120,65 / 43$ out of $120,95 / 7$ out of 120 , 89/10 out of 120 and 68/16 out of 120, compared to SNUM, rcGA, cDE, nuSA, ISPO, ISPOR and VISPO, respectively.

Conclusively, notwithstanding that our results show that nuSA appears to be a good competitor for cSNUM at dealing with non-separable functions, especially in low dimensionalities (and in this sense it should be noted that also nuSA is based on Non-Uniform Mutation), overall cSNUM displays the best performance and seems to be preferable, in all dimensionalities, to all the other algorithms considered in this study.

Table 1 Number of statistically significant losses (-), ties (=) and wins (+) of cSNUM against SNUM, rcGA, cDE, nuSA, ISPO, ISPOR and VISPO on the CEC-2017 benchmark [2] in 10, 30, 50 and 100 dimensions.

| Optimiser | 10 D <br> $(-/=/+)$ | 30 D <br> $(-/=/+)$ | 50 D <br> $(-/=/+)$ | 100 D <br> $(-/=/+)$ | TOT <br> $(-/=/+)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| SNUM | $2 / 9 / 19$ | $1 / 6 / 23$ | $1 / 14 / 15$ | $2 / 7 / 21$ | $6 / 36 / 78$ |
| rcGA | $6 / 10 / 14$ | $2 / 1 / 27$ | $1 / 0 / 29$ | $0 / 0 / 30$ | $9 / 11 / 100$ |
| cDE | $10 / 12 / 8$ | $7 / 10 / 13$ | $4 / 6 / 20$ | $0 / 0 / 30$ | $21 / 28 / 71$ |
| nuSA | $12 / 5 / 13$ | $13 / 4 / 13$ | $10 / 1 / 19$ | $8 / 2 / 20$ | $43 / 12 / 65$ |
| ISPO | $2 / 4 / 24$ | $3 / 4 / 23$ | $1 / 5 / 24$ | $1 / 5 / 24$ | $7 / 18 / 95$ |
| ISPOR | $2 / 5 / 23$ | $4 / 4 / 22$ | $2 / 7 / 21$ | $2 / 5 / 23$ | $10 / 21 / 89$ |
| VISPO | $7 / 10 / 13$ | $4 / 8 / 18$ | $4 / 9 / 17$ | $1 / 9 / 20$ | $16 / 36 / 68$ |
| TOT $(-/=/+)$ | $41 / 55 / 114$ | $34 / 37 / 139$ | $23 / 42 / 145$ | $14 / 23 / 168$ | $112 / 162 / 566$ |

4.4.2 Statistical ranking of the tested algorithms by means of the Holm-Bonferroni procedure

In addition to the analysis presented above, we compute the ranking among all the 8 algorithms over the 30 CEC-2017 problems in four dimensionalities (thus for a total of 120 problems) by means of the Holm-Bonferroni procedure [27.19]. The HolmBonferroni procedure consists of the following. Considering the results in Tables 8 ,11, the 8 algorithms under analysis are ranked on the basis of their average performance calculated over the 120 test problems. More specifically, a score $R_{i}$ for $i=1, \ldots, N_{A}$ (where $N_{A}$ is the number of algorithms under analysis, $N_{A}=8$ in our case) is assigned. The score is assigned in the following way: for each problem, a score of 8 is
assigned to the algorithm displaying the best performance, 7 is assigned to the second best, 6 to the third and so on. The algorithm displaying the worst performance scores 1. For each algorithm, the scores obtained on each problem are averaged over the amount of test problems ( 120 in our case). On the basis of these scores, the algorithms are then ranked. With the calculated $R_{i}$ ranks, cSNUM is taken as a reference algorithm. Indicating with $R_{0}$ the rank of $\operatorname{cSNUM}$, and with $R_{j}$ for $j=1, \ldots, N_{A}-1$ the rank of the remaining 7 algorithms, the values $z_{j}$ are calculated as:

$$
\begin{equation*}
z_{j}=\frac{R_{j}-R_{0}}{\sqrt{\frac{N_{A}\left(N_{A}+1\right)}{6 N_{T P}}}} \tag{3}
\end{equation*}
$$

where $N_{T P}$ is the number of test problems in consideration $\left(N_{T P}=120\right.$ in our case). By means of the $z_{j}$ values, the corresponding cumulative normal distribution values $p_{j}$ are calculated. These $p_{j}$ values are then compared with the corresponding $\delta / j$ where $\delta$ is the level of confidence, set to 0.05 in our case. Table 2 displays the $z_{j}$, $p_{j}$, and corresponding $\delta / j$ values for all the algorithms under analysis. The values of $z_{j}$ and $p_{j}$ are expressed in terms of $z_{N_{A}}-j$ and $p_{N_{A}}-j$ for $j=1, \ldots, N_{A}-1$. The rank of cSNUM is shown in the caption of the table. Moreover, the table indicates whether the null-hypothesis (that the two algorithms have indistinguishable performances) is "Rejected", i.e., cSNUM statistically outperforms the algorithm under consideration, or "Not rejected", i.e., there is no outperformance. As shown in the table, the proposed cSNUM ranks first amongst all the eight algorithms considered in this study. The next best algorithm is nuSA, which is in line with our previous observations. VISPO, SNUM and cDE display respectable performances, which confirms what we noted earlier on the BBOB functions where SNUM and VISPO show similar performances. One can also observe that ISPOR is superior to ISPO on the CEC-2017 benchmark, which proves the usefulness of the restart strategy. As for rcGA, it is ranked the last in the list, similarly to what we found on the BBOB functions.

Table 2 Holm-Bonferroni procedure (reference: $\mathrm{cSNUM}, \mathrm{Rank}=6.43 \mathrm{E}+00$ ) for the eight algorithms under consideration over the 30 CEC 2017 benchmark functions on all dimensionalities. Higher ranks indicate better algorithms.

| $j$ | Optimiser | Rank | $z_{j}$ | $p_{j}$ | $\delta / j$ | Hypothesis |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | nuSA | $5.55 \mathrm{E}+00$ | $-2.79 \mathrm{E}+00$ | $2.61 \mathrm{E}-03$ | $5.00 \mathrm{E}-02$ | Rejected |
| 2 | VISPO | $4.89 \mathrm{E}+00$ | $-4.88 \mathrm{E}+00$ | $5.44 \mathrm{E}-07$ | $2.50 \mathrm{E}-02$ | Rejected |
| 3 | SNUM | $4.82 \mathrm{E}+00$ | $-5.11 \mathrm{E}+00$ | $1.59 \mathrm{E}-07$ | $1.67 \mathrm{E}-02$ | Rejected |
| 4 | cDE | $4.78 \mathrm{E}+00$ | $-5.24 \mathrm{E}+00$ | $7.85 \mathrm{E}-08$ | $1.25 \mathrm{E}-02$ | Rejected |
| 5 | ISPOR | $4.15 \mathrm{E}+00$ | $-7.22 \mathrm{E}+00$ | $2.59 \mathrm{E}-13$ | $1.00 \mathrm{E}-02$ | Rejected |
| 6 | ISPO | $3.02 \mathrm{E}+00$ | $-1.08 \mathrm{E}+01$ | $1.64 \mathrm{E}-27$ | $8.33 \mathrm{E}-03$ | Rejected |
| 7 | rcGA | $2.38 \mathrm{E}+00$ | $-1.28 \mathrm{E}+01$ | $5.32 \mathrm{E}-38$ | $7.14 \mathrm{E}-03$ | Rejected |

## 4.5 cSNUM and SNUM vs modern population-based metaheuristics

This comparison is conducted using the results, directly extracted from the original raw data, of six modern population-based algorithms that participated in the CEC

2017 competition on single objective optimisation. This collection of algorithms is representative of a broad set of metaheuristics ranging from evolutionary computation, in particular modern variants of Differential Evolution (JSO [6], LSHADE_SPACMA [49]) and Evolution Strategies (RB_IPOP_CMAES [5]), to swarm intelligence, namely the most modern variants of the Effective Butterfly Optimiser (EBOwithCMAR [42]), the Teaching Learning Based Optimisation algorithm (TLBO_FL [41]), and the Proactive Particle Swarm Optimisation (PPSO [61]). This comparison is intended to demonstrate how two straightforward, lightweight metaheuristics like SNUM and cSNUM perform compared to more complex optimisers that use sophisticated search logics.

All algorithms are tested for $D=10,30,50$, and 100 dimensions on the 30 CEC2017 benchmark functions. Table 3 shows the outcome of the Holm-Bonferroni procedure, while Tables 1219 (shown in Appendix Cand Drespectively for the comparison with cSNUM and SNUM) include the detailed results in terms of the average error $\pm$ standard deviation together with the outcome of the Wilcoxon signed-rank test. Finally, Table 4 contains a summary of the obtained results.

Table 3 Holm-Bonferroni procedure (Reference: LSHADE_SPACMA, Rank $=6.75 \mathrm{E}+00$ ) for the eight algorithms under consideration over the 30 CEC 2017 benchmark functions on all dimensionalities. Higher ranks indicate better algorithms.

| $j$ | Optimiser | Rank | $z_{j}$ | $p_{j}$ | $\delta / j$ | Hypothesis |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | RB_IPOP_CMA_ES | $6.07 \mathrm{E}+00$ | $-2.16 \mathrm{E}+00$ | $1.54 \mathrm{E}-02$ | $5.00 \mathrm{E}-02$ | Rejected |
| 2 | EBOwithCMAR | $5.91 \mathrm{E}+00$ | $-2.66 \mathrm{E}+00$ | $3.89 \mathrm{E}-03$ | $2.50 \mathrm{E}-02$ | Rejected |
| 3 | JSO | $5.30 \mathrm{E}+00$ | $-4.59 \mathrm{E}+00$ | $2.27 \mathrm{E}-06$ | $1.67 \mathrm{E}-02$ | Rejected |
| 4 | PPSO | $3.74 \mathrm{E}+00$ | $-9.51 \mathrm{E}+00$ | $9.25 \mathrm{E}-22$ | $1.25 \mathrm{E}-02$ | Rejected |
| 5 | cSNUM | $3.38 \mathrm{E}+00$ | $-1.07 \mathrm{E}+01$ | $6.83 \mathrm{E}-27$ | $1.00 \mathrm{E}-02$ | Rejected |
| 6 | TLBO_FL | $3.16 \mathrm{E}+00$ | $-1.14 \mathrm{E}+01$ | $3.39 \mathrm{E}-30$ | $8.33 \mathrm{E}-03$ | Rejected |
| 7 | SNUM | $2.08 \mathrm{E}+00$ | $-1.48 \mathrm{E}+01$ | $1.38 \mathrm{E}-49$ | $7.14 \mathrm{E}-03$ | Rejected |

Table 4 Number of statistically significant losses (-), ties (=) and wins (+) of (cSNUM, SNUM) against EBOwithCMAR, JSO, LSHADE_SPACMA, RB_IPOP_CMA_ES, PPSO and TLBO_FL on the CEC2017 benchmark in $10,30,50$, and 100 dimensions.

| Optimiser | $\begin{gathered} \hline 10 \mathrm{D} \\ (-/=/+) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 30 \mathrm{D} \\ (-/=/+) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 50 \mathrm{D} \\ (-/=/+) \\ \hline \end{gathered}$ | $\begin{aligned} & \hline \text { 100D } \\ & (-/=/+) \\ & \hline \end{aligned}$ | $\begin{gathered} \hline \text { TOT } \\ (-/=/+) \\ \hline \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| EBOwithCMAR | (29/1/0, 29/0/1) | (26/2/2, 28/0/2) | (25/2/3, 25/3/2) | (16/5/9, 19/3/8) | (96/10/14, 101/6/13) |
| JSO | (24/2/4, 26/2/2) | (23/1/6, 24/2/4) | (20/3/7, 23/1/6) | (13/6/11, 21/1/8) | (80/12/28, 94/6/20) |
| LSHADE_SPACMA | (29/1/0, 30/0/0) | (28/1/1, 28/0/2) | (25/1/4, 26/1/3) | (22/2/6, 23/3/4) | (104/5/11, 107/4/9) |
| RB_IPOP_CMA_ES | (26/1/3, 27/0/3) | (27/3/0, 29/0/1) | (28/0/2, 28/0/2) | (62/2/2, 27/1/2) | (107/6/7, 111/1/8) |
| PPSO | (19/3/8, 23/3/4) | (17/4/9, 22/4/4) | (12/8/10, 18/5/7) | (11/1/18, 16/1/13) | (59/16/45, 79/13/28) |
| TLBO_FL | (17/4/9, 22/3/5) | (15/5/10, 19/5/6) | (12/7/11, 16/7/7) | (8/1/21, 11/1/18) | (52/17/51, 68/16/36) |
| TOT (-/=/+) | (144/12/24, 157/8/15) | (136/16/28, 150/11/19) | (122/21/37, 136/17/27) | (96/17/67, 117/10/53) | (498/66/156, 560/46/114) |

When all functions in all dimensionalities are considered together, cSNUM and SNUM do not achieve overall competitive results and are not able to outperform these algorithms in the majority of test problems. This is evident in Table 3, where the reference algorithm is LSHADE_SPACMA, which has the highest rank and SNUM is at the bottom of the table which has the lowest rank. Given that cSNUM ranks before TLBO_FL algorithm, scrutinising cases where cSNUM (or SNUM) excels may provide a way to understand its behaviour.

In Table 5, we indicate the functions where cSNUM (or SNUM) outperforms the advanced population-based algorithms, based on the mean result. It can be seen that cSNUM (or SNUM) can still find better solutions than other high-quality algorithms, including the highest performer ones (EBOwithCMAR, LSHADE_SPACMA, JSO, and RB_IPOP_CMA_ES).

Table 5 CEC 2017 benchmark functions on which cSNUM (or SNUM) outperforms EBOwithCMAR, JSO, LSHADE_SPACMA, RB_IPOP_CMA_ES, PPSO and TLBO_FL in 10, 30, 50, and 100 dimensions


Based on the results summarised in Tables 45 , one can notice that both cSNUM and SNUM achieve good results when the dimensionality increases, in particular to $D=100$. To confirm this, we apply the Bonferroni procedure on each dimensionality apart. Tables 20[23 (shown in Appendix E) correspond to 10, 30, 50 and 100 dimensions, respectively. Another finding is that cSNUM ranks before PPSO and TLBO_FL algorithms for $D=100$. This proves that cSNUM works better at large dimensionalities.

### 4.6 Algorithmic complexity

Our experimental campaign concludes with an analysis of the time complexity and the memory requirements of the proposed algorithms.

### 4.6.1 Time complexity

We first measure the time complexity using the procedure defined in the COCO platform [21]. According to this procedure, the overall CPU time is determined by running the algorithm on the BBOB $f 8$ function (Rosenbrock) for a given number of iterations. The CPU time is recorded for each dimensionality per function evaluation. The COCO developers recommend running the time complexity experiment in the same dimensionalities as the benchmarking experiment; however, here we expand the test by adding more dimensionalities ( $10,20,30,40,50,100,300,500,700,800$ and 1000) to get a better approximation of the complexity related to the problem dimensionality. As depicted in Figure 4, the proposed cSNUM and SNUM have both linear time complexity.

Second, we calculate the time complexity based on the indications of the CEC-2017 benchmark. Table 6 summarises the algorithmic complexity of cSNUM and SNUM, in terms of average computational time, on $D=10,30,50$, and 100 , respectively. In the table, $\hat{T C}$ is the average time (across 30 independent runs per each algorithm) to execute the proposed algorithms with the same parameters described above and a budget of 200,000 FEvals on the $f 18$ function from CEC-2017 in each dimensionality. Again, from both columns of the table, one can notice that the average CPU time of both algorithms increases linearly when the dimensionality increases. Conclusively, the time


Fig. 4 Time [s] needed to run cSNUM (left) and SNUM (right) on the BBOB $f 8$ function at different dimensionalities.
complexity of both cSNUM and SNUM does not significantly increase when the problem dimensionality increases. This highlights the reduced time complexity of the two proposed algorithms, which could be used as effective optimisation tools to identify acceptable solutions for higher-dimensional problems in scenarios characterised by limited computing resources.

Table 6 Time [s] needed to run cSNUM and SNUM on the CEC-2017 f18 function at different dimensionalities.

| Dimensionality | $\hat{T C}[\mathrm{~s}] ~(\mathrm{cSNUM})$ | $\hat{T C}[\mathrm{~s}] ~(S N U M)$ |
| :---: | :---: | :---: |
| 10 | 3.02 | 1.02 |
| 30 | 4.79 | 1.33 |
| 50 | 6.62 | 1.76 |
| 100 | 12.49 | 4.04 |

Third, we estimate the theoretical complexity, in terms of $\mathcal{O}$ notation, of the two proposed algorithms. As seen in Algorithm 1 the proposed SNUM repeats MaxIt times a set of three instructions, two of which having a $\mathcal{O}(1)$ complexity each (the first and third), and one (the second instruction) with $\mathcal{O}(D)$ complexity, due to the sampling of $\mathbf{x}_{\text {off }}$ from a probabilistic distribution. As seen in Algorithm 2, we observe instead that cSNUM is composed of two main blocks, namely:

- an initialisation block: it repeats two basic instruction about $D$ times, so its complexity is $\mathcal{O}(D)$.
- a second block, repeated MaxIt times, composed of: a call to the "Generate a solution" function, with complexity $\mathcal{O}(D)$; a call to the SNUM operator, with complexity $\mathcal{O}(D)$; a for loop with $D$ repetitions, thus with $\mathcal{O}(D)$ complexity; in addition to other instructions with complexity $\mathcal{O}(1)$.

Thus, on the whole, both SNUM and cSNUM have $\simeq \mathcal{O}(D)$ time complexity, which is in line with the empirically measured execution times shown in Figure 4 and Table 6 , although it is to note that cSNUM is relatively slower than SNUM.

Finally, one has to bear in mind that this complexity is computed for the case where MaxIt does not depend on the problem dimensionality. Otherwise, a quadratic complexity would appear for both algorithms.

### 4.6.2 Space complexity

The second complexity aspect we consider in our analysis is memory consumption. This is an especially relevant feature for lightweight algorithms such as the proposed cSNUM and SNUM algorithm, which clearly distinguish them from population-based metaheuristics. In order to assess space complexity, we compare the 14 algorithms considered in our experimentation (the 2 proposals, 6 lightweight algorithms, and 6 modern metaheuristics) in terms of the approximate number of $D$-dimensional vectors used to perform the algorithmic operations in memory. The information contained in Table 7 reveals that single solution algorithms including ISPO, ISPOR, VISPO, nuSA and SNUM require slightly less memory than compact optimisation algorithms such as rcGA, cDE and cSNUM. In addition, the table clearly shows, as expected, that compared to population-based algorithms (EBOwithCMAR, LSHADE_SPACMA, JSO, RB-IPOP-CMAES, PPSO and TLBO_FL) all lightweight algorithms have considerably lower memory requirements.

Table 7 Memory complexity in terms of approximate number of "memory slots" (i.e., $D$-dimensional vectors) of the algorithms analysed in the experimentation.

| Algorithm class | Algorithm | Number of memory slots |
| :---: | :---: | :---: |
| Compact | rcGA | 4 |
|  | cDE | 4 |
|  | cSNUM | 4 |
| Single solution | nuSA | 2 |
|  | ISPO | 2 |
|  | ISPOR | 2 |
|  | VISPO | 2 |
|  | SNUM | 2 |
| Population-based | EBOwithCMAR | PopSize $=P S_{1}+P S_{2}+P S_{3}+$ HistoricalMemory $\left(P S_{1}=64.8 * D, P S_{2}=4, P S_{3}=3^{*} \log (D), \text { HistoricalMemory }=6\right)$ |
|  | LSHADE_SPACMA | PopSize + MemorySize <br> $($ PopSize $=18 *$ D, MemorySize $=5)$ |
|  | JSO | 2*PopSize+HistoricalMemory |
|  |  | $($ PopSize $=25 * \log (D) \sqrt{D}$, HistoricalMemory=5) |
|  | RB-IPOP-CMAES | $2+\lfloor(3 / 2) * \log (\mathrm{D})\rfloor+($ nbrGenerations -1$) *(16+\lfloor 12 * \log (\mathrm{D})\rfloor$ ) |
|  | PPSO | 3 3PopSize +1 |
|  | TLBO_FL | (PopSize $=200 / 300 / 500$, according to the dimensionality D) <br> PopSize +1 <br> (PopSize $=100$ ) |

## 5 Conclusion

This paper illustrates the value of the Single Non-Uniform Mutation (SNUM) operator, by investigating its impact when employed into two schemes characterised by a different logic. The first SNUM-based proposal (also called SNUM) has a notably simple and efficient structure for single solution progressive perturbation. The second approach (cSNUM) shows how the SNUM operator could be easily reused in a compact Genetic Algorithm scheme while preserving its merits. Of note, the two proposed algorithms have modest memory requirements (respectively, they need to keep
in memory only 2 and $4 D$-dimensional vectors, being $D$ the problem dimensionality) and linear time complexity $\mathcal{O}(D)$, thus being suitable for embedded implementations.

The experiments conducted on a set of 54 reference benchmark functions, with different dimensionalities, show that cSNUM is able to deal with problems at different dimensionalities, outperforming all the other lightweight algorithms under study. Furthermore, cSNUM appears effective at tackling not only separable functions, but also other categories of problems. As for the single solution SNUM algorithm, it shows similar performances to those of another lightweight algorithm, i.e., the VISPO algorithm. However, SNUM by design is characterised by an exceptional minimalist and straightforward algorithmic structure that contains just one operator and only one parameter. Among the compared algorithms, we can observe that nuSA (which is also based on Non-Uniform Mutation) is also a good choice in handling the non-separable problems from the CEC-2017 benchmark in lower dimensionalities, and the multimodal and ill-conditioned functions from the BBOB benchmark in 20D. Furthermore, cSNUM shows the best overall performances and the highest robustness across the different dimensionalities.

Additionally, the statistical analysis of the comparison with two recent DE variants (JSO and LSHADE_SPACMA), a recent variant of CMA-ES (RB_IPOP_CMAES), and three modern swarm intelligence methods (EBOwithCMAR, PPSO and TLBO_FL), prove that cSNUM achieves notable success over some approaches, especially PPSO and TLBO_FL in 100 dimensions.

For further studies, a promising direction would be to integrate the SNUM operator with other algorithmic components that could play somewhat different but complementary roles, in order to deal with non-separable functions even more effectively. In addition, restart mechanisms such as the re-sampled inheritance introduced in [10,30,31] could be considered to further improve performances and avoid premature convergence on highly multimodal problems.
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## A Parameter analysis of SNUM and cSNUM on BBOB

## A. 1 Effect of the $B$ parameter of SNUM on BBOB



Fig. 5 Effect of the $B$ parameter of SNUM on BBOB in 20D: Bootstrapped Empirical Cumulative Distribution of the number of objective function evaluations divided by problem dimensionality (FEvals/D) for 51 targets with target precision in $10^{[-8 . .2]}$ for all functions and subgroups. As reference algorithm, the "best 2009" algorithm from BBOB 2009 is shown as light thick line with diamond markers.


Fig. 6 Effect of the $B$ parameter of SNUM on BBOB in 40D: Bootstrapped Empirical Cumulative Distribution of the number of objective function evaluations divided by problem dimensionality ( $F$ Evals/D) for 51 targets with target precision in $10^{[-8 . .2]}$ for all functions and subgroups. As reference algorithm, the "best 2009" algorithm from BBOB 2009 is shown as light thick line with diamond markers.
A. 2 Effect of the $B$ and $N_{P}$ parameters of cSNUM on BBOB


Fig. 7 Effect of the $N_{P}$ parameter of $\operatorname{cSNUM}$ with $B=6$ on BBOB in 20D: Bootstrapped Empirical Cumulative Distribution of the number of objective function evaluations divided by problem dimensionality ( $F$ Evals $/ D$ ) for 51 targets with target precision in $10^{[-8 . .2]}$ for all functions and subgroups. As reference algorithm, the "best 2009" algorithm from BBOB 2009 is shown as light thick line with diamond markers.


Fig. 8 Effect of the $N_{P}$ parameter of cSNUM with $B=6$ on BBOB in 40D: Bootstrapped Empirical Cumulative Distribution of the number of objective function evaluations divided by problem dimensionality ( $F E v$ vals $/ D$ ) for 51 targets with target precision in $10{ }^{[-8 . .2]}$ for all functions and subgroups. As reference algorithm, the "best 2009" algorithm from BBOB 2009 is shown as light thick line with diamond markers.


Fig. 9 Effect of the $B$ parameter of cSNUM with $N_{P}=1$ on BBOB in 20D: Bootstrapped Empirical Cumulative Distribution of the number of objective function evaluations divided by problem dimensionality ( $F$ Evals/D) for 51 targets with target precision in $10^{[-8 . .2]}$ for all functions and subgroups. As reference algorithm, the "best 2009" algorithm from BBOB 2009 is shown as light thick line with diamond markers.


Fig. 10 Effect of the $B$ parameter of cSNUM with $N_{P}=1$ on BBOB in 40 D : Bootstrapped Empirical Cumulative Distribution of the number of objective function evaluations divided by problem dimensionality ( $F E v$ vals $/ D$ ) for 51 targets with target precision in $10{ }^{[-8 . .2]}$ for all functions and subgroups. As reference algorithm, the "best 2009" algorithm from BBOB 2009 is shown as light thick line with diamond markers.

B Extended numerical results for SNUM and cSNUM on CEC-2017 against lightweight algorithms

Table 8 Average error $\pm$ standard deviation and Wilcoxon signed-rank test (reference: cSNUM) for cSNUM against SNUM, rcGA, cDE, nuSA, ISPO, ISPOR and VISPO on CEC-2017 [2] in 10 dimensions.

| Function | csnum |  | snum |  |  | reGA |  |  | cDE |  |  | nuSA |  |  | ISPO |  |  | ISPOR |  |  | vispo |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Std | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w |
| 1 | $4.93 \mathrm{E}+03$ | 4.00E+03 | 5.58E+03 | 4.36E+03 | $=$ | $3.20 \mathrm{E}+06$ | $2.28 \mathrm{E}+07$ | = | 3.59E+03 | $3.44 \mathrm{E}+03$ | = | $3.40 \mathrm{E}+03$ | $2.94 \mathrm{E}+03$ | - | 3.59E+03 | $2.93 \mathrm{E}+03$ | = | $3.70 \mathrm{E}+03$ | $2.82 \mathrm{E}+03$ | = | 4.65E+04 | $1.10 \mathrm{E}+05$ | + |
| ${ }^{2}$ | 4.16E-04 | ${ }^{7.20 \mathrm{E}-04}$ | $1.61 \mathrm{E}+02$ | 5.94E+02 |  | 3.99E+07 | 1.17E+08 | + | 2.39E+03 | 4.34E+03 | + | 1.35E+01 | 5.82E+00 | + | $0.00 \mathrm{E}+00$ | 0.00E+00 |  | 0.00E+00 | 0.00E+00 |  | $9.80 \mathrm{E}+00$ | 5.32E+01 |  |
| 4 | $8.19 \mathrm{E}-13$ ${ }_{3} .27 \mathrm{E}+00$ | ${ }_{\text {cen }}^{1.45 \mathrm{E}-12}$ | ${ }_{\text {cen }}^{4.32 \mathrm{E}+01}$ | $5.87 \mathrm{E}+02$ $2.54 \mathrm{E}+01$ | + | + $\begin{array}{r}4.30 \mathrm{E}+03 \\ 2.98 \mathrm{E}+01\end{array}$ | $3.21 \mathrm{E}+03$ <br> $2.80 \mathrm{E}+01$ | + | $3.90 \mathrm{E}-03$ <br> $5.16 \mathrm{E}+00$ | ${ }_{9}^{2.965 \mathrm{E}-02}$ | + | + ${ }_{2}^{2.03 \mathrm{E}-10}$ | ${ }_{\text {coser }}^{4.16 \mathrm{E}-10}$ | + | $3.7 \mathrm{EE}+03$ $1.33 \mathrm{E}+00$ |  |  | $3.96 E+03$ $2.92 \mathrm{E}+00$ | $5.47 \mathrm{E}+03$ $1.00 \mathrm{E}+01$ 1 |  | $5.92 \mathrm{E}+03$ $7.70 \mathrm{E}+00$ |  |  |
| 5 | ${ }_{1} .37 \mathrm{E}+01$ | ${ }_{5}^{1.07 \mathrm{E}+00}$ | ${ }_{2.17 \mathrm{E}+01}^{1.21}$ | ${ }_{8}^{2.56 \mathrm{E}+00}$ | + | ${ }_{2.31 \mathrm{E}+01}^{2.01}$ | ${ }_{8.05 \mathrm{E}+00}^{2.00}$ | + | 1.15E+01 | ${ }_{5} 5.05 \mathrm{E}+00$ |  | $1.57 \mathrm{E}+01$ | ${ }_{6} 6.57 \mathrm{E}+00$ |  | ${ }_{2.41 \mathrm{E}+02}$ | ${ }_{\text {1.17E+02 }}$ |  | $2.54 \mathrm{E}+01$ | $1.09 \mathrm{E}+01$ |  | 1.56E+01 | ${ }_{6.85 \mathrm{E}+00}^{1.00}$ |  |
| 6 | 7.49E.07 | 2.05 E -06 | 6.57E-05 | 2.34E-04 |  | $1.28 \mathrm{E}+01$ | $7.18 \mathrm{EE}+00$ | + | 6.15E-02 | 8.18E-02 | + | $1.04 \mathrm{E}+00$ | 1.02E+00 |  | 8.26E+01 | 1.79E+01 |  | $2.09 \mathrm{E}+00$ | 1.45E+00 |  | 7.81E-05 | $2.37 \mathrm{E}-04$ |  |
| 7 | $1.81 \mathrm{E}+01$ | $3.76 \mathrm{E}+00$ | $3.20 \mathrm{E}+01$ | $7.82 \mathrm{E}+00$ | + | $7.12 \mathrm{E}+01$ | $3.36 \mathrm{E}+01$ | + | $2.78 \mathrm{E}+01$ | $7.10 \mathrm{E}+00$ | + | $2.51 \mathrm{E}+01$ | 8.05E+00 | + | $8.81 \mathrm{E}+02$ | $2.58 \mathrm{E}+02$ |  | $4.42 \mathrm{E}+01$ | $1.34 \mathrm{E}+01$ |  | 3.36E+01 | $8.19 \mathrm{E}+00$ |  |
| 8 | 1.29E+01 | $5.85 \mathrm{E}+00$ | $2.50 \mathrm{E}+01$ | $1.06 \mathrm{E}+01$ | + | $3.13 \mathrm{E}+01$ | 1.10E+01 | + | 1.26E+01 | 4.20E+00 | $=$ | $1.46 \mathrm{E}+01$ | $7.99 E+00$ | = | 1.48E+02 | 5.59E+01 | + | $2.98 \mathrm{E}+01$ | 1.10E+01 |  | 1.69E+01 | $7.75 \mathrm{E}+00$ |  |
| 9 | $3.01 \mathrm{E}+00$ | $2.15 \mathrm{E}+01$ | $3.72 \mathrm{E}+01$ | 1.58E+02 | + | $3.51 \mathrm{E}+02$ | $2.66 \mathrm{E}+02$ | + | $5.63 \mathrm{E}+00$ | $7.26 \mathrm{E}+00$ | + | 1.09E.01 | $4.00 \mathrm{E}-01$ | + | 3.20E+03 | $1.38 \mathrm{EE}+03$ | + | $2.25 \mathrm{E}+02$ | $3.06 \mathrm{E}+02$ |  | 5.54E+01 | $1.60 \mathrm{E}+02$ |  |
| 10 | $4.52 \mathrm{E}+02$ | ${ }_{2} .14 \mathrm{E}+02$ | $6.86 \mathrm{E}+02$ | $2.65 \mathrm{E}+02$ | + | $8.45 \mathrm{E}+02$ | $2.92 \mathrm{E}+02$ | + | $3.64 \mathrm{E}+02$ | $1.81 \mathrm{E}+02$ |  | $5.91 \mathrm{E}+02$ | $2.60 \mathrm{E}+02$ | + | 1.86E+03 | $4.68 \mathrm{EE}+02$ |  | $7.98 \mathrm{E}+02$ | $2.74 \mathrm{E}+02$ |  | 4.13E+02 | ${ }_{1} 1.72 \mathrm{E}+02$ |  |
| 11 | 7.12E+00 | $4.52 \mathrm{E}+00$ | $1.86 \mathrm{E}+01$ | $2.67 \mathrm{E}+01$ | + | $9.95 \mathrm{E}+01$ | 6.65E+01 | + | 9.00E+00 | 4.79E+00 | + | 1.45E+01 | $6.98 \mathrm{E}+00$ | + | 9.29E+01 | $5.92 \mathrm{E}+01$ |  | 1.76E+01 | 9.23E+00 |  | 2.18E+01 | ${ }_{3.22 \mathrm{E}+01}$ |  |
| 12 | $1.97 \mathrm{E}+04$ | $1.56 \mathrm{E}+04$ | $1.51 \mathrm{E}+05$ | $2.06 \mathrm{E}+05$ | + | $2.76 \mathrm{E}+05$ | $1.21 \mathrm{E}+06$ | = | $1.31 \mathrm{E}+04$ | $1.57 \mathrm{E}+04$ |  | 5.20E+04 | $1.69 \mathrm{E}+04$ | + | 1.28E+05 | $1.08 \mathrm{E}+05$ |  | $1.02 \mathrm{E}+05$ | $9.23 \mathrm{E}+04$ |  | $3.70 \mathrm{E}+05$ | 5.41E+05 |  |
| 13 | $7.51 \mathrm{E}+03$ | $9.02 \mathrm{E}+03$ | $7.96 \mathrm{E}+03$ | 1.08E+04 | $=$ | $1.14 \mathrm{E}+04$ | 1.19E+04 | + | 8.60E+03 | ${ }_{9} .71 \mathrm{E}+03$ | $=$ | $9.35 \mathrm{E}+03$ | $1.03 \mathrm{E}+04$ | + | $1.76 \mathrm{E}+04$ | 1.29E+04 |  | $1.92 \mathrm{E}+04$ | $1.24 \mathrm{E}+04$ |  | 1.52E+04 | $1.12 \mathrm{E}+04$ |  |
| 14 | $8.17 \mathrm{E}+03$ | $8.55 \mathrm{E}+03$ | $1.03 \mathrm{E}+04$ | $9.57 \mathrm{E}+03$ | $=$ | ${ }^{6.69 E+02}$ | $1.94 \mathrm{E}+03$ |  | ${ }^{3.50 \mathrm{E}+03}$ | ${ }^{6.05 E+03}$ |  | ${ }^{6.188 E+01}$ | ${ }^{2.83 E+01}$ |  | ${ }_{6}^{6.31 \mathrm{E}+03}$ | $7.35 \mathrm{E}+03$ |  | ${ }^{6.412 \mathrm{E}+03}$ | ${ }^{7.83 \mathrm{E}+03}$ |  | ${ }^{2.48 E+03}$ | 5.02E 03 |  |
| 15 16 | $6.11 \mathrm{E}+03$ <br> $1.70 \mathrm{E}+02$ | $8.54 \mathrm{E}+03$ <br> $1.39 \mathrm{ta2}$ | ${ }_{\substack{1.18 \mathrm{E}+04 \\ 2.17+02}}^{1}$ | ${ }_{\text {cen }}^{1.16 \mathrm{E}+04}$ | $\stackrel{+}{+}$ | - $\begin{aligned} & 3.56 \mathrm{E}+03 \\ & 9.72 \mathrm{E}+01\end{aligned}$ | ${ }_{\substack{4.435+03 \\ 9.25+01}}^{\text {a }}$ | = | ${ }_{\text {col }}^{6.33 \mathrm{E}+03}$ | ${ }_{\substack{7.53 \mathrm{E}+01 \\ 9.501}}$ | = | ${ }_{\substack{3 \\ 4.85 E+02}}^{4.95+01}$ |  |  | ${ }_{7.83 \mathrm{E}+02}^{1.01 \mathrm{E}}$ | ${ }_{\text {cole }}^{1.098 \mathrm{E}+04}$ |  | ${ }_{\text {lober }}^{1.02 \mathrm{E}+04}$ | ${ }_{1}^{1.711 \mathrm{E}+04}$ |  | + $7.74 \mathrm{E}+03$ |  |  |
| 17 | ${ }_{5} 1.13 \mathrm{E}+01$ | ${ }_{6} 6.38 \mathrm{E}+01$ | $5.84 \mathrm{E}+01$ | 7.14E+01 | = | $7.66 \mathrm{E}+01$ | $4.88 \mathrm{E}+01$ | + | $2.07 \mathrm{E}+01$ | 3.10E+01 | = | $4.37 \mathrm{E}+01$ | ${ }_{2.51 \mathrm{E}+01}^{6.5101}$ | + | 4.09E+02 | ${ }_{2.26 \mathrm{E}+2}$ |  | ${ }_{6.82 \mathrm{E}+01}^{501}$ | ${ }_{6.54 E+01}^{1.74+02}$ |  | ${ }_{4.23 \mathrm{E}+01}^{1.24}$ | ${ }_{4.86 \mathrm{E}+01}^{1.3102}$ |  |
| 18 | $1.30 \mathrm{E}+04$ | $1.22 \mathrm{E}+04$ | $2.08 \mathrm{E}+04$ | $1.40 \mathrm{EF}+04$ | + | $1.38 \mathrm{E}+04$ | 1.01E+04 | = | $1.21 \mathrm{E}+04$ | 9.17E+03 | $=$ | $2.54 \mathrm{E}+04$ | $1.17 \mathrm{E}+04$ | + | 1.30E+04 | $9.55 \mathrm{E}+03$ |  | $1.31 \mathrm{E}+04$ | $8.51 \mathrm{E}+03$ |  | 1.20E+04 | 1.19E+04 |  |
| 19 20 | $1.04 \mathrm{E}+04$ $4.27 \mathrm{E}+00$ | ${ }_{\substack{1.13 \mathrm{E}+04 \\ 6.90 \mathrm{E}+00 \\ \hline}}$ |  | ${ }_{\substack{1.09 E+04 \\ 9,14 \mathrm{E}+00}}^{\text {a }}$ | = | $8.55 \mathrm{E}+03$ $748 \mathrm{E}+01$ | ${ }_{3}^{9.758 \mathrm{E}+01}$ | - |  |  | = | (1.00E+03 | ${ }_{\substack{1.10 \mathrm{E}+03 \\ 1.53 \mathrm{E}+01}}^{1}$ | + | - $\begin{aligned} & 3.21 \mathrm{E}+03 \\ & 576 \mathrm{E}+02\end{aligned}$ | ${ }_{2}^{5.25 \mathrm{E}+9}$ |  | - | $7.17 \mathrm{E}+03$ <br> $1.22 \mathrm{E}+01$ |  | $4.22 \mathrm{E}+03$ $7.54 \mathrm{E}+00$ |  |  |
| 21 | 2.16E+02 | ${ }_{3} .03 \mathrm{E}+01$ | ${ }_{2.21 \mathrm{E}+02}$ | $4.63 \mathrm{E}+$ | + | 1.09E+02 | ${ }_{1} 1.73 \mathrm{E}+01$ |  | ${ }_{2.02 \mathrm{E}+02}$ | ${ }_{4} .1 .11 \mathrm{E}+01$ |  | ${ }_{1} 1.59 \mathrm{E}+02$ | ${ }_{6}{ }^{1.28 \mathrm{E}}$ |  | ${ }_{3.69 E+02}$ | ${ }^{2} .09 \mathrm{E}+02$ |  |  |  |  |  | 5.44E+01 |  |
| 22 | $2.28 \mathrm{EE}+02$ | $2.96 \mathrm{E}+02$ | $7.52 \mathrm{E}+02$ | 5.36E+02 | + | $1.21 \mathrm{E}+02$ | 8.53E+01 | $=$ | 2.09E+02 | $2.60 \mathrm{E}+02$ | $=$ | $8.88 \mathrm{E}+01$ | $2.97 \mathrm{E}+01$ | = | 1.73E+03 | 8.87E+02 |  | $7.92 \mathrm{E}+02$ | $6.85 \mathrm{E}+02$ |  | 2.07E+02 | ${ }_{2.72 \mathrm{E}+02}$ | + |
| ${ }^{23}$ | $3.19 \mathrm{E}+02$ | $7.67 \mathrm{E}+00$ | $3.31 \mathrm{E}+02$ | $2.44 \mathrm{E}+01$ | + | $3.18 \mathrm{E}+02$ | $7.02 \mathrm{E}+00$ | = | 3.16E+02 | 5.77E+00 | = | $3.21 \mathrm{E}+02$ | $9.90 \mathrm{E}+00$ | = | $1.04 \mathrm{E}+03$ | $4.84 \mathrm{E}+02$ |  | $3.47 \mathrm{E}+02$ | 1.71E+01 |  | 3.35E+02 | 1.92E+01 |  |
| 24 | $3.60 \mathrm{E}+02$ | 5.23E+01 | $3.40 \mathrm{E}+02$ | 8.58E+01 | $=$ | $2.74 \mathrm{E}+02$ | 9.54E+01 |  | 3.17E+02 | 8.35E+01 |  | $3.42 \mathrm{E}+02$ | $3.56 \mathrm{E}+01$ |  | $4.76 \mathrm{E}+02$ | 1.69E+02 |  | $3.51 \mathrm{E}+02$ | $9.68 \mathrm{E}+01$ |  | 3.43E+02 | 8.31E+01 |  |
| 25 | $4.32 \mathrm{E}+02$ | $3.14 \mathrm{E}+01$ | $4.21 \mathrm{E}+02$ | 6.10E+01 | = | $4.64 \mathrm{E}+02$ | $2.11 \mathrm{E}+01$ | + | 4.29E+02 | 5.13E+01 | $=$ | $4.12 \mathrm{E}+02$ | $2.10 \mathrm{E}+01$ |  | $4.62 \mathrm{E}+02$ | $1.18 \mathrm{E}+02$ |  | $4.42 \mathrm{E}+02$ | $5.44 \mathrm{E}+01$ |  | 4.29E+02 | 3.03E+01 |  |
| 26 | 8.47E+02 | 5.45E+02 | $1.02 \mathrm{E}+03$ | 5.72E+02 | + | $4.20 \mathrm{E}+02$ | 6.39E+01 | $=$ | 5.20E+02 | 4.19E+02 |  | $3.46 \mathrm{E}+02$ | $2.18 \mathrm{E}+02$ | - | 2.26 E+03 | 1.15E+03 |  | 1.08E+03 | 6.64E+02 |  | $5.95 \mathrm{E}+02$ | 5.35E+02 |  |
| 27 | $4.06 \mathrm{E}+02$ | $2.33 \mathrm{E}+01$ | 4.37E+02 | 3.53E+01 | + | $3.96 \mathrm{E}+02$ | $4.32 \mathrm{E}+00$ | . | $4.01 \mathrm{E}+02$ | $1.35 \mathrm{E}+01$ | $=$ | $3.93 \mathrm{E}+02$ | $2.50 \mathrm{E}+00$ |  | 7.19E+02 | 3.55E+02 |  | $4.39 \mathrm{E}+02$ | 3.12E+01 |  | 4.05E+02 | 1.50E+01 |  |
| 28 | $5.44 \mathrm{E}+02$ | 1.44E+02 | 5.67E+02 | 1.29E+02 | $=$ | $4.16 \mathrm{E}+02$ | 6.03E+01 |  | $4.38 \mathrm{E}+02$ | $1.39 \mathrm{E}+02$ |  | $3.91 \mathrm{E}+02$ | $1.31 \mathrm{E}+02$ |  | 6.10E+02 | $2.03 \mathrm{EE}+02$ |  | 5.63E+02 | 1.84E+02 |  | 4.44E+02 | $1.21 \mathrm{E}+02$ |  |
| 29 | $3.20 \mathrm{E}+02$ | 6.19E+01 | ${ }^{3} .76 \mathrm{E}+02$ | 8.02E+01 | + | $3.12 \mathrm{E}+02$ | 5.49E+01 | $=$ | $2.70 \mathrm{E}+02$ | ${ }^{2} 239 \mathrm{E}+01$ |  | $2.83 \mathrm{E}+02$ | $4.38 \mathrm{E}+01$ |  | $8.58 \mathrm{E}+02$ | ${ }_{2} .32 \mathrm{E}+02$ |  | $3.64 \mathrm{E}+02$ | $7.70 \mathrm{E}+01$ |  | $2.95 \mathrm{E}+02$ | $4.63 \mathrm{E}+01$ | = |
| 30 | $2.56 \mathrm{E}+05$ | 4.19E+05 | 5.02E+05 | $6.81 \mathrm{E}+05$ |  | $1.63 \mathrm{E}+05$ | $3.63 \mathrm{E}+05$ | $=$ | $1.45 \mathrm{E}+05$ | 3.01E+05 | $=$ | $4.38 \mathrm{E}+05$ | 7.00E+05 | $=$ | 7.99E+05 | 6.11E+05 |  | $5.16 \mathrm{E}+05$ | $5.62 \mathrm{E}+05$ |  | $4.66 \mathrm{E}+05$ | 5.83E+05 |  |

Table 9 Average error $\pm$ standard deviation and Wilcoxon signed-rank test (reference: cSNUM) for cSNUM against SNUM, rcGA, cDE, nuSA, ISPO, ISPOR and VISPO on CEC-2017 [2] in 30 dimensions.

| Function | csnum |  | SNum |  |  | reGA |  |  | cDE |  |  | nuSA |  |  | ISPO |  |  | ISPOR |  |  | vispo |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Std | Mean | Std | w | Mean | Std | w | an | Std | w | Mean | std | w | an | Std | w | an | std | w | Mean | std | w |
| 1 | $7.00 \mathrm{E}+03$ | 6.93E+03 | $9.53 \mathrm{E}+03$ | $7.62 \mathrm{E}+03$ | + | $9.84 \mathrm{E}+09$ | $4.96 \mathrm{E}+09$ | + | $1.23 \mathrm{E}+08$ | $3.41 \mathrm{E}+08$ | + | 2.09E+03 | 1.40E+03 | - | $3.90 \mathrm{E}+03$ | $3.97 \mathrm{E}+03$ | - | $4.06 \mathrm{E}+03$ | $3.88 \mathrm{E}+03$ |  | 1.49E+04 | ${ }^{6.97 E+04}$ | $=$ |
| 2 | $1.41 \mathrm{E}-03$ | $2.88 \mathrm{E}-03$ | ${ }^{3.69 E+23}$ | $2.41 \mathrm{E}+24$ | + | $7.33 \mathrm{E}+37$ | 4.00E +38 |  | 1.46E+27 | $7.21 \mathrm{E}+27$ | + | $1.28 \mathrm{EE+13}$ | 1.14E+13 | + | $3.44 \mathrm{E}+03$ | $1.24 \mathrm{E}+04$ |  | $4.71 \mathrm{E}+03$ | $3.18 \mathrm{E}+04$ |  | $5.48 \mathrm{E}+13$ | 3.70E+14 |  |
| 3 | $7.02 \mathrm{E}+03$ | $7.77 \mathrm{E}+03$ | $1.04 \mathrm{E}+05$ | $3.83 \mathrm{E}+04$ | + | $1.36 \mathrm{E}+05$ | 2.89E+04 | + | $4.08 \mathrm{EE}+04$ | $1.55 \mathrm{E}+04$ | + | $8.91 \mathrm{E}+02$ | $2.26 \mathrm{E}+02$ | - | 1.29E+05 | 6.09E+04 | + | $1.17 \mathrm{E}+05$ | $4.91 \mathrm{E}+04$ |  | $1.56 \mathrm{E}+05$ | 5.16E+04 |  |
| 4 | $6.99 \mathrm{E}+01$ | $2.55 \mathrm{E}+01$ | $7.37 \mathrm{E}+01$ | $2.73 \mathrm{E}+01$ | + | $9.68 \mathrm{E}+02$ | 8.80E+02 | + | 1.68E+02 | $5.66 \mathrm{E}+01$ | + | 7.52E+01 | $1.97 \mathrm{E}+01$ | $=$ | $5.99 \mathrm{E}+01$ | $3.55 \mathrm{E}+01$ |  | $6.38 \mathrm{E}+01$ | 3.63E+01 |  | $7.22 \mathrm{E}+01$ | $3.80 \mathrm{E}+01$ |  |
| 5 | $9.99 \mathrm{E}+01$ | $2.04 \mathrm{E}+01$ | $1.16 \mathrm{E}+02$ | $3.45 \mathrm{E}+01$ | + | $2.23 \mathrm{E}+02$ | 4.74E+01 | + | 1.14E+02 | $2.81 \mathrm{E}+01$ | + | 8.31E+01 | $2.00 \mathrm{E}+01$ |  | 6.69E+02 | 1.66E+02 |  | $1.87 \mathrm{E}+02$ | $3.94 \mathrm{E}+01$ |  | $1.14 \mathrm{E}+02$ | $3.68 \mathrm{E}+01$ |  |
| 6 | $9.69 \mathrm{E}-07$ | $4.99 \mathrm{E}-07$ | $6.68 \mathrm{E}-05$ | 3.34E-04 | . | $4.31 \mathrm{E}+01$ | $1.05 \mathrm{EE}+01$ | + | $1.06 \mathrm{E}+01$ | 3.43E+00 | + | $1.80 \mathrm{E}+01$ | $4.66 \mathrm{E}+00$ | + | 9.29E+01 | 1.112 +01 |  | $1.97 \mathrm{E}+00$ | 6.89E-01 |  | 1.40E-08 | 4.26E-09 |  |
| 7 | $1.05 \mathrm{E}+02$ | $1.96 \mathrm{E}+01$ | $1.36 \mathrm{E}+02$ | $2.41 \mathrm{E}+01$ | + | 1.09E+03 | $3.21 \mathrm{E}+02$ | + | $2.68 \mathrm{E}+02$ | 5.45E+01 | + | $1.36 \mathrm{E}+02$ | $2.94 \mathrm{E}+01$ | + | 3.83E+03 | $7.76 \mathrm{E}+02$ |  | $2.44 \mathrm{E}+02$ | 5.19E+01 |  | 1.77E+02 | 3.52E+01 |  |
| 8 | $1.11 \mathrm{E}+02$ | $2.72 \mathrm{E}+01$ | $1.34 \mathrm{E}+02$ | 3.45E+01 | + | $2.29 \mathrm{E}+02$ | 4.64E+01 | + | 1.172+02 | $2.51 \mathrm{E}+01$ | $=$ | $8.01 \mathrm{E}+01$ | $2.10 \mathrm{E}+01$ |  | $5.62 \mathrm{E}+02$ | $1.26 \mathrm{E}+02$ |  | 2.14E+02 | 5.75E+01 |  | 1.18 | 01 |  |
| 10 | $1.77 \mathrm{E}+03$ | 1.78E+ | ${ }^{2.62 \mathrm{E}+0}$ | $1.93 \mathrm{E}+03$ | + | $6.96 \mathrm{EE+03}$ | $2.94 \mathrm{E}+03$ | + | $2.31 \mathrm{E}+03$ | $1.28 \mathrm{E}+$ | + | 7.04E+02 | 6.61E+02 |  | $1.37 \mathrm{E}+$ | 3.83E+ |  | 6.63 | 2.8 |  | 1.49E+03 |  |  |
| 10 | $2.69 \mathrm{E}+03$ | 4.36 | 3.22 |  | + | 5.24E+03 | $8.71 \mathrm{E}+02$ | + | 3.37 | $8.02 \mathrm{E}+02$ | + | 3.69E+03 | $8.02 \mathrm{E}+02$ | + | ${ }^{5.66 E+}$ | 8.27E+02 | + | 3.77E+ | 5.43E+ |  | $2.97 \mathrm{E}+$ | ${ }^{6.695}+02$ |  |
| 11 | $7.59 \mathrm{E}+01$ |  | 1.15 | 4.81 | + | 2.18 | $2.02 \mathrm{E}+03$ | + | 1.92 | 1.99 E |  | 9.67E+0 | 3.76 | + | 1.8 | 5.9 |  | ${ }^{1.65 E+}$ | 5.43E+ |  | 2.67 E |  |  |
| 12 | $5.75 \mathrm{E}+05$ | $4.36 \mathrm{E}+05$ | $1.31 \mathrm{E}+06$ | 1.09 E | + | $2.94 \mathrm{E}+08$ | $4.28 \mathrm{E}+08$ | + | 5.69E+05 | $1.02 \mathrm{E}+06$ |  |  |  |  | 1.52 E |  |  | 1.55 |  |  |  |  |  |
| ${ }^{13}$ | $1.95 \mathrm{E}+04$ | $2.01 \mathrm{E}+04$ | $2.45 \mathrm{E}+04$ | $2.55 \mathrm{E}+04$ | $=$ | 3.36E+07 | 9.99E+07 | + | $1.84 \mathrm{E}+04$ | 2.13E+04 |  | 5.17E+04 | 2.79E+04 | + | ${ }^{2} .555 \mathrm{E}+04$ | $2.31 \mathrm{E}+04$ |  | $1.46 \mathrm{E}+04$ | $1.91 \mathrm{E}+04$ |  | 2.69E+04 | 2.42E+04 |  |
| 14 | $1.18 \mathrm{E}+05$ | $1.37 \mathrm{E}+05$ | $9.20 \mathrm{E}+05$ | 1.07E+06 | + | $2.72 \mathrm{E}+05$ | 3.55E+05 | + | $7.00 \mathrm{E}+04$ | $7.59 \mathrm{E}+04$ |  | 1.04E+04 | ${ }^{6.65 E+03}$ |  | 1.76E+06 | $1.66 \mathrm{E}+06$ | + | 1.62E+06 | 1.64E+06 |  | 5.11E+05 | 5.54E+05 |  |
| 15 | $1.62 \mathrm{E}+04$ | $1.49 \mathrm{E}+04$ | ${ }^{2.12 \mathrm{E}+04}$ | $1.46 \mathrm{E}+04$ | + | $5.43 \mathrm{E}+04$ | 4.74E+04 | + | 1.19E+04 | $1.27 \mathrm{E}+04$ | = | $6.07 \mathrm{E}+04$ | $1.73 \mathrm{E}+04$ | + | 1.29E+04 | $1.33 \mathrm{E}+04$ | = | 1.54E+04 | 1.36E+04 |  | $1.57 \mathrm{E}+04$ | 1.88E+04 |  |
| 16 | $1.27 \mathrm{E}+03$ | 3.34E+02 | $1.24 \mathrm{E}+03$ | 3.53E+02 | $=$ | $1.46 \mathrm{EE}+03$ | $4.30 \mathrm{E}+02$ | + | $9.76 \mathrm{E}+02$ | $2.72 \mathrm{E}+02$ |  | $8.09 \mathrm{E}+02$ | 3.10E+02 | - | $1.85 \mathrm{E}+03$ | 5.19E+02 |  | $1.52 \mathrm{E}+03$ | 3.93E+02 |  | $1.43 \mathrm{E}+03$ | 3.96E+02 |  |
| 17 | $7.14 \mathrm{E}+02$ | $2.54 \mathrm{E}+02$ | $7.61 \mathrm{E}+02$ | 2.49E+02 | = | $7.25 \mathrm{E}+02$ | 2.99E+02 | = | $4.02 \mathrm{E}+02$ | $1.86 \mathrm{E}+02$ |  | $2.77 \mathrm{E}+02$ | $1.43 \mathrm{E}+02$ | - | 1.27E+03 | $4.03 \mathrm{E}+02$ |  | 8.22E+02 | 3.08E+02 |  | 6.64E+02 | $2.65 \mathrm{E}+02$ |  |
| 18 | 5.49E+05 | $4.58 \mathrm{E}+05$ | $3.14 \mathrm{E}+06$ | 3.50E+06 | + | $2.44 \mathrm{E}+06$ | $3.22 \mathrm{E}+06$ | + | $4.10 \mathrm{E}+05$ | 3.42E+05 | $=$ | $1.74 \mathrm{E}+05$ | 1.20E+05 |  | 5.42E+06 | $4.70 \mathrm{E}+06$ | + | $4.46 \mathrm{E}+06$ | 4.59E+06 |  | ${ }^{2} .42 \mathrm{E}+06$ | $2.65 \mathrm{E}+06$ |  |
| 19 | $1.36 \mathrm{E}+04$ | $1.22 \mathrm{E}+04$ | $1.67 \mathrm{E}+04$ | 1.74E+04 | $=$ | 3.79E+06 | 1.13E+07 | + | $1.16 \mathrm{E}+04$ | $1.22 \mathrm{E}+04$ | $=$ | $7.68 \mathrm{EE}+04$ | $2.67 \mathrm{E}+04$ | + | 1.02E+04 | $1.33 \mathrm{E}+04$ |  | 9.47E+03 | 1.12E+04 |  | 1.21E+04 | 1.51E+04 |  |
| ${ }^{20}$ | $5.84 \mathrm{E}+02$ | $2.33 \mathrm{E}+02$ | $7.31 \mathrm{E}+02$ | $2.96 \mathrm{E}+02$ | + | $6.92 \mathrm{E}+02$ | 1.59E+02 | + | $4.52 \mathrm{E}+02$ | 1.70E+02 |  | $2.99 \mathrm{E}+02$ | 1.26E+02 |  | $1.35 \mathrm{E}+03$ | $3.57 \mathrm{E}+02$ | + | $8.86 \mathrm{E}+02$ | $2.62 \mathrm{E}+02$ |  | 3.79E+02 | $2.99 \mathrm{E}+02$ |  |
| 21 | $3.18 \mathrm{E}+02$ | $3.44 \mathrm{E}+01$ | $3.39 \mathrm{E}+02$ | 3.55E+01 | + | $3.96 \mathrm{E}+02$ | 3.98E+01 | + | 3.16E+02 | 3.00E+01 | = | $2.87 \mathrm{E}+02$ | $2.30 \mathrm{E}+01$ |  | 8.29E+02 | 1.85E+02 | + | $4.13 \mathrm{E}+02$ | 5.28E+01 |  | 3.42E+02 | 4.20E+01 |  |
| 22 | $2.59 \mathrm{E}+03$ | $1.25 \mathrm{E}+03$ | $3.49 \mathrm{E}+03$ | $1.04 \mathrm{E}+03$ | + | $2.35 \mathrm{E}+03$ | 1.74E+03 |  | 3.19E+03 | 1.13E+03 | + | $3.73 \mathrm{E}+03$ | 1.14E+03 | + | $6.25 \mathrm{E}+03$ | $1.07 \mathrm{E}+03$ | + |  | 8.40E+02 |  | $2.62 \mathrm{E}+03$ | 1.77E+03 |  |
| ${ }_{23}$ | 4.61 +02 | $2.72 \mathrm{E}+01$ | $4.78 \mathrm{E}+02$ | $2.91 \mathrm{E}+01$ | + | $5.31 \mathrm{E}+02$ | 3.66E+01 | + | $4.62 \mathrm{E}+02$ | 2.48E+01 | = | $4.70 \mathrm{E}+02$ | 3.13E+01 | $=$ | $2.10 \mathrm{E}+03$ | $7.93 \mathrm{E}+02$ | + | $5.60 \mathrm{E}+02$ | $5.92 \mathrm{E}+01$ |  | $5.02 \mathrm{E}+02$ | $4.22 \mathrm{E}+01$ |  |
| ${ }_{24}$ | $7.04 \mathrm{E}+02$ | 1.04E+02 | $7.03 \mathrm{E}+02$ | 1.11E+02 | = | $5.82 \mathrm{E}+02$ | 3.62E+01 |  | $5.34 \mathrm{E}+02$ | $2.76 \mathrm{E}+01$ |  | $5.48 \mathrm{E}+02$ | 4.55E+01 |  | $1.15 \mathrm{E}+03$ | $2.57 \mathrm{E}+02$ | + | 8.12E+02 | 1.10E+02 |  | $6.69 \mathrm{E}+02$ | 7.41E+01 |  |
| 25 | 3.93E+02 | 1.61E+01 | $3.98 \mathrm{E}+02$ | $2.12 \mathrm{E}+01$ | + | $1.34 \mathrm{E}+03$ | 6.17E+02 | + | 4.77E+02 | 4.57E+01 | + | $4.15 \mathrm{EE}+02$ | 1.67E+01 | + | $3.98 \mathrm{E}+02$ | 1.59E+01 |  | $3.92 \mathrm{E}+02$ | 1.13E+01 |  | $3.89 \mathrm{E}+02$ | $7.62 \mathrm{E}+00$ |  |
| 26 | $2.28 \mathrm{E}+03$ | $6.72 \mathrm{E}+02$ | $2.37 \mathrm{E}+03$ | 6.26E+02 | = | ${ }_{3.37 \mathrm{E}+03}$ | 4.78E+02 | + | $2.33 \mathrm{E}+03$ | 4.73E+02 | = | $2.06 \mathrm{E}+03$ | ${ }^{3} 1.10 \mathrm{E}+02$ |  | ${ }_{9.32 \mathrm{E}+03}$ | $2.97 \mathrm{E}+03$ |  | $3.44 \mathrm{E}+03$ | 1.10E+03 |  | $2.69 \mathrm{E}+03$ | ${ }_{9} .24 \mathrm{E}+02$ |  |
| 27 | $5.35 \mathrm{E}+02$ | $1.98 \mathrm{E}+01$ | $5.42 \mathrm{E}+02$ | 1.75E+01 | + | $5.72 \mathrm{E}+02$ | 2.59E+01 | + | $5.28 \mathrm{E}+02$ | $1.41 \mathrm{E}+01$ | = | $5.94 \mathrm{E}+02$ | 1.82E+01 |  | $1.11 \mathrm{E}+03$ | $7.52 \mathrm{E}+02$ |  | , | 2.24 E |  |  | 01 |  |
| 28 | +02 | $6.74 \mathrm{E}+01$ | $4.31 \mathrm{E}+02$ | +01 | + | 1.13E+03 | ${ }_{4} .03 \mathrm{E}+02$ | + | 5.28E+02 | 5.15E+01 |  | $3.66 \mathrm{E}+$ | 4.62E+01 | = |  | $7.55 \mathrm{E}+$ |  | 3.43 | 6.35E+01 |  | $4.00 \mathrm{E}+02$ | 01 |  |
|  | 102 | $2.32 \mathrm{E}+02$ | +03 | 2.58E+02 | + | 1.42E+03 | $3.64 \mathrm{E}+02$ | + | 8.47E+02 | $2.07 \mathrm{E}+02$ |  | $9.95 \mathrm{E}+02$ | $2.16 \mathrm{EE}+02$ | = | ${ }^{1.899 \mathrm{E}+03}$ | $3.71 \mathrm{E}+02$ |  | +03 | $5 \mathrm{E}+02$ |  | $1.24 \mathrm{E}+0$ | $1 \mathrm{t}+02$ |  |
| 30 | IE+04 | E+04 | $1.60 \mathrm{E}+04$ | E+0 |  | E+ | $2.01 \mathrm{E}+6$ |  | .11E+ | $6.82 \mathrm{E}+03$ |  | $4.29 \mathrm{E}+05$ | 1.99E+ | + | $16 \mathrm{E}+$ | $5 \mathrm{E}+$ |  | 1.19E | 4.95 E |  | 1.28 E + | $4.70 \mathrm{E}+03$ |  |

Table 10 Average error $\pm$ standard deviation and Wilcoxon signed-rank test (reference: cSNUM) for cSNUM against SNUM, rcGA, cDE, nuSA, ISPO, ISPOR and VISPO on CEC-2017 [2] in 50 dimensions.

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[b]{2}{*}{Function} \& \multicolumn{2}{|c|}{csnum} \& \multicolumn{3}{|c|}{SNum} \& \multicolumn{3}{|c|}{rcGA} \& \multicolumn{3}{|c|}{cDE} \& \multicolumn{3}{|c|}{nuSA} \& \multicolumn{3}{|c|}{ISPO} \& \multicolumn{2}{|r|}{ISPOR} \& \& \multicolumn{3}{|c|}{vispo} \\
\hline \& Mea \& Std \& Mean \& Std \& w \& Mean \& Std \& w \& Mean \& Std \& w \& Mean \& Std \& w \& Mean \& Std \& w \& Mean \& Std \& w \& Mean \& Std \& w \\
\hline 1 \& \(1.42 \mathrm{E}+04\) \& \(1.30 \mathrm{E}+04\) \& \(1.34 \mathrm{E}+04\) \& \(1.25 \mathrm{E}+04\) \& = \& \(3.94 \mathrm{E}+10\) \& 1.10E+10 \& + \& \(6.88 \mathrm{E}+09\) \& \(3.71 \mathrm{E}+09\) \& + \& \(2.69 \mathrm{E}+07\) \& \(7.94 \mathrm{E}+06\) \& + \& 1.06E+04 \& \(1.12 \mathrm{E}+04\) \& = \& \(1.23 \mathrm{E}+04\) \& \(1.13 \mathrm{E}+04\) \& = \& \(1.14 \mathrm{E}+05\) \& \(5.93 \mathrm{E}+05\) \& \(=\) \\
\hline \({ }^{2}\) \& \(1.49 \mathrm{E}+20\) \& \(1.06 \mathrm{E}+21\) \& \(6.62 \mathrm{E}+35\) \& 4.72E +36 \& + \& \(3.28 \mathrm{E}+74\) \& \(2.30 \mathrm{E}+75\) \& + \& \(7.16 \mathrm{E}+60\) \& 3.94E+61 \& + \& \(2.92 \mathrm{E}+29\) \& \(9.00 \mathrm{E}+29\) \& + \& \(2.31 \mathrm{E}+28\) \& 8.24E+28 \& \& \(2.90 \mathrm{E}+27\) \& \(2.04 \mathrm{E}+28\) \& \& 6.11E+36 \& \(4.35 \mathrm{E}+37\) \& \\
\hline 3 \& \(2.09 E+04\) \& \(1.27 \mathrm{E}+04\) \& \(2.24 \mathrm{E}+05\) \& 5.44E+04 \& + \& \(3.04 \mathrm{E}+05\) \& 6.12E+04 \& + \& \(1.65 \mathrm{E}+05\) \& 3.56E+04 \& \& 1.29E+04 \& 1.51E+03 \& \& \(2.97 \mathrm{E}+05\) \& \(7.93 \mathrm{E}+04\) \& \& \(3.04 \mathrm{E}+05\) \& \(7.58 \mathrm{E}+04\) \& \& \(2.87 \mathrm{E}+05\) \& \(1.30 \mathrm{E}+05\) \& \\
\hline 4 \& \(8.46 \mathrm{EE}+01\) \& \(5.06 \mathrm{E}+01\) \& \(1.14 \mathrm{E}+02\) \& 5.90E+01 \& + \& 3.93E+03 \& 1.67E+03 \& + \& \(1.00 \mathrm{E}+03\) \& 3.71E+02 \& \& \(1.88 \mathrm{E}+02\) \& \(4.38 \mathrm{E}+01\) \& + \& \(7.84 \mathrm{E}+01\) \& \(4.77 \mathrm{E}+01\) \& \& \(7.77 \mathrm{E}+01\) \& 4.49E+01 \& \& \(9.69 \mathrm{E}+01\) \& 5.99E+01 \& \\
\hline 5 \& \(2.12 \mathrm{E}+02\) \& 3.76 E+01 \& \(2.29 \mathrm{E}+02\) \& \(4.90 \mathrm{E}+01\) \& \(=\) \& 5.50E+02 \& 8.75E+01 \& + \& \(3.39 \mathrm{E}+02\) \& 4.59E+01 \& + \& 1.74E+02 \& \(3.37 \mathrm{E}+01\) \& \& \(1.06 \mathrm{E}+03\) \& \(2.01 \mathrm{E}+02\) \& \& 3.97E+02 \& \(7.44 \mathrm{E}+01\) \& \& \(2.44 \mathrm{E}+02\) \& 6.19E+01 \& \\
\hline \({ }^{6}\) \& \(1.52 \mathrm{E}-06\) \& 6.20E-07 \& \({ }^{4.23 E-05}\) \& \(2.12 \mathrm{E}-04\) \& \& \(6.46 \mathrm{E}+01\) \& \(1.12 \mathrm{E}+01\) \& + \& \(2.68 \mathrm{E}+01\) \& 5.13E+00 \& + \& \(3.06 \mathrm{E}+01\) \& \(4.04 \mathrm{E}+00\) \& + \& \(9.23 \mathrm{E}+01\) \& \(7.62 \mathrm{E}+00\) \& \& \(1.92 \mathrm{E}+00\) \& 5.34E-01 \& \& 5.47E-05 \& 2.27E-04 \& \\
\hline 7 \& \(2.04 \mathrm{E}^{+02}\) \& \(2.93 \mathrm{E}+01\) \& \(2.58 \mathrm{E}+02\) \& 3.91E+01 \& + \& \(3.05 \mathrm{E}+03\) \& \(4.91 \mathrm{E}+02\) \& + \& \(1.08 \mathrm{E}+03\) \& \(1.47 \mathrm{E}+02\) \& + \& \(2.77 \mathrm{E}+02\) \& \(4.68 \mathrm{E}+01\) \& + \& \({ }^{6.44 \mathrm{E}+03}\) \& \(1.088+03\) \& \& \(4.91 \mathrm{E}+02\) \& \(7.77 \mathrm{E}+01\) \& \& \({ }^{3.70 \mathrm{E}+02}\) \& \({ }^{6.345+01}\) \& \\
\hline \({ }_{8}^{8}\) \& \(2.11 \mathrm{E}+02\) \& 4.96E+01 \& 2.40E+02 \& 5.43E+01 \& + \& 5.28E+02 \& \(8.40 \mathrm{E}+01\) \& + \& 3.43E+02 \& 4.14E+01 \& \& \(1.77 \mathrm{E}+02\) \& 3.22E+01 \& \& \(9.93 \mathrm{E}+02\) \& \({ }^{2} .188 \mathrm{E}+02\) \& \& 3.94E+02 \& \({ }^{7.845+01}\) \& \& 2.27E+02 \& \({ }^{6.18 \mathrm{E}+01}\) \& \\
\hline 10 \& \(6.09 E+03\) \& \(4.05 \mathrm{E}+03\) \& 6.60E +03 \& \({ }^{3.91212}+03\) \& = \& \(2.49 \mathrm{E}+04\) \& \(5.91 \mathrm{E}+03\) \& + \& \(1.18 \mathrm{E}+04\) \& \(4.07 \mathrm{E}+0\) \& + \& 5.65E+03 \& 5.88E+03 \& = \& \(3.06 \mathrm{E}+04\) \& 5.95E+ \& \& 1.91E +04 \& 5.92E+03 \& \& \(2.37 \mathrm{E}+03\) \& 2.43E+03 \& \\
\hline 10 \& \(4.85 \mathrm{EE}+03\) \& \(8.05 \mathrm{E}+02\) \& 5.25E+03 \& \(7.71 \mathrm{E}+02\) \& + \& \(1.045+04\) \& \({ }^{1.315+03}\) \& + \& \({ }^{7.73 \mathrm{E}+03}\) \& \({ }^{8.345+02}\) \& + \& + \(\begin{array}{r}7.03 \mathrm{E}+03 \\ 215 \mathrm{E}+02\end{array}\) \& \({ }_{\text {cel }}^{1.50 \mathrm{E}+03}\) \& + \& \(8.97 \mathrm{~F}+03\)
\(13 \mathrm{E}+03\) \& \({ }_{\text {1.03E+ }}^{1.0}\) \& \& 6.47E+03
\(1.19 \mathrm{E}+03\) \& \(8.53 \mathrm{E}+02\)
\(1.63 \mathrm{E}+03\)
1 \& \& \& \({ }_{6}^{6.911 \mathrm{E}+02}\) \& \\
\hline 11
11 \& 1.52E+02 \& \({ }_{\substack{4 \\ 1.34 \mathrm{E}+06}}^{4.3 \mathrm{E}+01}\) \& \(1.62 \mathrm{E}+03\)
\(2.62 \mathrm{E}+06\) \& \(2.43 \mathrm{E}+03\)
\(1.48 \mathrm{E}+06\)
1 \& + \& \(1.27 \mathrm{~F}+04\)
\(4.95 \mathrm{E}+09\) \& \(5.90 \mathrm{E}+03\)
\(2.87 \mathrm{E}+09\) \& + \& \(2.13 \mathrm{E}+03\)
\(3.26 \mathrm{E}+08\) \& \({ }^{2.388+03} 4\) \& + \& + \(\begin{array}{r}2.15 \mathrm{E}+02 \\ 6.78 \mathrm{E}+06\end{array}\) \& \(2.76 \mathrm{E}+01\)
\(2.04 \mathrm{E}+66\) \& + \& + \(\begin{aligned} \& 1.35 \mathrm{E}+03 \\ \& 2.10 \mathrm{E}+06\end{aligned}\) \& \({ }_{\text {che }}^{1.795 \mathrm{E}+03}\) \& \& \(1.19 \mathrm{E}+03\)
\(2.39 \mathrm{E}+06\) \& \({ }_{\text {1.5] }}^{1.63 \mathrm{E}+03}\) \& \& - \(\begin{aligned} \& 3.84 \mathrm{E}+03 \\ \& 3.31 \mathrm{E}+06\end{aligned}\) \& \(4.91 \mathrm{E}+03\)
\({ }_{3} 17 \mathrm{E}+66\) \& \\
\hline \({ }^{13}\) \& \(1.01 \mathrm{E}+04\) \& \(1.02 \mathrm{E}+\) \& \(1.65 \mathrm{E}+04\) \& \(1.42 \mathrm{E}+04\) \& + \& \(1.32 \mathrm{E}+09\) \& \(1.23 \mathrm{E}+09\) \& + \& \(2.92 \mathrm{E}+04\) \& 3.66 \& + \& \(5.27 \mathrm{E}+04\) \& \& + \& \(1.40 \mathrm{E}+04\) \& 1.03 E \& \& \(1.07 \mathrm{E}+04\) \& \(1.04 \mathrm{E}+04\) \& \& 1.28E+ \& \(1.33 \mathrm{E}+04\) \& \\
\hline 14
15 \& \({ }_{1.192 \mathrm{E}+}^{1.9}\) \&  \& \begin{tabular}{l}
\(7.60 \mathrm{E}+\) \\
\(1.48 \mathrm{E}+\) \\
\hline
\end{tabular} \& \(5.23 \mathrm{E}+05\)
\({ }_{8} 95 \mathrm{E}+03\) \& \(\stackrel{+}{+}\) \& \(2.36 \mathrm{E}+06\)
\(8.7 \mathrm{E}+07\) \& \(2.05 \mathrm{E}+06\)
\(1.86 \mathrm{E}+08\)

coser \& + \& 1.12E \& ${ }_{9.06 \mathrm{E}}^{8.59}$ \& - \& | $5.38 \mathrm{E}+04$ |
| :--- |
| $4.64 \mathrm{E}+04$ | \&  \& + \& ${ }_{9.96 \mathrm{E}+6}^{2.09 \mathrm{E}}$ \& ${ }_{7.84 \mathrm{E}}^{1.38 \mathrm{E}}$ \& \& $2.27 \mathrm{E}+06$

$1.04 \mathrm{E}+04$ \& ${ }_{8}^{1.545 \mathrm{E}+06}$ \& \& \& ${ }_{\text {che }}^{1.644 \mathrm{E}+06}$ \& <br>
\hline 16 \& $2.13 \mathrm{EE}+03$ \& ${ }_{3} .66 \mathrm{E}$ \& $2.27 \mathrm{E}+$ \& 4.95E+ \& = \& $2.89 \mathrm{E}+03$ \& 7.28 E \& + \& 1.98 E \& \& \& $1.45 \mathrm{E}+03$ \& 4.82 E \& \& 2.91 E \& \& \& \& 5.45E \& \& \& \& <br>
\hline 17 \& $1.62 \mathrm{E}+03$ \& ${ }_{3.14 \mathrm{E}+02}$ \& 1.59E+03 \& 3.82E+02 \& $=$ \& $3.02 \mathrm{E}+03$ \& $7.56 \mathrm{E}+02$ \& + \& $1.46 \mathrm{E}+03$ \& 3.36E+ \& \& $1.08 \mathrm{E}+03$ \& $3.01 \mathrm{E}+02$ \& \& $2.53 \mathrm{E}+03$ \& ${ }_{4.62 \mathrm{E}+02}$ \& \& $1.98 \mathrm{E}+03$ \& $3.74 \mathrm{E}+02$ \& \& 1.79E+03 \& ${ }^{3.59 E+02}$ \& <br>
\hline 18 \& $6.88 \mathrm{E}+05$ \& 4.33E+05 \& 2.78E+06 \& 2.04E+06 \& + \& 1.04E+07 \& 1.19E+07 \& + \& 8.76E+05 \& $9.47 \mathrm{E}+05$ \& = \& ${ }^{2.65 E+05}$ \& ${ }^{8.38 E+04}$ \& \& $2.27 \mathrm{E}+06$ \& $1.60 \mathrm{E}+06$ \& \& 3.03E+06 \& $2.47 \mathrm{E}+06$ \& \& $4.47 \mathrm{E}+06$ \& 5.71E+06 \& <br>
\hline 19 \& $1.68 \mathrm{E}+04$ \& 1.53E+04 \& $1.94 \mathrm{E}+04$ \& 1.70E+04 \& = \& 3.30E+07 \& $8.92 \mathrm{E}+07$ \& \& $1.48 \mathrm{E}+04$ \& $1.35 \mathrm{E}+04$ \& = \& $1.37 \mathrm{E}+05$ \& $4.08 \mathrm{E}+04$ \& + \& $1.16 \mathrm{E}+04$ \& $1.31 \mathrm{E}+04$ \& \& 1.06E+04 \& 1.19E+04 \& \& 1.99E+04 \& $1.53 \mathrm{E}+04$ \& <br>
\hline ${ }^{20}$ \& $1.31 \mathrm{E}+03$ \& $3.25 \mathrm{E}+02$ \& $1.40 \mathrm{E}+03$ \& 3.69E+02 \& = \& $1.71 \mathrm{E}+03$ \& $3.98 \mathrm{E}+02$ \& \& $1.07 \mathrm{E}+03$ \& $2.83 \mathrm{E}+02$ \& \& $8.63 \mathrm{E}+02$ \& $2.40 \mathrm{E}+02$ \& \& $2.56 \mathrm{E}+03$ \& 6.28E+02 \& \& $1.64 \mathrm{E}+03$ \& $4.06 \mathrm{E}+02$ \& \& $1.08 \mathrm{E}+03$ \& 3.20E+02 \& <br>
\hline 21 \& $4.23 \mathrm{E}+02$ \& $4.67 \mathrm{E}+01$ \& $4.62 \mathrm{E}+02$ \& 4.92E+01 \& + \& $6.96 \mathrm{E}+02$ \& 5.81 E+01 \& + \& 5.26E+02 \& $4.87 \mathrm{E}+01$ \& + \& $3.90 \mathrm{E}+02$ \& 3.19E+01 \& \& $1.27 \mathrm{E}+03$ \& $1.83 \mathrm{E}+02$ \& \& $6.08 \mathrm{E}+02$ \& $7.82 \mathrm{E}+01$ \& \& $5.02 \mathrm{E}+02$ \& $6.82 \mathrm{E}+01$ \& <br>
\hline 22 \& $5.51 \mathrm{E}+03$ \& $6.28 \mathrm{E}+02$ \& $5.98 \mathrm{E}+03$ \& 6.73E+02 \& + \& 1.08E+04 \& 1.25E+03 \& + \& $8.17 \mathrm{E}+03$ \& 8.39E+02 \& + \& $8.00 \mathrm{E}+03$ \& $1.36 \mathrm{E}+03$ \& + \& $9.40 \mathrm{E}+03$ \& $1.08 \mathrm{E}+03$ \& \& $7.30 \mathrm{E}+03$ \& 7.86E+02 \& \& $6.35 \mathrm{E}+03$ \& $6.72 \mathrm{E}+02$ \& <br>
\hline ${ }^{23}$ \& 6.86E+02 \& $4.67 \mathrm{E}+01$ \& $7.13 \mathrm{E}+02$ \& $5.01 \mathrm{E}+01$ \& + \& $9.16 \mathrm{E}+02$ \& 6.39E+01 \& + \& $7.79 \mathrm{E}+02$ \& $4.78 \mathrm{E}+01$ \& + \& $7.29 \mathrm{E}+02$ \& $5.42 \mathrm{E}+01$ \& + \& $2.97 \mathrm{E}+03$ \& 8.65E+02 \& \& $8.73 \mathrm{E}+02$ \& 8.13E+01 \& \& $7.87 \mathrm{E}+02$ \& 6.27E+01 \& <br>
\hline 24 \& $1.18 \mathrm{EE}+03$ \& 1.56E+02 \& $1.26 \mathrm{E}+03$ \& 1.86E+02 \& $=$ \& $9.18 \mathrm{E}+02$ \& 7.15E+01 \& \& $8.20 \mathrm{E}+02$ \& $4.60 \mathrm{E}+01$ \& \& $8.37 \mathrm{E}+02$ \& $7.78 \mathrm{E}+01$ \& \& $1.72 \mathrm{E}+03$ \& $2.16 \mathrm{E}+02$ \& \& 1.33E+03 \& 1.66E+02 \& \& $1.14 \mathrm{E}+03$ \& 1.20E+02 \& <br>
\hline 25 \& $5.28 \mathrm{EE}+02$ \& $6.24 \mathrm{E}+01$ \& $5.31 \mathrm{E}+02$ \& 3.70E+01 \& $=$ \& $7.53 \mathrm{E}+03$ \& $4.80 \mathrm{E}+03$ \& + \& $1.31 \mathrm{E}+03$ \& 3.28E+02 \& + \& $6.07 \mathrm{E}+02$ \& 3.39E+01 \& + \& $5.56 \mathrm{E}+02$ \& 3.20E+01 \& \& $5.44 \mathrm{E}+02$ \& 4.02E+01 \& \& 5.30E+02 \& 4.10E+01 \& <br>
\hline 26 \& $3.73 \mathrm{E}+03$ \& $6.90 \mathrm{E}+02$ \& $3.85 \mathrm{E}+03$ \& $7.26 \mathrm{E}+02$ \& $=$ \& $6.27 \mathrm{E}+03$ \& 9.78E+02 \& + \& $4.79 \mathrm{E}+03$ \& 5.59E+02 \& + \& $4.12 \mathrm{E}+03$ \& 4.47E+02 \& + \& $1.50 \mathrm{E}+04$ \& $3.87 \mathrm{E}+03$ \& \& 5.58E+03 \& 1.13E+03 \& \& $4.87 \mathrm{E}+03$ \& 7.95E+02 \& <br>
\hline 27 \& $7.91 \mathrm{E}+02$ \& 1.09E+02 \& 8.48E+02 \& 1.34E+02 \& + \& $9.89 \mathrm{E}+02$ \& 1.35E+02 \& + \& $7.54 \mathrm{E}+02$ \& 8.14E+01 \& = \& 1.09E+03 \& 8.94E+01 \& + \& $2.84 \mathrm{E}+03$ \& 1.39E+03 \& \& 1.02E+03 \& 1.17E+02 \& \& $8.81 \mathrm{E}+02$ \& 1.29E+02 \& <br>
\hline 28 \& $4.93 \mathrm{E}+02$ \& $2.54 \mathrm{E}+01$ \& $4.86 \mathrm{E}+02$ \& $2.30 \mathrm{E}+01$ \& $=$ \& $4.52 \mathrm{E}+03$ \& 1.29E+03 \& + \& $1.46 \mathrm{E}+03$ \& 6.39E+02 \& + \& $6.65 \mathrm{E}+02$ \& $4.54 \mathrm{E}+01$ \& + \& $5.04 \mathrm{E}+02$ \& 1.25E+01 \& \& $5.03 \mathrm{E}+02$ \& 1.58E+01 \& \& $4.96 \mathrm{E}+02$ \& 1.86E+01 \& <br>
\hline 29 \& $1.48 \mathrm{EE}+03$ \& $2.63 \mathrm{E}+02$ \& ${ }^{1.60 \mathrm{E}+03}$ \& 3.87E+02 \& \& E+03 \& $8.07 \mathrm{E}+02$ \& \& E +03 \& 3.47E+02 \& \& 1.70E+03 \& ${ }^{4.36 \mathrm{E}+02}$ \& \& +03 \& ${ }^{4.35 \mathrm{E}+02}$ \& \& 7E+03 \& ${ }^{4.13 \mathrm{E}+02}$ \& \& E+03 \& ${ }^{3.08 E+02}$ \& <br>
\hline 30 \& $1.24 \mathrm{E}+$ \& 4.72E+05 \& 1.13E+06 \& 3.50E+05 \& \& $2.30 \mathrm{E}+08$ \& 2.48 \& \& $2.26 \mathrm{E}+06$ \& 8.5 \& \& 3.87E+ \& $73 \mathrm{E}+$ \& \& 9.73 E \& 3.49E \& \& 9.83 E \& $2.18 \mathrm{E}+$ \& \& 9.71 E \& 3.17E+05 \& <br>
\hline
\end{tabular}

Table 11 Average error $\pm$ standard deviation and Wilcoxon signed-rank test (reference: cSNUM) for cSNUM against SNUM, rcGA, cDE, nuSA, ISPO, ISPOR and VISPO on CEC-2017 [2] in 100 dimensions.

| Function | csnum |  | snum |  |  | rcGA |  |  | cDE |  |  | nuSA |  |  | Ispo |  |  | ISPor |  |  | vispo |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Std | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std |
| 1 | $2.24 \mathrm{E}+04$ | $2.33 \mathrm{E}+04$ | $2.70 \mathrm{E}+04$ | 2.59E+04 | = | $2.16 \mathrm{E}+11$ | 4.04E+ | + | $7.89 \mathrm{E}+10$ | $1.75 \mathrm{E}+10$ | + | 6.62E+09 | $5.31 \mathrm{E}+08$ | + | 1.89E+04 | $1.94 \mathrm{E}+04$ | = | 1.38E+04 | $1.77 \mathrm{E}+04$ | . | $1.24 \mathrm{E}+05$ | $7.68 \mathrm{E}+05$ |
| ${ }^{2}$ | $1.29 \mathrm{E}+93$ | $9.21 \mathrm{E}+93$ | $9.32 \mathrm{E}+108$ | 6.66E+109 | + | $2.01 \mathrm{E}+163$ |  |  | 2.23E+146 | 1.45E+147 |  |  |  |  |  |  |  |  |  |  |  | $5.46 \mathrm{E}+103$ |
| ${ }^{3}$ | $1.85 \mathrm{E}+05$ | $5.08 \mathrm{E}+04$ | 5.99E+05 | 8.45E+04 | + | $8.55 \mathrm{E}+05$ | $1.36 \mathrm{E}+05$ |  | $6.01 \mathrm{E}+05$ | ${ }^{8.312++0}$ | + | 8.32E+04 | $4.18 \mathrm{E}+03$ |  | $6.76 \mathrm{E}+05$ | $1.24 \mathrm{E}+05$ | + | ${ }^{6.612++05}$ | ${ }^{1.19 \mathrm{E}+05}$ | + | $4.39 \mathrm{E}+05$ | 3.20E +05 |
| ${ }_{5}^{4}$ | ${ }_{\text {che }}^{2.105 \mathrm{E}+02}$ | $3.85 \mathrm{E}+01$ | 2.29E+02 | 3.95E+ | + | $3.81 \mathrm{E}+04$ | 1.64E+ | + | +1.26E+04 | ${ }^{4.145}$ | + | $9.96 \mathrm{EE+02}$ |  | + |  | ${ }_{\text {coser }}^{3.43 \mathrm{E}+01}$ | = | ${ }_{\text {20, }}^{2.06 \mathrm{E}+02}$ |  | + |  | ${ }_{\text {2 }}^{2.944+01}$ |
| ${ }_{6}$ |  |  | ${ }_{2.57 \mathrm{E}}^{6.53 \mathrm{E}}$ |  | = | $1.47 \mathrm{~F}+03$ $9.40 \mathrm{E}+01$ | - $1.744 \mathrm{E}+02$ | + |  | ${ }_{5}^{1.8}$ | + | ${ }_{4}^{4.86 E+\text { +02 }}$ |  |  | ${ }_{\text {2. }}^{\text {2.14E }}$ |  |  | $1.06 \mathrm{E}+03$ <br> $1.95 \mathrm{E}+0$ |  |  |  |  |
| 7 | $5.97 \mathrm{E}+02$ | 5.75E+01 | ${ }_{6} .94 \mathrm{E}+02$ | 8.99E+01 | + | $8.98 \mathrm{E}+03$ | 6.78E+02 | + | $4.80 \mathrm{E}+03$ | ${ }^{3} .695 \mathrm{E}+02$ | + | 7.91E+02 | $1.01 \mathrm{E}+02$ | + | 1.36E+04 | 1.48E+03 |  | $1.48 \mathrm{E}+03$ | 188 E |  | ${ }^{1.06 E+03}$ | $1.31 \mathrm{E}+02$ |
| 8 | $6.25 \mathrm{E}+02$ | 1.09E+0 | $6.95 \mathrm{E}+02$ | 8.52E+0 | + | $1.48 \mathrm{E}+03$ | 1.6 |  | 1.13E+0 | 1.04E+02 | + | 5.16E+ | 5.47E+01 |  | $2.30 \mathrm{E}+$ | $3.01 \mathrm{E}+02$ |  | 1.14E+03 | 1.67 |  | $6.97 \mathrm{E}+02$ |  |
| 9 | $2.58 \mathrm{E}+04$ | 6.80E+ | $2.93 \mathrm{E}+$ | 7.17 E | + | 8.40E+ | 1.76E+ | + | 5.45E+ | 1.23 E | + | 1.61E+ | 5.90 F |  | 5.77E | 5.77 |  | 4.88E+04 | 6.87 F |  | 3.40E+04 |  |
| 10 | 1.22E+04 | 1.11 E | $1.27 \mathrm{E}+$ | 117 E | + | 251 E | 175 |  | $214 \mathrm{E}+0$ | .33E | + | 176 E | 2.83 E |  | 178E | 164 E |  | 1.50E |  |  | $1.38 \mathrm{E}+04$ |  |
| 11 | $9.02 \mathrm{E}+02$ | 8.25E+ | 3.70E+04 | 1.80E+04 | + | $2.53 \mathrm{E}+05$ | $7.33 \mathrm{E}+0$ | + | $8.01 \mathrm{E}+0$ |  | + | 3.36E | $2.35 \mathrm{E}+02$ |  |  |  |  | 9.03E | $4.50 \mathrm{E}+04$ | + | $9.07 \mathrm{E}+04$ |  |
| 12 | $2.37 \mathrm{E}+$ | 8.59E+ | 4.97 | 1.94 E | + | 4.85E+1 | $1.84 \mathrm{E}+10$ | + | 1.72E+1 | 5.29E+09 | + | 3.64E+08 | 3.44 F | + | 7.21E+06 | $4.05 \mathrm{E}+06$ | + | 6.88 E | 4.61 E |  | 8.27 E | $3.41 \mathrm{E}+06$ |
| ${ }^{13}$ |  | $9.90 \mathrm{E}+$ | 8.92E+ | 9.19E+ | = | $2 \mathrm{E}+$ | $2.94 \mathrm{E}+09$ |  | $2.76 \mathrm{E}+0$ | 3.08E+ | + | $2.94 \mathrm{E}+$ | 5.12 E | + | $2.18 \mathrm{EE}+04$ | 1.34E+04 |  | 1.09 E | 9.79E+03 |  | 9.68E+03 | $8.92 \mathrm{E}+03$ |
| 14 | $18 \mathrm{E}+0$ | $2.73 \mathrm{E}+6$ | 1E+ | $9.42 \mathrm{E}+0$ | + | 3.89E+0 | 2.49E+0 | + | 3.63E+0 | $2.57 \mathrm{E}+6$ | + | 1.89E+ | 6.60E+ |  | 1.92E | 9.55 E |  | 1.93 E | 9.33E |  | $1.02 \mathrm{E}+0$ |  |
| ${ }^{15}$ | $3 \mathrm{E}+$ | $6.85 \mathrm{E}+$ | $9.37 \mathrm{E}+$ | 8.81 E | + | $1.26 \mathrm{E}+09$ | $1.28 \mathrm{E}+9$ |  | 1.67E+6 | 5.78 | + | 3.04E+ | 8.12E |  | 5.80E | 5.00E |  | 3.83E+03 | 4.20 E |  | 1.68 |  |
| 16 | 8E+ | $6.73 \mathrm{E}+$ | $4.82 \mathrm{E}+$ | 8.69E | + | $8.21 \mathrm{E}+03$ | 1.18E+ |  | 6.61E+6 | 9.08 E | + | 4.19E+ | $7.97 \mathrm{E}+$ |  | 5.45E | 7.83 E |  | 5.36 E | 89 E |  |  |  |
| 17 | 3.60E+ | 5.52E+ | 3.71E+0 | 5.98 E | = | 1.10E | 8.1 |  | $4.44 \mathrm{E}+0$ | 6.2 | + | $2.64 \mathrm{E}+3$ | 4.65 E |  | 5.15 E | 8.00 E |  | 4.56 E | 6.90 E |  | 3.89 E |  |
| 18 |  | 3.16E+ | $2.34 \mathrm{E}+$ | 1.42E | + | 4.9 | 4.86 | + | 1.0 | 8.2 | + | 2.19E | 5.62F |  | 1.80 E |  |  | 1.94 E | 9.40E+05 |  |  |  |
| 19 |  | 9.70E+ |  | 8.8 | = | 1.61E | 1.2 |  | OE+ | 2.60 E | + | 6.32 E | 1.53 |  |  |  | = | 5.54E | 5.45E |  |  |  |
| ${ }^{20}$ | 3.29 E | $6.08 \mathrm{E}+$ |  | 5.78 | = | 4.6 | 6.7 | + | 3.588+ | 5.48 | + | 2.67 E | 5.14 |  | 5.24E | 7.81 | + | 4.19 E | 5.74E+02 | + |  |  |
| 21 | $8.80 \mathrm{E}+$ | 9.19 E |  | 7.7 | + | $1.70 \mathrm{E}+03$ | 1.2 | + | 1.39E+ | 7.89 | + | 8.84E+ |  |  |  |  | + |  | 1.33 |  |  |  |
| ${ }^{22}$ | $1.30 \mathrm{E}+$ | 1.27 E |  | 1.18 | + | 2.60E+04 | 1.8 | + | 2.23E+0 |  | + | 1.98 |  | + |  |  | + |  |  | + |  |  |
| ${ }^{23}$ | $8.95 \mathrm{E}+$ | 5.88 E | 9.2 | 6.40 E | + | ${ }^{1.73 \mathrm{E}+03}$ |  |  | 1.43E+ |  | + |  | 1.04 E |  |  |  |  |  | 1.12 |  |  |  |
| 24 | 1.47 F | $8.18 \mathrm{E}+$ |  | 9.43E+ | + |  | 1.9 |  | $1.93 \mathrm{E}+1$ |  | + |  |  |  |  |  |  |  |  |  |  |  |
| ${ }^{25}$ | 7.47 E | 5.74E+ |  | 5.4 | + | $3.72 \mathrm{E}+04$ |  |  | 1.25E+ |  |  | 1.2 |  |  |  |  |  |  |  |  |  |  |
| ${ }^{26}$ |  | 1.01E+ |  | 9.61E+ | + | 1.85 E+04 | 2.4 |  | 1.49E+ |  | + |  |  |  |  |  |  |  |  |  |  |  |
| ${ }^{27}$ |  |  |  |  |  |  |  |  | $1.23 \mathrm{E}+1$ |  | + |  |  |  |  |  |  |  |  |  |  |  |
| 28 |  |  |  |  | = | $2.10 \mathrm{E}+04$ |  |  | $1.21 \mathrm{E}+04$ |  | + | $1.61 \mathrm{E}+03$ |  |  |  |  |  |  |  |  |  |  |
| ${ }^{29}$ |  | 6E+02 |  | 6.79E+02 |  |  |  |  |  | 7.44E+02 |  |  |  |  |  |  |  |  |  |  |  | 02 |
|  | $9.01 \mathrm{E}+03$ | 5.37E+03 |  |  |  |  |  |  |  | $1.87 \mathrm{E}+08$ |  |  |  |  | 1.73E+04 | 4.92 |  | .70E | 4.84 |  | 1.65 E | 4.77 E |

C Extended numerical results for cSNUM on CEC-2017 against population-based algorithms

Table 12 Average error $\pm$ standard deviation and Wilcoxon signed-rank test (reference: cSNUM) for cSNUM against EBOwithCMAR, JSO, LSHADE_SPACMA, RB_IPOP_CMA_ES, PPSO, TLBO_FL and SNUM on CEC-2017 [2] in 10 dimensions.

| Function | csnum |  | Ebowithcmar |  |  | Jso |  |  | LSHADE_SPACMA |  |  | RB_IPOP_CMA_ES |  |  | PPSO |  |  | тLbo_FL |  |  | snum |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Std | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w | ean | Std | w | Mean | Std | w | Mean | Std | w |
| 1 | $4.93 \mathrm{E}+03$ |  | 0.00E+00 | 0.00E+00 |  | 0.00E+00 | 0.00E+00 | - |  | $0.00 \mathrm{E}+00$ |  |  |  |  | ${ }^{2.41 \mathrm{E}+02}$ | $2.02 \mathrm{E}+02$ |  |  | $2.50 \mathrm{E}+03$ |  |  | $4.36 \mathrm{E}+03$ |  |
| 2 | $4.16 \mathrm{E}-04$ | $7.20 \mathrm{E}-04$ | $0.00 \mathrm{E}+$ | 0.00E+ |  |  | 0.00E |  | $0.00 \mathrm{E}+00$ |  |  | $0^{0.005}$ | 0.00E |  |  |  |  |  | $1.96 \mathrm{E}-01$ |  |  |  |  |
|  | 8.19E-13 | ${ }^{1.455-12}$ | ${ }^{0.00 E+00}$ | ${ }^{0.0005+00}$ |  | 0.00 E | ${ }^{0.00 E+00}$ | - | 0.00E+00 | 0.00E+00 |  | ${ }^{0.00}$ | ${ }^{0.00}$ |  | 3.14E-04 |  | + | $1.94 \mathrm{E}+01$ | 1.10E+01 | + |  | 5.87E+02 |  |
|  | ${ }^{3.27 \mathrm{E}+00}$ | ${ }^{1.388 E+01}$ | ${ }_{1}^{1.24 \mathrm{E}-12}$ | ${ }^{3.07 \mathrm{E}-03}$ | - | ${ }^{0.000 \mathrm{E}+00}$ | 0.00E+00 |  | 0.00E+00 | 0.00E+00 |  | 0.0 | ${ }^{0.00 \mathrm{E}+00}$ |  | ${ }^{1.90 \mathrm{E}+4}$ |  |  |  |  |  | $1.32 \mathrm{E}+01$ | 2.54E+01 |  |
| 5 | $1.37 \mathrm{E}+01$ | 5.07 | $1.83 \mathrm{E}+00$ | 1.6 | - |  |  |  |  | 1.18E+00 |  | $2.13 \mathrm{E}+0$ | $2.03 \mathrm{E}+00$ |  |  | 5.1 | + |  |  |  |  |  |  |
| 6 | $7.49 \mathrm{E}-07$ | 2.0 |  | 3.64E-08 |  | 3.57E-05 | $1.53 \mathrm{E}-1$ |  | 0.00E+00 | 0.00E+00 |  | 退 | 7.12E-04 |  | 9.18E-01 | 1.8 |  |  |  |  | 05 |  |  |
| 7 | $1.81 \mathrm{E}+01$ | 3.76E+00 | $1.16 \mathrm{E}+01$ | 6.16E-01 |  | 2.27E+01 | $2.89 \mathrm{E}+00$ | + | 1.43E+01 | 1.22 |  | 1.11 E | 2.61 E |  | 1.78 | $2.36 \mathrm{E}+00$ |  |  |  |  |  |  |  |
| 8 | 1.29E+01 | 5.85E+00 | $1.68 \mathrm{E}+00$ | ${ }^{1.16 E+00}$ | - | 1.04E+01 | $2.56 \mathrm{E}+00$ | - | $4.26 \mathrm{E}+0$ | 1.34 E |  |  | 3.29E |  | 9.95 | $2.37 \mathrm{E}+00$ |  | $2.01 \mathrm{E}+01$ | 4.3 |  | 2.50E+01 |  |  |
| 9 | $3.01 \mathrm{E}+00$ | 2.15E+01 | 0.00E+00 | 0.00E+00 |  | $0.00 \mathrm{E}+00$ | 0.00E+00 |  | 0.00E+ | 0.00 E |  | $0.00 \mathrm{E}+00$ | 0.00 E |  |  | 1.49 E |  | 8.91 | ${ }^{6} .36$ |  | $3.72 \mathrm{E}+01$ |  |  |
| 10 | $4.52 \mathrm{E}+02$ | $2.14 \mathrm{E}+1$ | 3.19E+02 | 1.19E+02 |  | $7.01 \mathrm{E}+$ | 1.78E+02 | + | $2.86 \mathrm{E}+02$ | 1.01E+02 |  | 5.39E+02 | $2.12 \mathrm{E}+02$ | + | 5.03E+02 | $1.55 \mathrm{E}+02$ |  | 1.14E+03 | $2.07 \mathrm{E}+02$ |  | $6.86 \mathrm{E}+02$ | $2.65 \mathrm{E}+02$ |  |
| 11 | $7.12 \mathrm{E}+00$ | 4.52E+ | $1.67 \mathrm{E}+00$ | $1.02 \mathrm{E}+$ |  | 3.22E+ | ${ }^{5.52 \mathrm{E}-01}$ |  | 1.19E-06 | 8.51E.06 |  | 03E | 8.58E |  | 1.73E+0 | 5.53E+ |  | 4.49 | 1.49E+00 |  | 1.86E+01 |  |  |
| 12 | $1.97 \mathrm{E}+04$ | $1.56 \mathrm{E}+04$ | ${ }^{9.82 E+01}$ | $7.08 \mathrm{E}+01$ | - | $2.44 \mathrm{E}+01$ | 1.96E+01 | - | 1.19E+02 | 7.16E+01 | - | 2.19E+02 | 1.50E+02 |  | $4.76 \mathrm{E}+03$ | $2.58 \mathrm{E}+03$ |  | 1.38E+05 | $1.60 \mathrm{E}+05$ |  | $1.51 \mathrm{E}+05$ | $2.06 \mathrm{E}+05$ |  |
| ${ }^{13}$ | $7.51 \mathrm{E}+03$ | $9.02 \mathrm{E}+03$ | 4.62E+00 | $2.97 \mathrm{E}+00$ |  | $7.74 \mathrm{E}+00$ | $1.88 \mathrm{E}+00$ |  | $4.94 \mathrm{E}+00$ | $2.53 \mathrm{E}+00$ |  | 8.80E+00 | $2.65 \mathrm{E}+01$ |  | $1.46 \mathrm{E}+03$ | $1.41 \mathrm{E}+0$ |  | $3.20 \mathrm{E}+03$ | $2.76 \mathrm{E}+03$ |  | $7.96 \mathrm{E}+03$ | $1.08 \mathrm{E}+04$ |  |
| 14 | 8.17E+03 | $8.55 \mathrm{E}+03$ | 3.67E+00 | 3.46E+00 |  | 8E+00 | $1.89 \mathrm{E}+00$ |  | 3.32E+00 | $7.28 \mathrm{E}+00$ |  | $52 \mathrm{E}+$ | $1.23 \mathrm{E}+$ |  | 6.29 E | $6.84 \mathrm{E}+$ |  | $9.46 \mathrm{E}+0$ | 3.37 E |  | 1.03E+04 | 9.57E+03 |  |
| 15 | $6.11 \mathrm{E}+03$ | $4 \mathrm{E}+$ | . 01 | E-01 |  | $6.38 \mathrm{E}-01$ | 4E-01 |  | SE-1 | 2.29E-01 |  | 3.14E+ | 4.19E |  | 1.87 E | 1.86 E |  | $2.14 \mathrm{E}+02$ | 7.54E+01 |  | $1.18 \mathrm{E}+04$ | $1.16 \mathrm{E}+04$ |  |
| 16 | 1.70E+02 | 1.39E+ | 3.42E+00 | 6.3 |  | E+00 | $1.44 \mathrm{E}+00$ |  | 1.41 | 8.39E.01 |  | 1.49E+ | 1.32 E |  | $8.36 \mathrm{E}+$ | 7.26 E |  | 1.23 E | $2.40 \mathrm{E}+01$ |  |  |  |  |
| 17 | 5.13E+01 |  |  |  |  |  |  | = | 1.15 | 6.3 | $=$ |  | 3.86 E |  |  | 7.47 E |  |  |  |  |  |  |  |
| 18 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 19 |  |  |  |  |  |  |  |  | $2.35 \mathrm{E}-01$ | 3.7 |  |  |  |  | $1.48 \mathrm{E}+02$ |  |  | 1.24E+02 |  |  |  |  |  |
| 20 |  |  | $1.74 \mathrm{E}+00$ |  | $=$ | $2.15 \mathrm{E}+01$ | 3.97E+0 | + | $2.71 \mathrm{E}+$ | ${ }_{6.51 \mathrm{E}+0}$ |  | 1.23E+ | 7.8 |  | 2.9 | 1.09E | + |  |  |  |  |  |  |
| ${ }^{21}$ | 2.16E+02 | 3.03E+01 | $1.39 \mathrm{E}+02$ | 3.97E+01 |  | $1.40 \mathrm{E}+02$ | 5.13E+01 |  | 1.02E+02 | 1.01E+01 |  | $1.55 \mathrm{E}+02$ | 5.24E+01 |  | $1.05 \mathrm{E}+02$ | $2.15 \mathrm{E}+01$ |  | 1.48E+02 | $5.46 \mathrm{EE}+01$ |  | $2.21 \mathrm{E}+02$ | 4.63E |  |
| ${ }^{22}$ | $2.28 \mathrm{E}+02$ | $2.96 \mathrm{E}+02$ | $9.85 \mathrm{E}+01$ | 1.10E+01 | - | $1.00 \mathrm{E}+02$ | 1.80E-01 | - | 1.00E+02 | 1.13E-01 |  | $9.93 \mathrm{E}+$ | 5.57E+ | - | $9.68 \mathrm{E}+01$ | 1.68E+01 |  | ${ }^{9.37 \mathrm{E}+01}$ | $2.22 \mathrm{E}+01$ |  | 2 | ${ }^{5.36 \mathrm{E}}$ |  |
| ${ }^{23}$ | 3.19E+02 | $7.67 \mathrm{E}+00$ | 3.04E+02 | 2.0 | - | 3.07E+02 | 2.15E+00 |  | $6 \mathrm{E}+$ | 1.24E+ |  | 2.87 E | 5.52E |  |  | 1.05 E | + |  |  |  |  |  |  |
| ${ }^{24}$ | $3.60 \mathrm{E}+02$ | 5.23E+01 | 2.1 | 8.48E+ | - | 3.28E+02 | 3.57E+ |  | 2 | 8.55E+ |  | 02 | 1.10E |  |  | $1.35 \mathrm{E}+02$ |  |  |  |  |  |  |  |
| 25 | $4.33 \mathrm{E}+02$ | 3.14E+01 | 4.1 | 2.1 |  | $4.06 \mathrm{E}+02$ | $1.75 \mathrm{E}+$ |  | $4.28 \mathrm{E}+02$ | $2.16 \mathrm{E}+$ |  | 4.07 | 6.65E |  | 4.04 E | 1.45 E |  |  | 2.25 |  | 02 | 6.10 |  |
| ${ }^{26}$ | $8.47 \mathrm{E}+02$ | 5.45E+02 |  | 4.67E+01 | - |  | 0.00E+00 | - | $3.00 \mathrm{E}+02$ |  |  |  | 1.45 E |  |  | ${ }^{7.66 E}$ |  |  | $4.66 \mathrm{E}+01$ |  |  |  |  |
| 27 | 2 | 1 |  |  |  |  | 2.22E-01 |  | ${ }^{3.901}$ | 9.32E-01 |  |  | ${ }^{3.98 \mathrm{E}}$ |  |  | ${ }_{1}^{1.35 \mathrm{E}}$ | + |  | ${ }^{3.35}$ |  |  |  |  |
| ${ }^{28}$ | 02 | 2 |  | 01 |  |  | 1.00E+02 |  | 3.17E+02 | 6.9 | - |  |  |  |  | , 36 |  |  | ${ }^{1.56 E+02}$ |  |  |  |  |
| ${ }^{29}$ |  |  | 2.45E+02 | 5.82E+00 |  | ${ }^{2.55 \mathrm{E}+02}$ | E+00 |  |  | ${ }^{6.525 E+00}$ |  |  | 5.30E+ |  |  | ${ }^{1.36 \mathrm{E}}$ |  |  | $1.63 \mathrm{E}+$ |  |  |  |  |
| 30 |  |  |  |  |  | E+02 | 1.01E.01 |  | +02 | $2.59 \mathrm{E}+$ |  | 29E+ | $1.04 \mathrm{E}+$ |  | $7.09 \mathrm{E}+$ | 3.12E |  | .98E+05 | 5.08E |  | 5.02E+05 | $6.81 \mathrm{E}+05$ |  |


| Function | csnum |  | Ebowithcmar |  |  | Jso |  |  | LSHADE_SPACMA |  |  | RB_IPOP_CMA_ES |  |  | PPSO |  |  | тLbo_FL |  |  | Snum |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ean | Std | ean | Std | w | Mean | Std | w | an | Std | w | ean | Std | w | an | Std | w | an | Std | w | ean | Std | w |
| 1 | $7.00 \mathrm{E}+03$ | $6.93 \mathrm{E}+03$ | $1.25 \mathrm{E}-04$ | 8.32E-05 | - | 3.68E-06 | 1.95E-06 | - | $0.00 \mathrm{E}+00$ | 0.00E+00 | . | 6.27E-08 | 1.93E-08 | . | $7.55 \mathrm{E}+02$ | 6.11E+02 |  | $3.66 \mathrm{E}+03$ | $3.76 \mathrm{E}+03$ | - | $9.53 \mathrm{E}+03$ | 7.62E+03 | + |
| ${ }^{2}$ | $1.41 \mathrm{E}-03$ | 2.88E-03 | 4.45E+00 | 1.40E+01 |  | 1.72E-08 | 6.48E.08 |  | 1.96E-02 | 1.40E-01 |  | $1.17 \mathrm{E}+02$ | ${ }^{8.35 E+02}$ | - | $9.50 \mathrm{E}+06$ | $1.71 \mathrm{E}+07$ | + | ${ }^{8.522 E+16}$ | $5.81 \mathrm{E}+17$ | + | 3.69E+23 | $2.41 \mathrm{E}+24$ |  |
| 3 | $7.02 \mathrm{E}+03$ | $7.77 \mathrm{E}+03$ | 3.59E+01 | $2.40 \mathrm{E}+02$ |  | $4.03 \mathrm{E}-08$ | $1.98 \mathrm{E}-08$ |  | 0.00E+00 | $0.00 \mathrm{E}+00$ |  | $0.00 \mathrm{E}+00$ | 0.00E+00 | - | $4.08 \mathrm{E}+02$ | $2.03 \mathrm{E}+02$ |  | $2.08 \mathrm{E}+04$ | $4.64 \mathrm{E}+03$ | + | 1.04E+05 | 3.83E+04 |  |
| 4 | 6.99E+01 | $2.55 \mathrm{E}+01$ | $6.93 \mathrm{E}+01$ | $1.17 \mathrm{E}+01$ | = | $5.87 \mathrm{E}+01$ | ${ }^{7.788-01}$ |  | $5.91 \mathrm{E}+01$ | 3.45E+00 |  | 5.53E+01 | $1.65 \mathrm{E}+01$ | . | $5.88 \mathrm{E}+01$ | 3.40E+01 |  | 9.49E+01 | $2.35 \mathrm{E}+01$ | + | 7.37E+01 | $2.73 \mathrm{E}+01$ |  |
| 5 | $9.99 \mathrm{E}+01$ | $2.04 \mathrm{E}+01$ | 1.17E+01 | $3.96 \mathrm{E}+00$ |  | $1.25 \mathrm{EE}+02$ | 1.07E+01 | + | $3.03 \mathrm{E}+01$ | 4.32E+01 |  | $4.00 \mathrm{E}+00$ | 1.94E+00 | . | 1.12E+02 | $1.33 \mathrm{E}+01$ | + | $7.57 \mathrm{E}+01$ | $4.35 \mathrm{E}+01$ |  | $1.16 \mathrm{E}+02$ | 3.45E+01 |  |
| 6 | 9.699 -07 | 4.90E-07 | 4.60E-05 | 1.42E-05 | + | ${ }^{2.922 E-04}$ | ${ }^{5.66 \mathrm{E}-05}$ | + | 1.31E-07 | 9.11E-08 |  | $5.40 \mathrm{E}-05$ | 3.78E-04 | - | $2.16 \mathrm{E}+01$ | $3.97 \mathrm{E}+00$ |  | $4.87 \mathrm{E}-01$ | 4.24E-01 | + | $68 \mathrm{E}-05$ | 3.34E-04 |  |
| 7 | 1.05E+02 | $1.96 \mathrm{E}+01$ | $3.94 \mathrm{E}+01$ | $1.23 \mathrm{E}+01$ | - | $1.70 \mathrm{E}+02$ | ${ }^{1.33 \mathrm{E}+01}$ | + | $4.50 \mathrm{E}+01$ | ${ }^{2.47 \mathrm{E}+01}$ |  | ${ }^{3.52 E+01}$ | ${ }^{1.812}+00$ | - | ${ }^{1.35 E+}$ | $1.62 \mathrm{E}+01$ | + | $1.89 \mathrm{E}+02$ | $2.09 \mathrm{E}+01$ | + | $1.36 \mathrm{E}+02$ | $2.41 \mathrm{E}+01$ |  |
| 9 | 1.1112+02 | 2.72E+01 | ${ }^{2.39 E+01}$ | $3.50 \mathrm{E}+01$ | - | ${ }^{1.25 E+02}$ | 1.23E+01 | + | ${ }^{6.99 E+00}$ | ${ }^{1.93 \mathrm{E}+01}$ | - | 4.35E+00 | ${ }^{2.66 E+00}$ | - | 8.10E+ | $1.04 \mathrm{E}+01$ | - | $7.14 \mathrm{E}+01$ | 4.37E +01 | - | 1.34E+02 | ${ }^{3.45 \mathrm{E}+01}$ |  |
| 9 | $1.77 \mathrm{E}+03$ | $1.78 \mathrm{E}+03$ | ${ }_{0}^{2.00 E+00}$ | $0.00 \mathrm{E}+00$ | - | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ | - | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ |  | $0.00 \mathrm{E}+00$ | 0.00E+00 | - | 1.38E+ | $2.72 \mathrm{E}+02$ | $=$ | $3.46 \mathrm{E}+$ | 2.73E+01 | - | $2.62 \mathrm{E}+03$ |  |  |
| 10 | $2.69 \mathrm{E}+03$ | $4.36 \mathrm{E}+02$ | $4.40 \mathrm{E}+03$ | $7.91 \mathrm{E}+02$ | + | $6.19 \mathrm{E}+03$ | $3.00 \mathrm{E}+02$ | + | $5.28 \mathrm{E}+$ | 8.28 E | + | $1.87 \mathrm{E}+03$ | 7.56 E | - | 3.13E | $3.46 \mathrm{E}+02$ | + | 6.99 | $2.62 \mathrm{E}+02$ | + |  |  |  |
| ${ }_{12}^{11}$ | 7.59E+01 | ${ }_{\text {3 }} .648 \mathrm{E}+01$ | ${ }^{4.40 \mathrm{E}+01}$ |  | - | ${ }^{3.79 E+01}$ | $1.35 \mathrm{E}+01$ |  | ${ }_{1}^{1.78 E+01}$ | ${ }^{2.48 \mathrm{E}}$ |  | ${ }_{6}^{6.32 \mathrm{E}+01}$ | ${ }^{3.96 \mathrm{E}}$ | = | 8.83E | ${ }^{2.1212}$ |  | 8.9 |  | = | ${ }^{1.15 \mathrm{E}}$ |  |  |
| ${ }_{13}^{12}$ | ${ }^{5} 5.75 \mathrm{E}+05$ | ${ }_{2}^{4.36}$ | ${ }^{2.535 E+03}$ |  | - | ${ }_{6}^{5.78 \mathrm{E}+02}$ |  |  | 2 | 2 |  |  | ${ }^{3} .62$ |  | ${ }^{9.51}$ | 5.13E |  | 1.04 |  |  | 1.3 |  |  |
| ${ }^{13}$ | ${ }^{1.95 E+04}$ | $2.01 \mathrm{E}+04$ | 8.02E+01 | 1.9 |  |  |  |  |  | 2.4 |  |  | 9.0 |  |  | 2.88 |  |  |  |  |  |  |  |
| 14 15 15 | $1.18 \mathrm{E}+05$ $1.62 \mathrm{E}+04$ 1 | 1.37E+ | ${ }_{3}^{6.36}$ | ${ }_{5}^{3.95}$ |  | 86E+ | 0 |  | $2.615+01$ <br> $6.51 \mathrm{E}+00$ |  |  | ${ }_{2}^{1.745+0}$ | ${ }_{1.57 \mathrm{E}+02}^{4.94 \mathrm{E}+01}$ |  |  | ${ }_{1}^{2.63 \mathrm{E}+03}$ |  | $1.13 \mathrm{E}+04$ <br> $290 \mathrm{E}+04$ |  |  |  |  |  |
| ${ }_{16}^{15}$ | ${ }^{1.622+04}$ | ${ }^{1.49 \mathrm{E}+04}$ | ${ }_{\substack{\text { a }}}^{3.75 \mathrm{E}+01}$ | ${ }_{\text {che }}^{5.05 \mathrm{E}+02}$ | - | ${ }_{8.20 \mathrm{E}+02}^{2.36 \mathrm{E}+01}$ | ${ }^{3.044+00}$ |  | $6.51 \mathrm{E}+00$ $4.75 \mathrm{E}+02$ | ${ }_{\text {2 }}^{2.41 \mathrm{EE}+00}$ |  | - $\begin{array}{r}2.75 \mathrm{E}+02 \\ 5.83 \mathrm{E}+02\end{array}$ | ${ }_{2}^{1.578 \mathrm{E}+02}$ | - | - $\begin{array}{r}2.13 \mathrm{E}+03 \\ 8.46 \mathrm{E}+22\end{array}$ | ${ }_{\text {cel }}^{1.63 \mathrm{E}+03}$ |  | $2.90 \mathrm{C}+04$ $7.48 \mathrm{E}+02$ | $2.575+04$ <br> $4.3 \mathrm{E}+02$ | + | + $\begin{aligned} & 2.12 \mathrm{E}+04 \\ & 1.24 \mathrm{E}+03\end{aligned}$ | ${ }_{3}^{1.563 \mathrm{E}+04}$ | $\stackrel{+}{+}$ |
| 16 17 | ${ }_{7}^{1.127 \mathrm{E}++02}$ | ${ }_{\text {a }}^{3.54 \mathrm{E}+02}$ | ${ }_{\text {che }}^{\text {9,78E+ }+02}$ | ${ }_{\substack{2 \\ 3.36 E++01}}^{2.05 \mathrm{E}+02}$ | : | ${ }_{\text {coser }}^{8.14 \mathrm{E}+02}$ | ${ }_{2}^{1.795+02}$ | : | $4.75 \mathrm{E}+02$ $1.88 \mathrm{E}+2$ | ${ }_{\text {3 }}^{3.40 \mathrm{E}+02}$ | : | ( $\begin{gathered}5.83 \mathrm{P}+02 \\ 2.48 \mathrm{E}+02\end{gathered}$ | ${ }_{\text {chen }}^{2.68 \mathrm{EE}+02}$ | : | ${ }_{\substack{8 \\ 3.315++02}}^{\text {.46E+02 }}$ | ${ }_{1}^{1.153 E+02}$ | - | - $\begin{aligned} & 7.48 \mathrm{P}+02 \\ & 1.52 \mathrm{E}+02\end{aligned}$ | ${ }_{\text {l }}^{4.04 \mathrm{E}+01}$ |  | $1.24 \mathrm{E}+03$ $7.61 \mathrm{E}+02$ | ${ }_{\text {che }}^{\text {2.49E+ }+02}$ | $\stackrel{ }{=}$ |
| 18 | 5.49E+05 | 4.58E+05 | 4.19E+01 | $4.31 \mathrm{E}+00$ |  | ${ }^{3.05 E+01}$ | $1.84 \mathrm{E}+00$ |  | ${ }^{2.39 E+01}$ | $1.92 \mathrm{E}+00$ |  | $2.20 \mathrm{E}+02$ | 1.23E+02 |  | $8.77 \mathrm{E}+04$ | $3.31 \mathrm{E}+04$ |  | 5.31E+05 | $2.20 \mathrm{E}+05$ | = | $3.14 \mathrm{E}+06$ | 3.50E+06 |  |
| 19 | $1.36 \mathrm{E}+04$ | 1.22E+04 | $2.26 \mathrm{E}+01$ | $2.14 \mathrm{E}+00$ | - | $2.41 \mathrm{E}+01$ | $1.70 \mathrm{E}+00$ | - | $1.08 \mathrm{E}+01$ | $2.94 \mathrm{E}+00$ | - | $1.91 \mathrm{E}+02$ | $7.37 \mathrm{E}+01$ | - | $1.71 \mathrm{E}+03$ | 1.69E+03 |  | 1.23E+04 | 1.13E+04 | = | 1.67E+04 | 1.74E+04 |  |
| ${ }^{20}$ | $5.84 \mathrm{E}+02$ | $2.33 \mathrm{E}+02$ | $2.64 \mathrm{E}+02$ | $5.36 \mathrm{E}+01$ | - | $3.12 \mathrm{E}+02$ | $4.74 \mathrm{E}+01$ |  | $1.56 \mathrm{E}+02$ | 1.01E+02 | - | $4.97 \mathrm{E}+02$ | $2.33 \mathrm{E}+02$ | $=$ | $3.58 \mathrm{E}+02$ | 1.17E+02 |  | 3.33E+02 | $1.37 \mathrm{E}+02$ |  | $7.31 \mathrm{E}+02$ | $2.96 \mathrm{E}+02$ |  |
| 21 | 3.18E+02 | $3.44 \mathrm{E}+01$ | $2.16 \mathrm{EE+02}$ | 1.59E+01 | - | $3.19 \mathrm{E}+02$ | $9.95 \mathrm{E}+00$ | $=$ | $2.83 \mathrm{E}+02$ | 5.58E+01 | - | $2.13 \mathrm{E}+02$ | 4.75E+00 | - | $3.05 \mathrm{EE+02}$ | $3.30 \mathrm{E}+01$ | $=$ | $2.65 \mathrm{E}+02$ | 4.14E+01 |  | 3.39E+02 | 3.55E+01 |  |
| 22 | $2.59 \mathrm{E}+03$ | $1.25 \mathrm{EE}+03$ | 1.00E+02 | 0.00E+00 | - | 1.00E+02 | 0.00E+00 |  | $1.00 \mathrm{E}+02$ | $0.00 \mathrm{E}+00$ |  | $1.09 \mathrm{E}+03$ | $1.12 \mathrm{E}+03$ | . | 1.00E+02 | 2.36E.03 |  | $1.01 \mathrm{E}+02$ | $1.94 \mathrm{E}+00$ |  | $3.49 \mathrm{E}+03$ | 1.04E+03 |  |
| 23 | $4.61 \mathrm{E}+02$ | $2.72 \mathrm{E}+01$ | $3.80 \mathrm{E}+02$ | $2.38 \mathrm{E}+01$ | . | $4.67 \mathrm{E}+02$ | $1.08 \mathrm{E}+01$ | + | $4.55 \mathrm{E}+02$ | 1.47E+01 | $=$ | $3.47 \mathrm{E}+02$ | 5.02E+01 | . | $6.81 \mathrm{E}+02$ | 3.79E+01 | + | $3.97 \mathrm{E}+02$ | 1.62E+01 |  | $4.78 \mathrm{E}+02$ | $2.91 \mathrm{E}+01$ |  |
|  | $7.04 \mathrm{E}+02$ | 1.04E+02 | 4.54E+02 | 3.48E+01 | . | $5.31 \mathrm{E}+02$ | 8.43E+00 |  | $5.41 \mathrm{E}+02$ | $2.90 \mathrm{E}+01$ |  | $4.23 \mathrm{E}+02$ | 3.24E+00 | . | $7.39 \mathrm{E}+02$ | 4.57E+01 | + | $4.72 \mathrm{E}+02$ | $2.00 \mathrm{E}+01$ |  | $7.03 \mathrm{E}+02$ | 1.11E+02 |  |
| 25 | $3.93 \mathrm{E}+02$ | 1.61E+01 | $3.87 \mathrm{E}+02$ | $2.14 \mathrm{E}-02$ | . | ${ }_{3.87 \mathrm{E}+02}$ | $7.72 \mathrm{E}-03$ |  | ${ }_{3.87 \mathrm{E}+02}$ | 1.06E-02 |  | $3.87 \mathrm{E}+02$ | 1.49E-02 |  | $3.86 \mathrm{E}+02$ | 1.77E+00 |  | $4.02 \mathrm{E}+02$ | 1.76E+01 | + | $3.98 \mathrm{E}+02$ | 2.12E+01 |  |
| 26 | $2.28 \mathrm{E}+03$ | $6.72 \mathrm{E}+02$ | $7.75 \mathrm{E}+02$ | ${ }_{3.46 \mathrm{E}+02}$ | . | 2.00E +03 | $9.68 \mathrm{E}+01$ |  | $1.09 \mathrm{E}+03$ | 3.17E+02 |  | $5.09 \mathrm{E}+02$ | $2.71 \mathrm{E}+02$ | . | $2.04 \mathrm{E}+0$ | 1.73E+03 | = | 1.43E+03 | $4.62 \mathrm{E}+02$ |  | $2.33 \mathrm{E}+03$ | 6.26E+02 | - |
| 27 | $5.35 \mathrm{E}+02$ | $1.98 \mathrm{E}+01$ | $5.02 \mathrm{E}+02$ | $4.03 \mathrm{E}+00$ |  | $4.99 \mathrm{E}+02$ | $7.99 \mathrm{E}+00$ |  | $5.05 \mathrm{E}+$ | 6. |  | $5.20 \mathrm{E}+02$ | $1.32 \mathrm{E}+01$ | - | 7.08 E | $5.41 \mathrm{E}+01$ | + | 5.32E+0 | 2. | = | 5.42 E | 1.75E+01 | + |
| ${ }^{28}$ | 3.79 | 6.74 | 3.6 | 4.4 | = | 3.13 | $3.36 \mathrm{E}+01$ |  | 3.14E+02 |  | - | 3.13E+02 | 3.48E+01 | $=$ | 3.91 E | $1.77 \mathrm{E}+01$ | = | E+02 |  | + | 4.31E+02 | $4.04 \mathrm{E}+01$ |  |
| ${ }^{29}$ | 9.79 | 2.3 | $7.33 \mathrm{E}+$ | 8.4 |  | ${ }^{7.51 \mathrm{E}+02}$ | ${ }^{3.73 \mathrm{E}+01}$ |  | 2 | ${ }^{7.99 \mathrm{E}+01}$ |  | 5.68E+02 | 1.54E+02 |  | 1E+ | +02 |  | 6.26E+02 | 9.19E+01 |  | 1.11E+0 | 2.58E+02 |  |
| 30 | 1.11E+04 | $1.84 \mathrm{E}+04$ | $2.04 \mathrm{E}+03$ | 6.20E+01 |  | E+03 | $1.88 \mathrm{E}+01$ |  | $2.01 \mathrm{E}+03$ | $6.24 \mathrm{E}+01$ |  | 3.07E+03 | $1.93 \mathrm{E}+03$ | - | 5.69E+03 | $1.94 \mathrm{E}+03$ |  | 3.65E+04 | 3.88E+04 | + | 1.60E+04 | 1.13E+04 |  |

Table 14 Average error $\pm$ standard deviation and Wilcoxon signed-rank test (reference: cSNUM) for cSNUM against EBOwithCMAR, JSO, LSHADE_SPACMA, RB_IPOP_CMA_ES, PPSO, TLBO_FL and SNUM on CEC-2017 [2] in 50 dimensions.

| Function | csnum |  | Ebowithcmar |  |  | Jso |  |  | LSHADE_SPACMA |  |  | RB_IPOP_CMA_ES |  |  | PPSO |  |  | tlbo_fL |  |  | Snum |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Std | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w |
| 1 | $1.42 \mathrm{E}+04$ | $1.30 \mathrm{E}+04$ | $7.30 \mathrm{E}+02$ | 4.56E+02 | - | 2.44E-01 | 2.97E-01 | . | 2.57E-02 | 2.86E-02 | - | 1.23E-07 | 4.41E-08 | . | 4.97E+03 | $2.50 \mathrm{E}+03$ | - | $1.02 \mathrm{E}+06$ | $3.03 \mathrm{E}+06$ | + | $1.34 \mathrm{E}+04$ | $1.25 \mathrm{E}+04$ | $=$ |
| 2 | $1.49 \mathrm{E}+20$ | $1.06 \mathrm{E}+21$ | $1.25 \mathrm{E}+04$ | 4.86E+04 | - | $3.77 \mathrm{E}+04$ | $1.96 \mathrm{E}+05$ | = | $1.87 \mathrm{E}+02$ | 5.84E+02 | - | 2.77E+05 | $1.98 \mathrm{E}+06$ | - | $1.25 \mathrm{E}+18$ | 4.36E+18 | + | $1.57 \mathrm{E}+39$ | $1.01 \mathrm{E}+40$ | + | $6.62 \mathrm{E}+35$ | 4.72E+36 | + |
| 3 | 2.09E+04 | $1.27 \mathrm{E}+04$ | $3.51 \mathrm{E}+03$ | $1.04 \mathrm{E}+04$ | . | $2.18 \mathrm{E}-04$ | 1.56E-04 | . | ${ }_{3.57 \mathrm{E}-08}$ | ${ }_{3.23 \mathrm{E}-08}$ | . | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ |  | $1.54 \mathrm{E}+04$ | 3.23E+03 | = | $7.02 \mathrm{E}+04$ | 9.11E+03 | + | $2.24 \mathrm{E}+05$ | 5.44E+04 |  |
| 4 | $8.46 \mathrm{E}+01$ | $5.06 \mathrm{E}+01$ | $6.83 \mathrm{E}+01$ | ${ }^{4.60 E+01}$ | = | ${ }_{8.19 \mathrm{E}+01}$ | 5.67E+01 | = | $7.53 \mathrm{E}+01$ | 5.51E+01 | $=$ | 3.82E+01 | 4.42E+01 |  | $1.11 \mathrm{E}+02$ | 4.11E+01 | + | $1.98 \mathrm{E}+02$ | $4.63 \mathrm{E}+01$ | + | 1.14E+02 | $5.90 \mathrm{E}+01$ |  |
| 5 | $2.12 \mathrm{E}+02$ | ${ }_{3.76 E+01}$ | $1.11 \mathrm{E}+02$ | $1.04 \mathrm{E}+02$ | - | ${ }_{2} .72 \mathrm{E}+02$ | $1.16 \mathrm{E}+01$ | + | 5.99E+00 | ${ }_{2.02 \mathrm{E}+00}$ |  | ${ }_{7.47 \mathrm{E}+00}$ | ${ }_{2} .74 \mathrm{E}+00$ |  | ${ }_{2.01 \mathrm{E}+02}$ | 1.37E+01 | + | $1.01 \mathrm{E}+02$ | 1.80E+01 |  | $2.29 \mathrm{E}+02$ | 4.90E+01 |  |
|  | 1.52E-06 | 6.20 | 2.24 E - | ${ }_{2} .355 \mathrm{E}-05$ | + | ${ }_{9.82 \mathrm{E}-05}^{1205}$ | ${ }_{2} .94 \mathrm{E}$ - |  | 1.46E-05 | ${ }_{6.24 \mathrm{E}}$ | + | 1.89E.07 | 1.72E.07 |  | ${ }_{3.37 \mathrm{E}+0}$ |  |  |  |  |  |  | ${ }_{\text {2, }}$ |  |
| 7 | ${ }_{2.04}^{1.51}$ | ${ }_{2}$ 2.93E+01 | ${ }_{1}^{2.22 E+02}$ | ${ }^{5} 5.00 \mathrm{E}+01$ | $\pm$ | ${ }_{3.39 E+02}^{\text {a }}$ | ${ }_{1.56 \mathrm{E}+01}^{2.01}$ | + | ${ }_{6} 1.08 \mathrm{EE}+01$ | ${ }_{2.56 \mathrm{E}+01}^{6.24}$ |  | ${ }_{5} 1.93 \mathrm{E}+01$ | ${ }_{2.09 E+00}^{1.050}$ |  | ${ }_{2} .78 \mathrm{EE}+6$ |  |  |  |  |  |  |  |  |
| 8 | ${ }_{2}$ | $4.96 \mathrm{E}+01$ | $1.46 \mathrm{E}+02$ | ${ }^{5} 1.18 \mathrm{E}+02$ | - | ${ }_{2.71 \mathrm{E}+02}$ | $1.76 \mathrm{E}+01$ | + | $5.81 \mathrm{E}+00$ | ${ }_{1.88 \mathrm{E}+00}^{2.06}$ |  | ${ }_{7.94 \mathrm{E}+00}$ | ${ }_{2} .54 \mathrm{E}+00$ |  | ${ }_{1.99 \mathrm{E}+02}$ | 1.52E+01 |  | ${ }_{9.73 \mathrm{E}+01}^{2.0020}$ | $1.54 \mathrm{E}+01$ |  | ${ }_{2.40 \mathrm{E}+02}^{2.2020}$ | 5.43E+01 |  |
| 9 | $6.09 \mathrm{E}+03$ | $4.05 \mathrm{E}+03$ | 0.00E+00 | 0.00E+00 | - | $0.00 \mathrm{E}+00$ | 0.00E+00 |  | $0.00 \mathrm{E}+00$ | 0.00E+00 |  | $0.00 \mathrm{E}+00$ | 0.00E+00 | - | $6.13 \mathrm{E}+03$ | 7.42 E | - | $1.73 \mathrm{E}+03$ | $1.19 \mathrm{E}+03$ |  | $6.60 \mathrm{E}+03$ | $3.91 \mathrm{E}+03$ |  |
| 10 | $4.85 \mathrm{E}+03$ | $8.05 \mathrm{E}+02$ | $7.70 \mathrm{E}+03$ | 9.00E+02 | + | $1.21 \mathrm{E}+04$ | $3.37 \mathrm{E}+02$ | + | $9.37 \mathrm{E}+03$ | $3.57 \mathrm{E}+03$ | + | 3.00E+03 | $9.51 \mathrm{E}+02$ |  | $5.20 \mathrm{E}+03$ | 5.52E+02 | + | $1.29 \mathrm{E}+04$ | 4.00E+02 |  | $5.25 \mathrm{E}+03$ | $7.71 \mathrm{E}+02$ |  |
| 11 | $1.52 \mathrm{E}+02$ | $4.33 \mathrm{E}+01$ | $1.32 \mathrm{E}+02$ | 9.01E+00 |  | $9.67 \mathrm{E}+01$ | $8.37 \mathrm{E}+00$ |  | $3.24 \mathrm{E}+01$ | $4.63 \mathrm{E}+00$ |  | $2.13 \mathrm{E}+02$ | 5.70E+01 | + | 1.29E+02 | 1.43 E |  | $1.74 \mathrm{E}+02$ | $4.91 \mathrm{E}+01$ |  | $1.62 \mathrm{E}+03$ | $2.43 \mathrm{E}+03$ |  |
| 12 | $1.84 \mathrm{E}+06$ | $1.34 \mathrm{E}+06$ | $2.97 \mathrm{E}+04$ | 1.34E+04 | - | $1.75 \mathrm{E}+03$ | $5.18 \mathrm{E}+02$ |  | $1.60 \mathrm{E}+03$ | 4.19E+02 |  | 3.89 +06 | $2.76 \mathrm{E}+07$ |  | $1.01 \mathrm{E}+06$ | $3.45 \mathrm{E}+05$ |  | $1.30 \mathrm{E}+06$ | $1.05 \mathrm{E}+06$ |  | $2.62 \mathrm{E}+06$ | $1.48 \mathrm{E}+06$ |  |
| 13 | $1.01 \mathrm{E}+04$ | $1.02 \mathrm{E}+04$ | $3.04 \mathrm{E}+02$ | 3.78E+01 | - | $1.94 \mathrm{E}+02$ | $3.40 \mathrm{E}+01$ | . | $1.57 \mathrm{E}+02$ | $4.53 \mathrm{E}+01$ | - | $2.32 \mathrm{E}+03$ | 1.60E+03 |  | $9.01 \mathrm{E}+02$ | 5.62E+02 |  | $8.40 \mathrm{E}+03$ | 5.91E+03 | = | $1.65 \mathrm{E}+04$ | 1.42E+04 |  |
| 14 | $1.92 \mathrm{E}+05$ | $1.05 \mathrm{E}+05$ | $1.36 \mathrm{E}+02$ | 9.33E+00 | - | $1.01 \mathrm{E}+02$ | $7.72 \mathrm{E}+00$ | . | $3.11 \mathrm{E}+01$ | 4.86E+00 | - | $2.93 \mathrm{E}+02$ | $8.35 \mathrm{E}+01$ |  | $2.60 \mathrm{E}+04$ | $1.34 \mathrm{E}+04$ |  | $1.25 \mathrm{E}+05$ | 6.54E+04 |  | $7.60 \mathrm{E}+05$ | 5.23E+05 |  |
| 15 | $1.16 \mathrm{E}+04$ | $9.03 \mathrm{E}+03$ | $1.27 \mathrm{E}+02$ | 1.27E+01 | - | $8.36 \mathrm{E}+01$ | 8.41E+00 |  | $3.08 \mathrm{E}+01$ | 5.59E+00 | . | $8.25 \mathrm{EE}+02$ | $2.08 \mathrm{E}+02$ |  | 1.20E+03 | $7.81 \mathrm{E}+02$ |  | $6.97 \mathrm{E}+03$ | $6.03 \mathrm{E}+03$ |  | $1.48 \mathrm{E}+04$ | $8.95 \mathrm{E}+03$ |  |
| 16 | $2.13 \mathrm{E}+03$ | $3.66 \mathrm{E}+02$ | $1.93 \mathrm{E}+03$ | $3.90 \mathrm{E}+02$ | . | 1.96E+03 | $1.98 \mathrm{E}+02$ | - | $1.02 \mathrm{E}+03$ | 6.77E+02 | . | $9.44 \mathrm{E}+02$ | $3.40 \mathrm{E}+02$ | . | $1.25 \mathrm{E}+03$ | $2.31 \mathrm{E}+02$ |  | $9.78 \mathrm{E}+02$ | $3.64 \mathrm{E}+02$ |  | $2.27 \mathrm{E}+03$ | 4.95E+02 |  |
| 17 | $1.62 \mathrm{E}+03$ | $3.14 \mathrm{E}+02$ | $1.47 \mathrm{E}+03$ | ${ }_{2.16 E+02}$ | - | $1.32 \mathrm{E}+03$ | ${ }_{1} 1.29 \mathrm{E}+02$ | - | $6.34 \mathrm{E}+02$ | 4.50E+02 |  | $8.46 \mathrm{E}+02$ | $2.34 \mathrm{E}+02$ | . | $1.03 \mathrm{E}+03$ | 1.54E+02 |  | $1.16 \mathrm{E}+03$ | $4.90 \mathrm{E}+02$ |  | $1.59 \mathrm{E}+03$ | ${ }_{3.82 \mathrm{E}+02}$ |  |
| 18 | $6.88 \mathrm{E}+05$ | $4.33 \mathrm{E}+05$ | $1.17 \mathrm{E}+02$ | 1.73E+01 | . | ${ }^{5} .39 \mathrm{E}+01$ | 5.61E+00 | . | ${ }_{3.31 \mathrm{E}+01}$ | 6.10E+00 | . | ${ }_{3.87 \mathrm{E}+02}$ | 1.45E+02 |  | ${ }_{3.36 \mathrm{E}+05}$ | ${ }^{1.46 E+05}$ |  | $1.74 \mathrm{E}+06$ | 9.40E+05 |  | $2.78 \mathrm{E}+06$ | 2.04E+06 |  |
| 19 | $1.68 \mathrm{E}+0$ | 1.53E+ | 7.10E+01 | $5.98 \mathrm{E}+00$ |  | 5.07E+01 | 4.64E+ |  | $2.42 \mathrm{E}+01$ | $6.98 \mathrm{E}+00$ | . | $2.03 \mathrm{E}+02$ | 5.75E+01 |  | ${ }_{8.67 \mathrm{E}+}$ | ${ }_{3.91 \mathrm{E}+03}$ | = | 1.45E+04 | 9.40E+03 |  | $1.94 \mathrm{E}+04$ | 1.70E+04 |  |
| 20 | 1.31 E |  | $1.34 \mathrm{E}+03$ | $2.35 \mathrm{E}+02$ | $=$ | 1.16E+ | $1.22 \mathrm{E}+$ |  | $3.32 \mathrm{E}+02$ | 3.33E+02 | . | $9.05 \mathrm{E}+02$ | $2.79 \mathrm{E}+$ | . | 7.80 E | 1.97E+02 | - | $1.31 \mathrm{E}+03$ | $2.81 \mathrm{E}+02$ |  | $1.40 \mathrm{E}+03$ | ${ }_{3.69 E+02}$ |  |
|  | 4.23E+02 | 4.67 | 3.17E+02 |  | . | ${ }_{4} .73 \mathrm{E}+$ |  | + | 4.75E+ | ${ }_{5} .98 \mathrm{E}+01$ | + | ${ }_{2.12 \mathrm{E}+0}$ | ${ }_{3.57 \mathrm{E}}$ |  | ${ }_{4.33 \mathrm{E}}$ | $2.14 \mathrm{E}+01$ | = | ${ }_{2} .93 \mathrm{E}+02$ | ${ }_{3.32 \mathrm{E}+01}^{2.15}$ |  | ${ }_{4} .62 \mathrm{E}+02$ | ${ }_{4} .92 \mathrm{E}+01$ |  |
| 22 | $5.51 \mathrm{E}+03$ | ${ }_{6.28 \mathrm{E}+02}$ | ${ }_{2.14 \mathrm{E}+03}$ | ${ }_{3.56 \mathrm{E}+03}$ | - | ${ }_{7} .55 \mathrm{E}+03$ | ${ }_{5.81 \mathrm{E}+03}^{1.208}$ | + | 2.44E+ | ${ }_{4} .09 \mathrm{E}+$ | . | ${ }_{3.48 \mathrm{E}+}$ | ${ }_{1} .92 \mathrm{E}+03$ | . | ${ }_{5} .988 \mathrm{E}+03$ | ${ }_{9} 8.89 \mathrm{E}+02$ | + | $6.99 \mathrm{E}+03$ | ${ }_{6.55 E+03}$ |  | $5.98 \mathrm{E}+03$ | ${ }_{6} 6.73 \mathrm{E}+02$ |  |
| ${ }^{23}$ | 6.86E+02 | $4.67 \mathrm{E}+01$ | 6.84E+02 | $1.02 \mathrm{E}+02$ | + | ${ }_{7}^{6.89 E+02}$ | $1.78 \mathrm{E}+01$ | $=$ | $7.16 \mathrm{E}+02$ | $2.78 \mathrm{E}+01$ | + | $4.33 \mathrm{E}+02$ | 1.41E+01 |  | $1.07 \mathrm{E}+03$ | 7.19E+01 | + | 5.67E+02 | $3.41 \mathrm{E}+01$ |  | $7.13 \mathrm{E}+02$ | $5.01 \mathrm{E}+01$ |  |
| ${ }^{24}$ | ${ }^{1.188 \mathrm{E}+03}$ | 1.56E+02 | $7.42 \mathrm{E}+02$ | 1.22E+02 | - | $7.43 \mathrm{E}+02$ | $1.87 \mathrm{E}+01$ |  | 8.09E+02 | $2.32 \mathrm{E}+01$ |  | $4.95 \mathrm{E}+02$ | 6.45E+00 | - | $1.08 \mathrm{E}+03$ | $7.07 \mathrm{E}+01$ |  | 6.78E+02 | ${ }^{4.678+01}$ |  | $1.26 \mathrm{E}+03$ | $1.86 \mathrm{E}+02$ |  |
| 25 | $5.28 \mathrm{E}+02$ | $6.24 \mathrm{E}+01$ | $4.90 \mathrm{E}+02$ | $2.67 \mathrm{E}+01$ | - | $4.81 \mathrm{E}+02$ | $2.80 \mathrm{E}+00$ |  | $4.81 \mathrm{E}+02$ | $2.32 \mathrm{E}+00$ | - | $4.85 \mathrm{E}+02$ | 1.71E+01 | - | $5.55 \mathrm{E}+02$ | $2.65 \mathrm{E}+01$ | + | $6.21 \mathrm{E}+02$ | 2.61 +01 | + | $5.31 \mathrm{E}+02$ | 3.70E+01 |  |
| ${ }^{26}$ | $3.73 \mathrm{E}+03$ | ${ }^{6} .900 \mathrm{E}+02$ | $1.71 \mathrm{E}+03$ | 1.45E+03 | - | $3.44 \mathrm{E}+03$ | $1.71 \mathrm{E}+02$ |  | $1.19 \mathrm{E}+03$ | $3.08 \mathrm{E}+02$ |  | $8.19 \mathrm{E}+02$ | 3.17E+02 |  | $5.45 \mathrm{EE}+03$ | 2.59E+03 | + | $2.94 \mathrm{E}+03$ | 5.98E+02 |  | $3.85 \mathrm{E}+03$ | $7.26 \mathrm{E}+02$ |  |
| 27 | $7.91 \mathrm{E}+02$ | $1.09 \mathrm{E}+02$ | 5.22E+02 | $7.76 \mathrm{E}+00$ | - | $5.11 \mathrm{E}+02$ | $1.11 \mathrm{E}+01$ |  | $5.32 \mathrm{E}+02$ | $1.48 \mathrm{E}+01$ |  | 6.10E+02 | 5.77E+01 |  | 1.46E+03 | 1.70E+02 |  | $8.69 \mathrm{E}+02$ | 1.76E+02 | + | $8.48 \mathrm{EE}+02$ | $1.34 \mathrm{E}+02$ |  |
| 28 | $4.93 \mathrm{E}+02$ | $2.54 \mathrm{E}+01$ | $4.71 \mathrm{E}+02$ | $2.15 \mathrm{EE}+01$ | - | $4.60 \mathrm{E}+02$ | 6.84E+00 |  | $4.60 \mathrm{E}+02$ | 6.84E+00 | . | 4.74E+02 | $2.21 \mathrm{E}+01$ |  | $4.96 \mathrm{E}+02$ | 1.79E+01 |  | $6.27 \mathrm{E}+02$ | $4.82 \mathrm{E}+01$ | + | $4.86 \mathrm{E}+02$ | $2.30 \mathrm{E}+01$ |  |
| 29 | $1.48 \mathrm{E}+03$ | $2.63 \mathrm{E}+02$ | $1.01 \mathrm{E}+03$ | $2.25 \mathrm{E}+02$ | . | 1.13E+03 | ${ }_{1.15 \mathrm{E}+02}$ |  | $6.84 \mathrm{E}+02$ | ${ }^{3.16 E+02}$ | . | 8.44E+02 | $2.01 \mathrm{E}+02$ |  | 1.53E+03 | $2.11 \mathrm{E}+02$ | = | $1.03 \mathrm{E}+03$ | $2.48 \mathrm{E}+02$ |  | 1.60E+03 | $3.87 \mathrm{E}+02$ | = |
| 30 | $1.24 \mathrm{E}+06$ | $4.72 \mathrm{E}+05$ | $6.22 \mathrm{E}+05$ | 3.53E+04 |  | $6.01 \mathrm{E}+05$ | $2.98 \mathrm{E}+04$ |  | $6.72 \mathrm{E}+05$ | $6.96 \mathrm{E}+04$ |  | $6.58 \mathrm{E}+06$ | $5.27 \mathrm{E}+06$ |  | $8.75 \mathrm{E}+6$ | 8.54E+04 |  | $1.17 \mathrm{E}+06$ | $3.16 \mathrm{E}+05$ |  | 1.13E+06 | $3.50 \mathrm{E}+05$ |  |

Table 15 Average error $\pm$ standard deviation and Wilcoxon signed-rank test (reference: cSNUM) for cSNUM against EBOwithCMAR, JSO, LSHADE_SPACMA, RB_IPOP_CMA_ES, PPSO, TLBO_FL and SNUM on CEC-2017 [2] in 100 dimensions.

| Function | csnum |  | ebowithcmar |  |  | Jso |  |  | LSHADE_SPACMA |  |  | RB_IPOP_CMA_ES |  |  | PPSO |  |  | tLbo_rl |  |  | snum |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Std | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w |
| 1 | $2.24 \mathrm{E}+04$ | $2.33 \mathrm{E}+04$ | $4.52 \mathrm{E}+03$ | 2.89E+03 | - | $3.92 \mathrm{E}+02$ | $2.47 \mathrm{E}+02$ |  | $4.31 \mathrm{E}+03$ | 2.95E+03 | - | 2.76E-07 | 5.88E-08 | . | ${ }^{3.58 E+06}$ | $9.72 \mathrm{E}+05$ | + | $1.22 \mathrm{E}+09$ | $9.80 \mathrm{E}+08$ | + | $2.70 \mathrm{E}+04$ | $2.59 \mathrm{E}+04$ |  |
| ${ }^{2}$ | ${ }_{1}^{1.29 E+93}$ | ${ }^{9.212+93}$ | ${ }^{3.08 \mathrm{E}+31}$ | ${ }^{2.05 \mathrm{E}+32}$ | + | 6.81E+30 | ${ }^{4.53 \mathrm{E}+31}$ | = | 9.44E+28 | 2.72E+29 | + | 0.00E+00 | ${ }^{0.00 E+00}$ |  | ${ }^{1.866+55}$ | 5.98E+55 | + | 2.05E+110 | 1.06E+111 | + | 9.32E+108 | 6.66E+109 |  |
| ${ }^{3}$ | $1.85 \mathrm{E}+05$ | $5.88 \mathrm{E}+04$ | 1.26E+02 | $7.17 \mathrm{~F}+01$ |  | 5.20E+01 | 3.77E+01 |  | 3.37E-02 | 2.89E-02 | - | $1.42 \mathrm{E}+01$ | ${ }^{1.01 \mathrm{E}+02}$ |  | 1.57E+05 | ${ }^{1.34 E+04}$ |  | $2.77 \mathrm{E}+05$ | 2.45E+04 |  | 5.99E+05 | ${ }^{\text {8 }}$.45E+04 |  |
| 4 | $2.05 \mathrm{E}+02$ | $3.85 \mathrm{E}+01$ | $2.12 \mathrm{E}+02$ | 1.61E+01 | $=$ | 2.11E+02 | $1.38 \mathrm{E}+01$ | = | 2.20E+02 | $7.28 \mathrm{E}+00$ | + | $1.92 \mathrm{E}+02$ | 3.68E+01 | = | $2.84 \mathrm{E}+02$ | $4.18 \mathrm{E}+01$ | + | 7.20E+02 | $1.26 \mathrm{E}+02$ |  | 2.29E+02 | 3.95E+01 |  |
| 5 | $6.16 \mathrm{E}+02$ | $1.03 \mathrm{E}+02$ | 3.39E+02 | 8.50E+01 |  | 6.52E+02 | $2.15 \mathrm{E}+01$ | + | 1.22E+01 | $2.99 \mathrm{E}+00$ |  | $2.11 \mathrm{E}+01$ | $4.48 \mathrm{EE}+00$ |  | $5.21 \mathrm{E}+02$ | $2.30 \mathrm{E}+01$ |  | 3.50E+02 | 5.23E+01 |  | 6.53E+02 | 1.18E+02 |  |
| ${ }_{7}$ | ${ }_{\text {cke }}^{3.23 \mathrm{E}-06}$ | ${ }_{\text {1. }}^{1.18 \mathrm{E}-06}$ | ${ }_{\text {1 }}^{1.677 \mathrm{E}-03}$ | ${ }^{1.72 \mathrm{E}-04}$ | + | ${ }_{7}^{2.78 \mathrm{E}-04}$ | ${ }_{6}^{6.93 \mathrm{E}-04}$ | + | ${ }^{2.422-04}$ | ${ }^{5.966-05}$ | + | ${ }^{7.958 .05}$ | ${ }_{\text {cel }}^{4.41 \mathrm{E}-04}$ |  | ${ }^{4} .222 \mathrm{~F}+01$ | ${ }_{\text {2 }}^{2.395+00}$ | + | ${ }^{1.977+01}$ | ${ }^{3.01215+00}$ | + | ${ }^{2.577 E .07}$ | ${ }_{\text {1 }}^{1.82 \mathrm{E}-06}$ |  |
| 7 | ${ }_{5}^{5.97 E+02}$ | ${ }^{5.75 E+01}$ | 4.87E+02 | ${ }^{2.1 .3 E+02}$ |  | ${ }^{7.87 \mathrm{FE}+02}$ | ${ }_{1}^{1.97 E+01}$ | + | 1.12E+02 | ${ }_{\text {1.54E+00 }}$ |  | ${ }_{1}^{1.28 E+02}$ | ${ }^{8.99 E+00}$ | - | ${ }^{7} .746 \mathrm{E}+02$ | ${ }^{8.935+01}$ |  | ${ }^{7} .888+02$ | $9.74 \mathrm{E}+01$ |  | E+02 | 8.99E+01 |  |
| 8 | ${ }_{6}^{6.25 E+02}$ | ${ }_{1}^{1.99 E+02}$ | 3.67E+02 | ${ }_{\text {1.12E+02 }}$ | - | ${ }_{\text {coser }}^{6.50 \mathrm{E}+02}$ | ${ }_{1}^{1.76 \mathrm{E}+01}$ | + | ${ }_{\text {1 }}^{1.02 \mathrm{E}+01}$ | ${ }_{4}^{2.988 E+00}$ | - | ${ }_{\text {cole }}^{2.11 \mathrm{E}+01}$ | ${ }^{4.66 E+00}$ |  | - $5.84 \mathrm{E}+02$ | ${ }_{\text {a }}^{3.07 \mathrm{E}+01}$ |  | -$3.78 \mathrm{E}+02$ <br> $.11 \mathrm{E}+04$ |  |  | +02 | ${ }^{8.52 E+01}$ |  |
| 9 | ${ }_{2}^{2.58 E+04}$ | ${ }^{6.80 E+03}$ | ${ }^{1.768 .03}$ | ${ }^{1.25 \mathrm{E}-02}$ | - | ${ }^{4.595-02}$ | ${ }^{1.155-01}$ | - | ${ }^{1.414 \mathrm{E}-06}$ | ${ }^{4.885-07}$ | - | ${ }_{\text {0, }}^{0.0 \mathrm{OE}+00}$ | ${ }^{0.000+00}$ |  | ${ }^{1.56 E+04}$ | 9.05E+02 |  | ${ }^{2.11125+04}$ | ${ }_{5}^{5.18 \mathrm{E}+03}$ |  |  | 7.17E+03 |  |
| ${ }_{11}^{10}$ | $1.22 \mathrm{E}+04$ | 1.11E+03 | 1.78E + +4 | $1.47 \mathrm{F+03}$ | + | $2.82 \mathrm{EE}+04$ | ${ }^{5.79 E+02}$ | + | 1.66E+04 | ${ }^{7.545+03}$ | $=$ | ${ }^{8.64 E+03}$ | 2.73E+03 |  | ${ }^{1.1 .15 \mathrm{E}+04}$ | ${ }^{8.95 E+02}$ |  | ${ }^{2.955}+04$ | 5.40E+02 | + | 1.27E+04 | 1.17E+03 |  |
| ${ }_{12}$ | $9.02 \mathrm{E}+02$ | 8.255+02 | 5.52E +02 | 4.97E+01 | $=$ | 2.44E+02 | $7.60 \mathrm{E}+01$ |  | ${ }^{1.695 \mathrm{E}+02}$ | 5.82E+01 | - | ${ }_{1}^{1.23 E+03}$ | ${ }^{2.49 \mathrm{E}+02}$ | + | ${ }^{1.23 E+03}$ | 9.36E+01 | + | 1.08E +03 | 1.96E+02 |  | 3.70E+04 | $1.80 \mathrm{E}+04$ |  |
| 12 | $2.37 \mathrm{E}+06$ | 8.59E+05 | $3.70 \mathrm{E}+05$ | 1.12E+05 |  | $5.55 \mathrm{E}+04$ | $2.36 \mathrm{E}+04$ | - | $1.92 \mathrm{E}+04$ | $7.50 \mathrm{E}+03$ | - | $7.20 \mathrm{E}+04$ | $3.74 \mathrm{E}+05$ |  | $1.11 \mathrm{E}+07$ | $2.59 \mathrm{E}+06$ | + | 3.89E+07 | $2.49 \mathrm{E}+07$ |  | $4.97 \mathrm{E}+06$ | $1.94 \mathrm{E}+06$ |  |
| ${ }^{13}$ | $9.62 \mathrm{E}+03$ | $9.90 \mathrm{E}+03$ | 3.89E+03 | $1.36 \mathrm{E}+03$ |  | $6.12 \mathrm{E}+02$ | $7.05 \mathrm{E}+01$ | - | 5.75E+02 | $9.33 \mathrm{E}+01$ | - | $6.15 \mathrm{E}+03$ | $1.34 \mathrm{E}+03$ | = | $2.38 \mathrm{E}+03$ | 7.15E+02 |  | $1.45 \mathrm{E}+04$ | $6.73 \mathrm{E}+03$ |  | $8.92 \mathrm{E}+03$ | 9.19E+03 |  |
| 14 | $5.08 \mathrm{E}+05$ | $2.73 \mathrm{E}+05$ | $4.66 \mathrm{E}+02$ | 2.87E+01 |  | $2.88 \mathrm{E}+02$ | $1.69 \mathrm{E}+01$ | - | $7.33 \mathrm{E}+01$ | $1.24 \mathrm{E}+01$ | - | $6.22 \mathrm{E}+02$ | 8.73E+01 |  | $4.55 \mathrm{E}+05$ | 1.48E+05 | $=$ | $2.53 \mathrm{E}+06$ | $9.26 \mathrm{E}+05$ | + | $2.01 \mathrm{E}+06$ | 9.42E+05 |  |
| 15 | 5.23E+03 | $6.85 \mathrm{EE}+03$ | 6.83E+02 | 5.15E+01 |  | $2.24 \mathrm{E}+02$ | 6.01E+01 |  | $2.20 \mathrm{E}+02$ | 5.22E+01 | - | $1.44 \mathrm{E}+03$ | $2.66 \mathrm{EE}+02$ | . | 5.67E+02 | 1.57E+02 |  | 3.87E+03 | 3.56E+03 |  | $9.37 \mathrm{E}+03$ | 8.81E+03 |  |
| 16 | $4.48 \mathrm{E}+03$ | 6.73E+02 | 5.23E+03 | 8.34E+02 | + | $6.08 \mathrm{E}+03$ | $3.31 \mathrm{E}+02$ | + | $1.66 \mathrm{E}+03$ | $4.94 \mathrm{E}+02$ | - | $1.71 \mathrm{E}+03$ | 4.65E+02 | . | $3.21 \mathrm{E}+03$ | $3.37 \mathrm{E}+02$ | - | $2.65 \mathrm{E}+03$ | $5.76 \mathrm{E}+02$ |  | $4.82 \mathrm{E}+03$ | 8.69E+02 |  |
| 17 | $3.60 \mathrm{E}+03$ | 5.52E+02 | $3.91 \mathrm{E}+03$ | 4.77E+02 | + | $4.02 \mathrm{E}+03$ | $2.21 \mathrm{E}+02$ | + | 3.51E+03 | 8.61E+02 | $=$ | $1.49 \mathrm{E}+03$ | 2.73E+02 |  | $2.63 \mathrm{E}+03$ | 3.34E+02 |  | $2.25 \mathrm{E}+03$ | $4.99 \mathrm{E}+02$ |  | 3.71E+03 | $5.98 \mathrm{E}+02$ |  |
| 18 | $6.76 \mathrm{E}+05$ | $3.16 \mathrm{E}+05$ | $1.18 \mathrm{E}+03$ | 3.19E+02 |  | $1.80 \mathrm{E}+02$ | $3.52 \mathrm{E}+01$ |  | $1.68 \mathrm{E}+02$ | $3.85 \mathrm{E}+01$ | - | $7.08 \mathrm{E}+02$ | 1.62E+02 |  | $8.74 \mathrm{E}+05$ | $2.05 \mathrm{E}+05$ | + | $5.90 \mathrm{E}+06$ | $2.00 \mathrm{E}+06$ | + | $2.34 \mathrm{E}+06$ | 1.42E+06 |  |
| 19 | $8.39 \mathrm{E}+03$ | 9.70E+03 | $3.03 \mathrm{E}+02$ | 3.19E+01 | . | $1.26 \mathrm{E}+02$ | $2.18 \mathrm{E}+01$ |  | 8.85E+01 | 1.23E+01 | . | $8.18 \mathrm{EE}+02$ | ${ }_{3.315+02}$ |  | 5.47E+02 | 3.33E+02 | - | $4.16 \mathrm{E}+03$ | $5.31 \mathrm{E}+03$ |  | $1.01 \mathrm{E}+04$ | $8.80 \mathrm{E}+03$ |  |
| 20 | 3.29E+03 | $6.08 \mathrm{E}+02$ | 3.89E+03 | $4.84 \mathrm{E}+02$ | + | $4.33 \mathrm{E}+03$ | $2.00 \mathrm{E}+02$ | + | $1.54 \mathrm{E}+03$ | $4.68 \mathrm{E}+02$ | - | $2.02 \mathrm{E}+03$ | $3.74 \mathrm{E}+02$ | . | $2.35 \mathrm{E}+03$ | $2.58 \mathrm{E}+02$ | - | $4.55 \mathrm{E}+03$ | $2.57 \mathrm{E}+02$ | + | 3.50E+03 | $5.78 \mathrm{E}+02$ |  |
| 21 | $8.80 \mathrm{E}+02$ | 9.19E+01 | $5.98 \mathrm{E}+02$ | 2.68E+02 |  | $8.78 \mathrm{E}+02$ | $2.40 \mathrm{E}+01$ | = | $1.03 \mathrm{E}+03$ | 1.77E+01 | + | $2.46 \mathrm{E}+02$ | 5.20E+00 | . | $1.06 \mathrm{E}+03$ | $5.52 \mathrm{E}+01$ | + | $6.05 \mathrm{E}+02$ | $4.82 \mathrm{E}+01$ |  | $9.34 \mathrm{E}+02$ | $7.78 \mathrm{E}+01$ |  |
| 22 | $1.30 \mathrm{E}+04$ | 1.27E+03 | $2.05 \mathrm{E}+04$ | 5.09E+03 | + | $2.92 \mathrm{E}+04$ | 6.49E+02 | + | 1.00E+04 | 1.09E+03 |  | ${ }_{9.38 E+03}$ | 3.49E+03 | . | $1.38 \mathrm{E}+04$ | 8.86E+02 | + | $3.01 \mathrm{E}+04$ | 4.28E+03 | + | 1.43E+04 | 1.18E+03 |  |
| ${ }_{23}$ | ${ }_{8} .95 \mathrm{E}+02$ | $5.88 \mathrm{E}+01$ | $1.00 \mathrm{E}+03$ | $1.58 \mathrm{E}+02$ | + | $1.18 \mathrm{E}+03$ | 1.89E+01 | + | $1.17 \mathrm{E}+03$ | $2.05 \mathrm{E}+01$ | + | 6.25E+02 | 6.96E+01 | - | $2.09 \mathrm{E}+03$ | 7.84E+01 | + | $1.17 \mathrm{E}+03$ | 1.11E+02 | + | $9.22 \mathrm{E}+02$ | $6.40 \mathrm{E}+01$ |  |
| ${ }_{24}$ | $1.47 \mathrm{E}+03$ | ${ }_{8.18 \mathrm{E}+01}$ | $1.64 \mathrm{E}+03$ | ${ }_{2} .39 \mathrm{E}+01$ |  | $1.48 \mathrm{E}+03$ | $3.07 \mathrm{E}+01$ | + | ${ }_{1.64 \mathrm{E}+03}$ | $2.35 \mathrm{E}+01$ |  | ${ }_{8.93 E+02}$ | 1.41E+01 |  | $1.89 \mathrm{E}+03$ | 1.03E+02 | + | $2.02 \mathrm{E}+03$ | 2.61 E+02 | + | $1.52 \mathrm{E}+03$ | 9.43E+01 |  |
| ${ }^{25}$ | $7.47 \mathrm{~F}+02$ | $5.74 \mathrm{E}+01$ | 7.25E+02 | 3.10E+01 |  | $7.36 \mathrm{E}+02$ | ${ }^{3.522 E+01}$ | = | ${ }^{7} 110 \mathrm{E}+02$ | 3.60E+01 |  | $6.86 \mathrm{E}+02$ | $4.37 \mathrm{E}+01$ |  | $8.02 \mathrm{E}+02$ | $4.75 \mathrm{E}+$ | + | 1.34E+03 | 1.09E+02 | $\stackrel{+}{+}$ | $7.72 \mathrm{E}+02$ | $5.46 \mathrm{E}+01$ |  |
| ${ }_{27}^{26}$ | ${ }_{8}^{9.87 \mathrm{E}+03}$ | ${ }_{8,16 \mathrm{E}+01}^{1.15}$ | ${ }_{\text {8 }} \begin{aligned} & \text { 8.94E+03 } \\ & 588 \mathrm{E}+02\end{aligned}$ | ${ }_{3}^{3.11 \mathrm{E}+03}$ | = | - ${ }_{\text {8,83E+03 }}$ | ${ }_{\text {che }}^{5.89 \mathrm{E}+02}$ |  | ${ }_{\text {che }}^{3.17 \mathrm{~F}+03}$ | ${ }^{9.83 E+01}$ |  | ${ }^{2.895+03}$ | 5.68E+02 |  | ${ }^{1.566 E+04}$ | 5.18E | + | $1.09 \mathrm{E}+04$ | ${ }^{1.566 E+03}$ | + | 1.04E+04 | $9.61 \mathrm{E}+02$ |  |
| 28 28 | - $\begin{aligned} & 8.71 \mathrm{E}+02 \\ & 5.50 \mathrm{E}+02\end{aligned}$ | $8.16 \mathrm{E}+01$ <br> $3.23 \mathrm{E}+01$ <br> 1 | ( | (1.70E+01 |  | ($5.86 \mathrm{E}+02$ <br> $5.40 \mathrm{E}+02$ | ${ }_{2.41 \mathrm{E}+01}^{2.16+01}$ | $=$ | ( ${ }_{\text {cke }}^{5.93 \mathrm{E}+02}$ | ${ }_{\text {1.85E+ }}^{1.541}$ | : | - $\begin{gathered}6.73 \mathrm{E}+02 \\ 5.11 \mathrm{E}+02\end{gathered}$ | ${ }_{\text {che }}^{2.266 \mathrm{E}+01}$ | : | ${ }_{6.36 \mathrm{E}}^{1.35 \mathrm{E}}$ |  | + | $1.19 \mathrm{E}+03$ $1.5 \mathrm{E}+03$ |  | + | (e) $\begin{aligned} & 8.35 \mathrm{E}+02 \\ & 5.56 \mathrm{E}+02\end{aligned}$ |  |  |
| ${ }_{29}^{28}$ | ${ }_{3.78}^{5.50}$ | 5.41 |  | 2.70 | $\stackrel{-}{=}$ | ${ }_{4}^{5.26 E+202}$ | ${ }_{2}^{2.50 \mathrm{E}+02}$ | + | -$5.294+02$ <br> $1.94 \mathrm{E}+03$ | ${ }_{6.82 \mathrm{E}+02}^{1.85}$ | - | ${ }_{2}^{5.06 \mathrm{E}+03}$ |  |  | -$6.36 \mathrm{c}+02$ <br> $3.94 \mathrm{E}+03$ |  | + | 3 |  |  | (e) $\begin{aligned} & 5.56 \mathrm{c}+02 \\ & 5.00 \mathrm{E}+03\end{aligned}$ |  |  |
| 30 | +03 | $5.37 \mathrm{E}+03$ | + | +02 | - | E+03 | $1.46 \mathrm{E}+02$ |  | coE+ | ${ }_{2.24 \mathrm{E}+02}$ | . | $2.87 \mathrm{E}+04$ | 2.69E+04 | + | $4.36 \mathrm{E}+04$ | 1.84E+04 | + | ${ }_{8.61 \mathrm{E}+04}$ | 7.69E+04 | + | $1.42 \mathrm{E}+04$ | $5.88 \mathrm{E}+03$ |  |

D Extended numerical results for SNUM on CEC-2017 against population-based algorithms

Table 16 Average error $\pm$ standard deviation and Wilcoxon signed-rank test (reference: SNUM) for SNUM against EBOwithCMAR, JSO, LSHADE_SPACMA, RB_IPOP_CMA_ES, PPSO, TLBO_FL on CEC-2017 [2] in 10 dimensions.

| Function | SNum |  | Ebowithcmar |  |  | Jso |  |  | LSHADE_SPACMA |  |  | RB_IPOP_CMA_ES |  |  | PPSO |  |  | тLBO_FL |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Std | ean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w | ean | Std | w | Mean | Std |
| 1 | $5.58 \mathrm{E}+03$ | 4.36E+03 | 0.00E+00 | 0.00E+00 | . | 0.00E+00 | 0.00E+00 | - | 0.00E+00 | 0.00E+00 |  | 3.54E-09 | 7.33E-09 |  | $2.41 \mathrm{E}+02$ | 2.02E+02 |  | $2.10 \mathrm{E}+03$ | $2.50 \mathrm{E}+03$ |
| 2 | $1.61 \mathrm{E}+02$ | $5.94 \mathrm{E}+02$ | $0.00 \mathrm{E}+00$ | $0.00 \mathrm{E}+00$ |  | 0.00E+00 | $0.00 \mathrm{E}+00$ |  | 0.00E+00 | 0.00E+00 |  | $0.00 \mathrm{E}+00$ | 0.00E+00 | - | $2.16 \mathrm{E}-01$ | $1.54 \mathrm{E}+00$ |  | $3.92 \mathrm{E}-02$ | 1.96E-01 |
| 3 | $4.03 \mathrm{E}+02$ | $5.87 \mathrm{E}+02$ | $0.00 \mathrm{E}+00$ | 0.00E+00 | - | 0.00E+00 | 0.00E+00 | - | 0.00E+00 | 0.00E+00 |  | $0.00 \mathrm{E}+00$ | 0.00E+00 |  | 3.14E-04 | 4.29E-04 |  | 1.94E+01 | $1.10 \mathrm{E}+01$ |
| 4 | $1.32 \mathrm{E}+01$ | $2.54 \mathrm{E}+01$ | $1.24 \mathrm{E}-03$ | 3.07E-03 | - | 0.00E+00 | 0.00E+00 |  | 0.00E+00 | 0.00E+00 |  | 0.00E+00 | 0.00E+00 | - | 1.90E+00 | $1.46 \mathrm{E}+00$ |  | 3.97E+00 | $1.21 \mathrm{E}+00$ |
| 5 | $2.17 \mathrm{E}+01$ | $8.56 \mathrm{E}+00$ | $1.83 \mathrm{E}+00$ | $1.60 \mathrm{E}+00$ | - | $9.31 \mathrm{E}+00$ | $2.39 \mathrm{E}+00$ | - | 5.39E+00 | $1.18 \mathrm{E}+00$ | - | $2.13 \mathrm{E}+00$ | $2.03 \mathrm{E}+00$ | - | $1.81 \mathrm{E}+01$ | $5.10 \mathrm{E}+00$ | $=$ | 1.63E+01 | 5.29E+00 |
| 6 | $6.57 \mathrm{E}-05$ | $2.34 \mathrm{E}-04$ | $7.58 \mathrm{E}-08$ | 3.64E-08 | + | $3.57 \mathrm{E}-05$ | $1.53 \mathrm{E}-05$ | + | 0.00E+00 | 0.00E+00 |  | 1.34E-04 | 7.12E-04 | + | 9.18E-01 | $1.87 \mathrm{E}+00$ | + | 8.40E-08 | 4.44E-07 |
| 7 | $3.20 \mathrm{E}+01$ | $7.82 \mathrm{E}+00$ | $1.16 \mathrm{E}+01$ | $6.16 \mathrm{E}-01$ |  | 2.27E+01 | $2.89 \mathrm{E}+00$ |  | 1.43E+01 | $1.29 \mathrm{E}+00$ | - | 1.11E+01 | $2.61 \mathrm{E}+00$ | . | 1.78E+01 | $2.36 \mathrm{E}+00$ |  | $3.22 \mathrm{E}+01$ | $3.79 \mathrm{E}+00$ |
| 8 | $2.50 \mathrm{E}+01$ | $1.06 \mathrm{E}+01$ | 1.68E+00 | 1.16E+00 | - | $1.04 \mathrm{E}+01$ | $2.56 \mathrm{E}+00$ | - | 4.26E+00 | $1.34 \mathrm{E}+00$ | - | 3.22E+00 | 3.29E+00 | - | 9.95E+00 | $2.37 \mathrm{E}+00$ |  | $2.01 \mathrm{E}+01$ | $4.38 \mathrm{E}+00$ |
| 9 | $3.72 \mathrm{E}+01$ | $1.58 \mathrm{E}+02$ | 0.00E+00 | $0.00 \mathrm{E}+00$ |  | 0.00E+00 | $0.00 \mathrm{E}+00$ |  | 0.00E+00 | $0.00 \mathrm{E}+00$ |  | 0.00E+00 | 0.00E+00 |  | $2.80 \mathrm{E}-04$ | 1.49E-03 |  | $8.91 \mathrm{E}-03$ | 6.36E-02 |
| 10 | $6.86 \mathrm{E}+02$ | $2.65 \mathrm{E}+02$ | 3.19E+02 | 1.19E+02 | - | $7.01 \mathrm{E}+02$ | $1.78 \mathrm{E}+02$ | = | $2.86 \mathrm{E}+02$ | $1.01 \mathrm{E}+02$ | - | 5.39E+02 | 2.12E+02 | - | 5.03E+02 | 1.55E+02 |  | 1.14E+03 | $2.07 \mathrm{E}+02$ |
| 11 | $1.86 \mathrm{E}+01$ | $2.67 \mathrm{E}+01$ | $1.67 \mathrm{E}+00$ | $1.02 \mathrm{E}+00$ | - | 3.22E+00 | 5.52E-01 |  | 1.19E-06 | 8.51E-06 | . | 9.03E-01 | 8.58E-01 | - | 1.73E+01 | 5.53E+00 | + | $4.49 \mathrm{E}+00$ | $1.49 \mathrm{E}+00$ |
| 12 | $1.51 \mathrm{E}+05$ | $2.06 \mathrm{E}+05$ | 9.82E+01 | $7.08 \mathrm{E}+01$ |  | $2.44 \mathrm{E}+01$ | $1.96 \mathrm{E}+01$ |  | 1.19E+02 | $7.16 \mathrm{E}+01$ |  | 2.19E+02 | $1.50 \mathrm{E}+02$ |  | 4.76E+03 | $2.58 \mathrm{E}+03$ |  | $1.38 \mathrm{E}+05$ | $1.60 \mathrm{E}+05$ |
| 13 | $7.96 \mathrm{E}+03$ | 1.08E+04 | $4.62 \mathrm{E}+00$ | $2.97 \mathrm{E}+00$ | - | 7.74E+00 | $1.88 \mathrm{E}+00$ | - | $4.94 \mathrm{E}+00$ | $2.53 \mathrm{E}+00$ | - | 8.80E+00 | $2.65 \mathrm{E}+01$ | - | $1.46 \mathrm{E}+03$ | $1.41 \mathrm{E}+03$ | - | $3.20 \mathrm{E}+03$ | $2.76 \mathrm{E}+03$ |
| 14 | $1.03 \mathrm{E}+04$ | $9.57 \mathrm{E}+03$ | $3.67 \mathrm{E}+00$ | $3.46 \mathrm{E}+00$ | - | $7.18 \mathrm{E}+00$ | $1.89 \mathrm{E}+00$ | - | 3.32E+00 | $7.28 \mathrm{E}+00$ | - | 2.52E+01 | 1.23E+01 | - | 6.29E+01 | $6.84 \mathrm{E}+01$ |  | $9.46 \mathrm{E}+01$ | $3.37 \mathrm{E}+01$ |
| 15 | $1.18 \mathrm{E}+04$ | $1.16 \mathrm{E}+04$ | $2.69 \mathrm{E}-01$ | $1.27 \mathrm{E}-01$ | - | 6.38E-01 | 1.94E-01 | - | 4.08E-01 | 2.29E-01 | - | $3.14 \mathrm{E}+01$ | 4.19E+01 | - | $1.87 \mathrm{E}+02$ | $1.86 \mathrm{E}+02$ |  | $2.14 \mathrm{E}+02$ | $7.54 \mathrm{E}+01$ |
| 16 | $2.17 \mathrm{E}+02$ | $1.63 \mathrm{E}+02$ | $3.42 \mathrm{E}+00$ | 6.35E-01 | - | $5.41 \mathrm{E}+00$ | $1.44 \mathrm{E}+00$ | - | $1.41 \mathrm{E}+00$ | 8.39E-01 | - | 1.49E+02 | 1.32E+02 | - | 8.36E+01 | $7.26 \mathrm{E}+01$ |  | 1.23E+01 | $2.40 \mathrm{E}+01$ |
| 17 | $5.84 \mathrm{E}+01$ | $7.14 \mathrm{E}+01$ | 1.21E+01 | $3.80 \mathrm{E}+00$ |  | $3.44 \mathrm{E}+01$ | $3.72 \mathrm{E}+00$ | $=$ | $1.15 \mathrm{E}+01$ | $6.34 \mathrm{E}+00$ | . | $6.61 \mathrm{E}+01$ | 3.86E+01 | + | $2.47 \mathrm{E}+01$ | $7.47 \mathrm{E}+00$ | $=$ | $4.65 \mathrm{E}+01$ | $9.62 \mathrm{E}+00$ |
| 18 | $2.08 \mathrm{E}+04$ | 1.40E+04 | $1.41 \mathrm{E}+00$ | $4.24 \mathrm{E}+00$ | - | 4.84E-01 | 2.04E-01 | - | 5.96E+00 | $9.00 \mathrm{E}+00$ | - | 4.43E+01 | 5.10E+01 | - | 2.26E+03 | 2.19E+03 | - | $9.41 \mathrm{E}+03$ | $6.52 \mathrm{E}+03$ |
| 19 | $1.00 \mathrm{E}+04$ | $1.09 \mathrm{E}+04$ | $2.23 \mathrm{E}-01$ | $1.37 \mathrm{E}-01$ | - | $1.19 \mathrm{E}+00$ | 3.34E-01 | - | 2.35E-01 | 3.79E-01 | - | 3.63E+00 | 3.65E+00 | - | 1.48E+02 | $2.38 \mathrm{E}+02$ |  | $1.24 \mathrm{E}+02$ | $1.08 \mathrm{E}+02$ |
| 20 | $1.07 \mathrm{E}+01$ | $9.14 \mathrm{E}+00$ | $1.74 \mathrm{E}+00$ | $2.03 \mathrm{E}+00$ |  | $2.15 \mathrm{E}+01$ | $3.97 \mathrm{E}+00$ | + | $2.71 \mathrm{E}+00$ | $6.51 \mathrm{E}+00$ |  | 1.23E+02 | 7.83E+01 | + | $2.98 \mathrm{E}+01$ | 1.09E+01 | + | $2.26 \mathrm{E}+01$ | $9.74 \mathrm{E}+00$ |
| 21 | $2.21 \mathrm{E}+02$ | $4.63 \mathrm{E}+01$ | 1.39E+02 | 3.97E+01 | - | $1.40 \mathrm{E}+02$ | 5.13E+01 | - | 1.02E+02 | $1.01 \mathrm{E}+01$ | - | 1.55E+02 | 5.24E+01 | - | 1.05E+02 | $2.15 \mathrm{E}+01$ | - | $1.48 \mathrm{E}+02$ | $5.46 \mathrm{E}+01$ |
| 22 | $7.52 \mathrm{E}+02$ | 5.36E+02 | $9.85 \mathrm{E}+01$ | 1.10E+01 | - | $1.00 \mathrm{E}+02$ | 1.80E-01 | - | $1.00 \mathrm{E}+02$ | 1.13E-01 | - | $9.93 \mathrm{E}+01$ | 5.57E+00 | - | 9.68E+01 | 1.68E+01 |  | $9.37 \mathrm{E}+01$ | $2.22 \mathrm{E}+01$ |
| 23 | $3.31 \mathrm{E}+02$ | $2.44 \mathrm{E}+01$ | $3.04 \mathrm{E}+02$ | $2.01 \mathrm{E}+00$ | - | $3.07 \mathrm{E}+02$ | $2.15 \mathrm{E}+00$ |  | $3.06 \mathrm{E}+02$ | $1.24 \mathrm{E}+00$ | - | $2.87 \mathrm{E}+02$ | 5.52E+01 | - | 3.42E+02 | 1.05E+01 | + | 3.11E+02 | 6.41E+00 |
| 24 | $3.40 \mathrm{E}+02$ | $8.58 \mathrm{E}+01$ | $2.14 \mathrm{E}+02$ | $8.48 \mathrm{E}+01$ | - | 3.28E+02 | $3.57 \mathrm{E}+01$ | - | $2.90 \mathrm{E}+02$ | $8.55 \mathrm{E}+01$ | - | 2.33E+02 | 1.10E+02 | - | 2.27E+02 | $1.35 \mathrm{E}+02$ |  | $3.14 \mathrm{E}+02$ | $6.72 \mathrm{E}+01$ |
| 25 | $4.21 \mathrm{E}+02$ | 6.10E+01 | 4.13E+02 | 2.10E+01 | - | $4.06 \mathrm{E}+02$ | $1.75 \mathrm{E}+01$ | - | $4.28 \mathrm{E}+02$ | $2.16 \mathrm{E}+01$ | - | $4.07 \mathrm{E}+02$ | 6.65E+01 | - | 4.04E+02 | $1.45 \mathrm{E}+01$ |  | 4.26E+02 | $2.25 \mathrm{E}+01$ |
| 26 | $1.02 \mathrm{E}+03$ | $5.72 \mathrm{E}+02$ | $2.66 \mathrm{E}+02$ | $4.67 \mathrm{E}+01$ | - | 3.00E+02 | 0.00E+00 | - | 3.00E+02 | 0.00E+00 | - | $2.85 \mathrm{E}+02$ | $1.45 \mathrm{E}+02$ | - | $2.67 \mathrm{E}+02$ | $7.66 \mathrm{E}+01$ |  | 3.02E+02 | $4.66 \mathrm{E}+01$ |
| 27 | $4.37 \mathrm{E}+02$ | 3.53E+01 | $3.92 \mathrm{E}+02$ | $2.40 \mathrm{E}+00$ | - | $3.89 \mathrm{E}+02$ | 2.22E-01 | - | $3.90 \mathrm{E}+02$ | $9.32 \mathrm{E}-01$ | - | $3.95 \mathrm{E}+02$ | 3.98E+00 | - | 4.27E+02 | $1.35 \mathrm{E}+01$ | = | 3.93E+02 | $3.35 \mathrm{E}+00$ |
| 28 | $5.67 \mathrm{E}+02$ | 1.29E+02 | $3.22 \mathrm{E}+02$ | 9.83E+01 | - | 3.43E+02 | $1.00 \mathrm{E}+02$ | - | 3.17E+02 | 6.97E+01 | - | $4.18 \mathrm{E}+02$ | 1.71E+02 | - | $2.94 \mathrm{E}+02$ | $4.21 \mathrm{E}+01$ |  | 4.49E+02 | $1.56 \mathrm{E}+02$ |
| 29 | $3.76 \mathrm{E}+02$ | 8.02E+01 | $2.45 \mathrm{E}+02$ | $5.82 \mathrm{E}+00$ | - | $2.57 \mathrm{E}+02$ | ${ }^{6.87 E+00}$ | - | $2.48 \mathrm{E}+02$ | 6.52E+00 |  | $2.87 \mathrm{E}+02$ | 5.30E+01 |  | $2.78 \mathrm{E}+02$ | 1.36E+01 |  | $2.87 \mathrm{E}+02$ | 1.63E+01 |
| 30 | $5.02 \mathrm{E}+05$ | $6.81 \mathrm{E}+05$ | 4.09E+02 | $1.82 \mathrm{E}+01$ |  | 3.95E+02 | 1.01E-01 |  | $4.30 \mathrm{E}+02$ | $2.59 \mathrm{E}+01$ |  | $2.29 \mathrm{E}+03$ | $1.04 \mathrm{E}+04$ |  | 7.09E+0 | 3.12E+03 |  | $2.98 \mathrm{E}+05$ | $5.08 \mathrm{E}+05$ |

Table 17 Average error $\pm$ standard deviation and Wilcoxon signed-rank test (reference: SNUM) for SNUM against EBOwithCMAR, JSO, LSHADE_SPACMA, RB_IPOP_CMA_ES, PPSO, TLBO_FL on CEC-2017 [2] in 30 dimensions.

| Function | SNum |  | EBOwithCMAR |  |  | Jso |  |  | LSHADE_SPACMA |  |  | RB_IPOP_CMA_ES |  |  | PPSo |  |  | TLBO_FL |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Std | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std |  |
| 1 | $9.53 \mathrm{E}+03$ | $7.62 \mathrm{E}+03$ | $1.25 \mathrm{E}-04$ | 8.32E-05 | - | 3.68E-06 | 1.95E-06 | - | 0.00E+00 | 0.00E+00 | - | $6.27 \mathrm{E}-08$ | 1.93E-08 |  | 7.55E+02 | $6.11 \mathrm{E}+02$ |  | $3.66 \mathrm{E}+03$ | 3.76E+03 |  |
| 2 | 3.69E+23 | $2.41 \mathrm{E}+24$ | 4.45E+00 | 1.40E+01 |  | 1.72E-08 | 6.48E-08 |  | 1.96E-02 | 1.40E-01 |  | 1.17E+02 | 8.35E+02 |  | $9.50 \mathrm{E}+06$ | 1.71E+07 |  | $8.52 \mathrm{E}+16$ | 5.81E+17 |  |
| 3 | $1.04 \mathrm{E}+05$ | $3.83 \mathrm{E}+04$ | 3.59E+01 | $2.40 \mathrm{E}+02$ | - | $4.03 \mathrm{E}-08$ | $1.98 \mathrm{E}-08$ |  | 0.00E+00 | 0.00E+00 | - | 0.00E+00 | $0.00 \mathrm{E}+00$ | . | $4.08 \mathrm{E}+02$ | $2.03 \mathrm{E}+02$ |  | 2.08E+04 | $4.64 \mathrm{E}+03$ |  |
| 4 | $7.37 \mathrm{E}+01$ | $2.73 \mathrm{E}+01$ | $6.93 \mathrm{E}+01$ | $1.17 \mathrm{E}+01$ |  | 5.87E+01 | $7.78 \mathrm{E}-01$ |  | $5.91 \mathrm{E}+01$ | $3.45 \mathrm{E}+00$ |  | 5.53E+01 | $1.65 \mathrm{E}+01$ |  | 5.88E+01 | 3.40E+01 |  | 9.49E+01 | $2.35 \mathrm{E}+01$ |  |
|  | $1.16 \mathrm{E}+02$ | $3.45 \mathrm{E}+01$ | 1.17E+01 | $3.96 \mathrm{E}+00$ |  | 1.25E+02 | $1.07 \mathrm{E}+01$ | + | 3.03E+01 | $4.32 \mathrm{E}+01$ | - | $4.00 \mathrm{E}+00$ | $1.94 \mathrm{E}+00$ |  | 1.12E+02 | $1.33 \mathrm{E}+01$ | = | 7.57E+01 | $4.35 \mathrm{E}+01$ |  |
| 6 | $6.68 \mathrm{E}-05$ | 3.34E-04 | $4.60 \mathrm{E}-05$ | $1.42 \mathrm{E}-05$ | + | 2.92E-04 | 5.66E-05 | + | $1.31 \mathrm{E}-07$ | $9.11 \mathrm{E}-08$ | + | $5.40 \mathrm{E}-05$ | $3.78 \mathrm{E}-04$ | + | $2.16 \mathrm{E}+01$ | $3.97 \mathrm{E}+00$ | + | $4.87 \mathrm{E}-01$ | $4.24 \mathrm{E}-01$ |  |
| 7 | $1.36 \mathrm{E}+02$ | $2.41 \mathrm{E}+01$ | $3.94 \mathrm{E}+01$ | 1.23E+01 |  | 1.70E+02 | 1.33E+01 | + | 4.50E+01 | $2.47 \mathrm{E}+01$ |  | 3.52E+01 | $1.81 \mathrm{E}+00$ |  | $1.35 \mathrm{E}+02$ | $1.62 \mathrm{E}+01$ | $=$ | 1.89E+02 | $2.09 \mathrm{E}+01$ |  |
| 8 | $1.34 \mathrm{E}+02$ | $3.45 \mathrm{E}+01$ | 2.39E+01 | 3.50E+01 |  | 1.25E+02 | 1.23E+01 | $=$ | 6.99E+00 | $1.93 \mathrm{E}+01$ |  | $4.35 \mathrm{E}+00$ | $2.66 \mathrm{E}+00$ |  | 8.10E+01 | $1.04 \mathrm{E}+01$ |  | $7.14 \mathrm{E}+01$ | $4.37 \mathrm{E}+01$ |  |
| 9 | $2.62 \mathrm{E}+03$ | $1.93 \mathrm{E}+03$ | 0.00E+00 | 0.00E+00 | - | 0.00E+00 | 0.00E+00 | - | 0.00E+00 | 0.00E+00 | - | 0.00E+00 | $0.00 \mathrm{E}+00$ | - | $1.38 \mathrm{E}+03$ | $2.72 \mathrm{E}+02$ |  | $3.46 \mathrm{E}+01$ | $2.73 \mathrm{E}+01$ |  |
| 10 | $3.22 \mathrm{E}+03$ | 5.03E+02 | $4.40 \mathrm{E}+03$ | $7.91 \mathrm{E}+02$ | + | 6.19E+03 | $3.00 \mathrm{E}+02$ | + | $5.28 \mathrm{E}+03$ | $8.28 \mathrm{E}+02$ | + | $1.87 \mathrm{E}+03$ | $7.56 \mathrm{E}+02$ |  | 3.13E+03 | $3.46 \mathrm{E}+02$ | $=$ | 6.99E+03 | $2.62 \mathrm{E}+02$ |  |
| 11 | $1.15 \mathrm{E}+02$ | $4.81 \mathrm{E}+01$ | $4.40 \mathrm{E}+01$ | 1.78E+01 | . | 3.19E+01 | $1.35 \mathrm{E}+01$ | - | $1.78 \mathrm{E}+01$ | $2.48 \mathrm{E}+01$ | - | $6.32 \mathrm{E}+01$ | $3.96 \mathrm{E}+01$ |  | 8.83E+01 | 2.12E+01 |  | 8.99E+01 | 4.19E+01 |  |
| 12 | $1.31 \mathrm{E}+06$ | $1.09 \mathrm{E}+06$ | $2.53 \mathrm{E}+03$ | $1.27 \mathrm{E}+03$ |  | 5.78E+02 | 3.04E+02 |  | $6.15 \mathrm{E}+02$ | 3.13E+02 |  | $1.38 \mathrm{E}+03$ | $3.62 \mathrm{E}+02$ |  | $9.51 \mathrm{E}+04$ | 5.13E+04 |  | $1.04 \mathrm{E}+05$ | 1.70E+05 |  |
| 13 | $2.45 \mathrm{E}+04$ | $2.55 \mathrm{E}+04$ | $8.02 \mathrm{E}+01$ | $1.96 \mathrm{E}+01$ |  | $6.68 \mathrm{E}+01$ | $8.38 \mathrm{E}+00$ |  | $2.90 \mathrm{E}+01$ | $2.42 \mathrm{E}+01$ |  | $9.97 \mathrm{E}+02$ | $9.99 \mathrm{E}+02$ |  | $3.21 \mathrm{E}+03$ | $2.88 \mathrm{E}+03$ |  | $2.06 \mathrm{E}+04$ | 1.78E+04 |  |
| 14 | $9.20 \mathrm{E}+05$ | $1.07 \mathrm{E}+06$ | $6.36 \mathrm{E}+01$ | $3.95 \mathrm{E}+00$ | . | $4.86 \mathrm{E}+01$ | $5.59 \mathrm{E}+00$ | . | $2.61 \mathrm{E}+01$ | 8.63E+00 | - | 1.74E+02 | $4.94 \mathrm{E}+01$ | - | 3.48E+03 | $2.63 \mathrm{E}+03$ |  | 1.13E+04 | $8.70 \mathrm{E}+03$ |  |
| 15 | $2.12 \mathrm{E}+04$ | $1.46 \mathrm{E}+04$ | 3.75E+01 | $5.32 \mathrm{E}+00$ |  | $2.36 \mathrm{E}+01$ | $3.04 \mathrm{E}+00$ |  | 6.51E+00 | $2.41 \mathrm{E}+00$ |  | 2.75E+02 | $1.57 \mathrm{E}+02$ |  | 2.13E+03 | $1.63 \mathrm{E}+03$ |  | $2.90 \mathrm{E}+04$ | $2.57 \mathrm{E}+04$ |  |
| 16 | 1.24E+03 | 3.53E+02 | $9.04 \mathrm{E}+02$ | $2.05 \mathrm{E}+02$ |  | 8.20E+02 | 1.79E+02 |  | 4.75E+02 | 3.40E+02 |  | 5.83E+02 | $2.48 \mathrm{E}+02$ |  | $8.46 \mathrm{E}+02$ | $1.53 \mathrm{E}+02$ |  | $7.48 \mathrm{E}+02$ | $4.33 \mathrm{E}+02$ |  |
| 17 | $7.61 \mathrm{E}+02$ | $2.49 \mathrm{E}+02$ | 1.78E+02 | $3.36 \mathrm{E}+01$ | - | 2.14E+02 | 2.57E+01 | - | $1.88 \mathrm{E}+02$ | $4.84 \mathrm{E}+01$ | - | $2.48 \mathrm{E}+02$ | $1.60 \mathrm{E}+02$ | - | $3.31 \mathrm{E}+02$ | 1.13E+02 |  | $1.52 \mathrm{E}+02$ | $7.04 \mathrm{E}+01$ |  |
| 18 | $3.14 \mathrm{E}+06$ | $3.50 \mathrm{E}+06$ | 4.19E+01 | $4.31 \mathrm{E}+00$ |  | 3.05E+01 | $1.84 \mathrm{E}+00$ |  | $2.39 \mathrm{E}+01$ | $1.92 \mathrm{E}+00$ |  | $2.20 \mathrm{E}+02$ | $1.23 \mathrm{E}+02$ |  | 8.77E+04 | $3.31 \mathrm{E}+04$ |  | $5.31 \mathrm{E}+05$ | $2.20 \mathrm{E}+05$ |  |
| 19 | 1.67E+04 | 1.74E+04 | $2.26 \mathrm{E}+01$ | $2.14 \mathrm{E}+00$ | - | $2.41 \mathrm{E}+01$ | 1.70E+00 | - | $1.08 \mathrm{E}+01$ | $2.94 \mathrm{E}+00$ | - | $1.91 \mathrm{E}+02$ | $7.37 \mathrm{E}+01$ | - | $1.71 \mathrm{E}+03$ | 1.69E+03 |  | $1.23 \mathrm{E}+04$ | 1.13E+04 |  |
| 20 | $7.31 \mathrm{E}+02$ | $2.96 \mathrm{E}+02$ | $2.64 \mathrm{E}+02$ | $5.36 \mathrm{E}+01$ |  | 3.12E+02 | 4.74E+01 |  | $1.56 \mathrm{E}+02$ | 1.01E+02 |  | 4.97E+02 | $2.03 \mathrm{E}+02$ |  | 3.58E+02 | $1.17 \mathrm{E}+02$ |  | 3.33E+02 | $1.37 \mathrm{E}+02$ |  |
| 21 | 3.39E+02 | $3.55 \mathrm{E}+01$ | $2.16 \mathrm{E}+02$ | 1.59E+01 |  | 3.19E+02 | $9.95 \mathrm{E}+00$ |  | 2.83E+02 | 5.58E+01 |  | $2.13 \mathrm{E}+02$ | $4.75 \mathrm{E}+00$ |  | 3.05E+02 | $3.30 \mathrm{E}+01$ |  | $2.65 \mathrm{E}+02$ | 4.14E+01 |  |
| 22 | 3.49E+03 | $1.04 \mathrm{E}+03$ | 1.00E+02 | 0.00E+00 | - | 1.00E+02 | 0.00E+00 | - | 1.00E+02 | 0.00E+00 | - | 1.09E+03 | $1.12 \mathrm{E}+03$ | - | 1.00E+02 | $2.36 \mathrm{E}-03$ |  | 1.01E+02 | $1.94 \mathrm{E}+00$ |  |
| 23 | 4.78E+02 | $2.91 \mathrm{E}+01$ | $3.80 \mathrm{E}+02$ | $2.38 \mathrm{E}+01$ |  | $4.67 \mathrm{E}+02$ | $1.08 \mathrm{E}+01$ | $=$ | 4.55E+02 | $1.47 \mathrm{E}+01$ |  | 3.47E+02 | $5.02 \mathrm{E}+01$ |  | $6.81 \mathrm{E}+02$ | 3.79E+01 | + | $3.97 \mathrm{E}+02$ | $1.62 \mathrm{E}+01$ |  |
| ${ }_{24}$ | $7.03 \mathrm{E}+02$ | $1.11 \mathrm{E}+02$ | ${ }_{4} .54 \mathrm{E}+02$ | ${ }_{3.48 \mathrm{E}+01}$ |  | 5.31E+02 | $8.43 \mathrm{E}+00$ |  | 5.41E+02 | $2.90 \mathrm{E}+01$ |  | 4.23E+02 | $3.24 \mathrm{E}+00$ |  | $7.39 \mathrm{E}+02$ | 4.57E+01 | + | 4.72E+02 | $2.00 \mathrm{E}+01$ |  |
| 25 | $3.98 \mathrm{E}+02$ | $2.12 \mathrm{E}+01$ | $3.87 \mathrm{E}+02$ | $2.14 \mathrm{E}-02$ | - | $3.87 \mathrm{E}+02$ | $7.72 \mathrm{E}-03$ | - | $3.87 \mathrm{E}+02$ | 1.06E-02 | - | $3.87 \mathrm{E}+02$ | 1.49E-02 | - | $3.86 \mathrm{E}+02$ | $1.77 \mathrm{E}+00$ |  | $4.02 \mathrm{E}+02$ | 1.76E+01 |  |
| 26 | $2.37 \mathrm{E}+03$ | 6.26E+02 | 7.75E+02 | $3.46 \mathrm{E}+02$ |  | $2.00 \mathrm{E}+03$ | $9.68 \mathrm{E}+01$ |  | 1.09E+03 | 3.17E+02 |  | 5.09E+02 | $2.71 \mathrm{E}+02$ |  | $2.04 \mathrm{E}+03$ | 1.73E+03 | = | $1.43 \mathrm{E}+03$ | $4.62 \mathrm{E}+02$ |  |
| 27 | $5.42 \mathrm{E}+02$ | $1.75 \mathrm{E}+01$ | 5.02E+02 | 4.03E+00 |  | 4.99E+02 | $7.99 \mathrm{E}+00$ |  | 5.05E+02 | ${ }^{6.37 \mathrm{E}+00}$ |  | 5.20E+02 | $1.32 \mathrm{E}+01$ |  | $7.08 \mathrm{E}+02$ | 5.41E+01 | + | 5.32E+02 | $2.07 \mathrm{E}+01$ |  |
| 28 | $4.31 \mathrm{E}+02$ | $4.04 \mathrm{E}+01$ | $3.61 \mathrm{E}+02$ | $4.43 \mathrm{E}+01$ |  | 3.13E+02 | $3.36 \mathrm{E}+01$ |  | 3.14E+02 | $3.52 \mathrm{E}+01$ | - | 3.13E+02 | $3.48 \mathrm{E}+01$ |  | $3.91 \mathrm{E}+02$ | 1.77E+01 |  | $4.35 \mathrm{E}+02$ | $2.69 \mathrm{E}+01$ |  |
| 29 | 1.11E+03 | $2.58 \mathrm{E}+02$ | $7.33 \mathrm{E}+02$ | 8.42E+01 |  | 7.51E+02 | 3.73E+01 |  | 4.89E+02 | 7.49E+01 | . | $5.68 \mathrm{E}+02$ | $1.54 \mathrm{E}+02$ | . | 7.81E+ | $1.21 \mathrm{E}+02$ |  | $6.26 \mathrm{E}+02$ | 9.19E+01 |  |
| 30 | 1.60E+04 | 1.13E+04 | $2.04 \mathrm{E}+03$ | 6.20E+01 | - | $1.98 \mathrm{E}+03$ | $1.88 \mathrm{E}+01$ | . | $2.01 \mathrm{E}+03$ | 6.24E+01 | . | 3.07E+03 | $1.93 \mathrm{E}+03$ | . | 5.69E+03 | 1.94E+03 | . | 3.65E+04 | $3.88 \mathrm{E}+04$ |  |

Table 18 Average error $\pm$ standard deviation and Wilcoxon signed-rank test (reference: SNUM) for SNUM against EBOwithCMAR, JSO, LSHADE_SPACMA, RB_IPOP_CMA_ES, PPSO, TLBO_FL on CEC-2017 [2] in 50 dimensions.

| Function | SNuM |  | EBOwithCMAR |  |  | Jso |  |  | LSHADE_SPACMA |  |  | RB_IPOP_CMA_ES |  |  | PPSo |  |  | тLBo_FL |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Std | ean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w | ean | Std | w | Mean | Std | w |
| 1 | $1.34 \mathrm{E}+04$ | $1.25 \mathrm{E}+04$ | $7.30 \mathrm{E}+02$ | $4.56 \mathrm{E}+02$ | - | $2.44 \mathrm{E}-01$ | 2.97E-01 |  | $2.57 \mathrm{E}-02$ | 2.86E-02 |  | 1.23E-07 | $4.41 \mathrm{E}-08$ | - | 4.97E+03 | $2.50 \mathrm{E}+03$ |  | $1.02 \mathrm{E}+06$ | 3.03E+06 |  |
| 2 | 6.62E+35 | 4.72E+3 | $1.25 \mathrm{E}+04$ | $4.86 \mathrm{E}+04$ |  | 3.77E+04 | $1.96 \mathrm{E}+05$ |  | 1.87E+02 | 5.84E+02 |  | $2.77 \mathrm{E}+05$ | $1.98 \mathrm{E}+06$ |  | $1.25 \mathrm{E}+18$ | $4.36 \mathrm{E}+18$ |  | $1.57 \mathrm{E}+39$ | 1.01E+40 |  |
| 3 | $2.24 \mathrm{E}+05$ | 5.44E+04 | $3.51 \mathrm{E}+03$ | $1.04 \mathrm{E}+04$ |  | 2.18E-04 | 1.56E-04 |  | 3.57E-08 | 3.23E-08 |  | 0.00E+00 | 0.00E+00 |  | 1.54E+04 | 3.23E+03 |  | 7.02E+04 | 9.11E+03 |  |
| 4 | $1.14 \mathrm{E}+02$ | $5.90 \mathrm{E}+01$ | $6.83 \mathrm{E}+01$ | $4.60 \mathrm{E}+01$ |  | $8.19 \mathrm{E}+01$ | 5.67E+01 |  | $7.53 \mathrm{E}+01$ | $5.51 \mathrm{E}+01$ |  | $3.82 \mathrm{E}+01$ | $4.42 \mathrm{E}+01$ |  | $1.11 \mathrm{E}+02$ | 4.11E+01 |  | $1.98 \mathrm{E}+02$ | 4.63E+01 |  |
| 5 | $2.29 \mathrm{E}+02$ | $4.90 \mathrm{E}+01$ | $1.11 \mathrm{E}+02$ | $1.04 \mathrm{E}+02$ | - | 2.72E+02 | 1.16E+01 | + | 5.99E+00 | $2.02 \mathrm{E}+00$ | - | $7.47 \mathrm{E}+00$ | $2.74 \mathrm{E}+00$ | - | $2.01 \mathrm{E}+02$ | $1.37 \mathrm{E}+01$ |  | $1.01 \mathrm{E}+02$ | $1.80 \mathrm{E}+01$ |  |
| 6 | $4.23 \mathrm{E}-05$ | 2.12E-04 | 2.24E-04 | $2.35 \mathrm{E}-05$ | + | 9.82E-05 | 2.94E-05 | + | $1.46 \mathrm{E}-05$ | 6.24E-06 | + | 1.89E-07 | 1.72E-07 | + | 3.37E+01 | $3.92 \mathrm{E}+00$ |  | 4.52E+00 | 1.70E+00 |  |
| 7 | $2.58 \mathrm{E}+02$ | $3.91 \mathrm{E}+01$ | $1.22 \mathrm{E}+02$ | 5.00E+01 | - | 3.39E+02 | 1.56E+01 | + | 6.08E+01 | $2.56 \mathrm{E}+01$ | - | 5.93E+01 | $2.09 \mathrm{E}+00$ | - | $2.78 \mathrm{E}+02$ | 3.42E+01 | + | 2.60E+02 | 1.04E+02 |  |
| 8 | $2.40 \mathrm{E}+02$ | $5.43 \mathrm{E}+01$ | $1.46 \mathrm{E}+02$ | 1.18E+02 | . | $2.71 \mathrm{E}+02$ | 1.76E+01 | + | $5.81 \mathrm{E}+00$ | $1.88 \mathrm{E}+00$ | - | $7.94 \mathrm{E}+00$ | $2.54 \mathrm{E}+00$ | - | 1.99E+02 | $1.52 \mathrm{E}+01$ |  | 9.73E+01 | $1.54 \mathrm{E}+01$ |  |
|  | 6.60E+03 | $3.91 \mathrm{E}+03$ | 0.00E+00 | 0.00E+00 |  | 0.00E+00 | 0.00E+00 |  | 0.00E+00 | 0.00E+00 | - | $0.00 \mathrm{E}+00$ | 0.00E+00 | - | 6.13E+03 | $7.42 \mathrm{E}+02$ | = | 1.73E+03 | 1.19E+03 |  |
| 10 | $5.25 \mathrm{E}+03$ | $7.71 \mathrm{E}+02$ | $7.70 \mathrm{E}+03$ | $9.00 \mathrm{E}+02$ | + | $1.21 \mathrm{E}+04$ | 3.37E+02 | + | $9.37 \mathrm{E}+03$ | $3.57 \mathrm{E}+03$ | + | 3.00E+03 | $9.51 \mathrm{E}+02$ | - | 5.20E+03 | 5.52E+02 | = | 1.29E+04 | 4.00E+02 |  |
| 11 | $1.62 \mathrm{E}+03$ | $2.43 \mathrm{E}+03$ | $1.32 \mathrm{E}+02$ | $9.01 \mathrm{E}+00$ | - | $9.67 \mathrm{E}+01$ | $8.37 \mathrm{E}+00$ |  | $3.24 \mathrm{E}+01$ | $4.63 \mathrm{E}+00$ | - | 2.13E+02 | 5.70E+01 | - | $1.29 \mathrm{E}+02$ | $1.43 \mathrm{E}+01$ |  | $1.74 \mathrm{E}+02$ | $4.91 \mathrm{E}+01$ |  |
| 12 | $2.62 \mathrm{E}+06$ | $1.48 \mathrm{E}+06$ | $2.97 \mathrm{E}+04$ | $1.34 \mathrm{E}+04$ |  | 1.75E+03 | 5.18E+02 |  | 1.60E+03 | 4.19E+02 | - | 3.89E+06 | $2.76 \mathrm{E}+07$ | - | $1.01 \mathrm{E}+06$ | $3.45 \mathrm{E}+05$ |  | 1.30E+06 | 1.05E+06 |  |
| 13 | 1.65E+04 | $1.42 \mathrm{E}+04$ | $3.04 \mathrm{E}+02$ | 3.78E+01 | - | $1.94 \mathrm{E}+0$ | $3.40 \mathrm{E}+01$ |  | $1.57 \mathrm{E}+02$ | $4.53 \mathrm{E}+01$ | - | $2.32 \mathrm{E}+03$ | 1.60E+0 | - | $9.01 \mathrm{E}+02$ | 5.62E+02 |  | $8.40 \mathrm{E}+03$ | 5.19E+03 |  |
| 14 | 7.60E+05 | 5.23E+05 | $1.36 \mathrm{E}+02$ | 9.33E+00 | - | $1.01 \mathrm{E}+02$ | 7.72E+00 |  | 3.11E+01 | $4.86 \mathrm{E}+00$ | - | $2.93 \mathrm{E}+02$ | $8.35 \mathrm{E}+01$ | - | $2.60 \mathrm{E}+04$ | $1.34 \mathrm{E}+04$ |  | $1.25 \mathrm{E}+05$ | 6.54E+04 |  |
| 15 | $1.48 \mathrm{E}+04$ | $8.95 \mathrm{E}+03$ | $1.27 \mathrm{E}+02$ | $1.27 \mathrm{E}+01$ |  | $8.36 \mathrm{E}+01$ | $8.41 \mathrm{E}+00$ |  | 3.08E+01 | $5.59 \mathrm{E}+00$ |  | 8.25E+02 | $2.08 \mathrm{E}+02$ |  | 1.20E+03 | $7.81 \mathrm{E}+02$ |  | 6.97E+03 | 6.03E+03 |  |
| 16 | $2.27 \mathrm{E}+03$ | $4.95 \mathrm{E}+02$ | $1.93 \mathrm{E}+03$ | $3.90 \mathrm{E}+02$ | - | $1.96 \mathrm{E}+0$ | $1.98 \mathrm{E}+02$ |  | 1.02E+0 | $6.77 \mathrm{E}+02$ | - | 9.44E+02 | 3.40E+02 | - | 1.25E+03 | $2.31 \mathrm{E}+02$ |  | $9.78 \mathrm{E}+02$ | 3.64E+02 |  |
| 17 | $1.59 \mathrm{E}+03$ | $3.82 \mathrm{E}+02$ | $1.47 \mathrm{E}+03$ | $2.16 \mathrm{E}+02$ | $=$ | 1.32E+03 | 1.29E+02 |  | $6.34 \mathrm{E}+02$ | $4.50 \mathrm{E}+02$ | - | 8.46E+02 | $2.34 \mathrm{E}+02$ | - | $1.03 \mathrm{E}+03$ | $1.54 \mathrm{E}+02$ |  | $1.16 \mathrm{E}+03$ | $4.90 \mathrm{E}+02$ |  |
| 18 | $2.78 \mathrm{E}+06$ | $2.04 \mathrm{E}+06$ | $1.17 \mathrm{E}+02$ | 1.73E+01 |  | 5.39E+01 | 5.61E+00 |  | $3.31 \mathrm{E}+01$ | 6.10E+00 |  | $3.87 \mathrm{E}+02$ | $1.45 \mathrm{E}+02$ |  | 3.36E+05 | $1.46 \mathrm{E}+05$ |  | 1.74E+06 | $9.40 \mathrm{E}+05$ |  |
| 19 | $1.94 \mathrm{E}+04$ | 1.70E+04 | 7.10E+01 | $5.98 \mathrm{E}+00$ | - | 5.07E+01 | 4.64E+00 |  | 2.42E+01 | $6.98 \mathrm{E}+00$ | - | 2.03E+02 | 5.75E+01 | - | 8.67E+03 | ${ }^{3} .91 \mathrm{E}+03$ |  | $1.45 \mathrm{E}+04$ | $9.40 \mathrm{E}+03$ |  |
| 20 | $1.40 \mathrm{E}+03$ | $3.69 \mathrm{E}+02$ | $1.34 \mathrm{E}+03$ | $2.35 \mathrm{E}+02$ | $=$ | $1.16 \mathrm{E}+03$ | $1.22 \mathrm{E}+02$ |  | $3.32 \mathrm{E}+02$ | $3.33 \mathrm{E}+02$ |  | $9.05 \mathrm{E}+02$ | 2.79E+02 |  | $7.80 \mathrm{E}+02$ | $1.97 \mathrm{E}+02$ |  | $1.31 \mathrm{E}+03$ | $2.81 \mathrm{E}+02$ |  |
| 21 | $4.62 \mathrm{E}+02$ | 4.92E+01 | 3.17E+02 | $1.16 \mathrm{E}+02$ |  | 4.73E+02 | 1.16E+01 | = | 4.75E+02 | $5.98 \mathrm{E}+01$ | + | 2.12E+02 | $3.57 \mathrm{E}+00$ | . | 4.33E+02 | $2.14 \mathrm{E}+01$ |  | $2.93 \mathrm{E}+02$ | 3.32E+01 |  |
| 22 | $5.98 \mathrm{E}+03$ | $6.73 \mathrm{E}+02$ | $2.14 \mathrm{E}+03$ | 3.56E+03 | - | $7.55 \mathrm{E}+03$ | $5.81 \mathrm{E}+03$ | + | $2.44 \mathrm{E}+03$ | 4.09E+ |  | $3.48 \mathrm{E}+03$ | $1.92 \mathrm{E}+03$ | - | $5.98 \mathrm{E}+03$ | 9.89E+02 | $=$ | $6.99 \mathrm{E}+03$ | $6.55 \mathrm{E}+03$ |  |
| 23 | $7.13 \mathrm{E}+02$ | $5.01 \mathrm{E}+01$ | $6.84 \mathrm{E}+02$ | 1.02E+02 | - | $6.89 \mathrm{E}+02$ | $1.78 \mathrm{E}+01$ |  | 7.16E+02 | $2.78 \mathrm{E}+01$ | $=$ | 4.33E+02 | $1.41 \mathrm{E}+01$ |  | $1.07 \mathrm{E}+03$ | $7.19 \mathrm{E}+01$ | + | 5.67E+02 | 3.41E+01 |  |
| 24 | 1.26E+03 | $1.86 \mathrm{E}+02$ | 7.42E+02 | 1.22E+02 | - | $7.43 \mathrm{E}+02$ | $1.87 \mathrm{E}+01$ |  | $8.09 \mathrm{E}+02$ | $2.32 \mathrm{E}+01$ | - | $4.95 \mathrm{E}+02$ | $6.45 \mathrm{E}+00$ | - | $1.08 \mathrm{E}+03$ | $7.07 \mathrm{E}+01$ |  | $6.78 \mathrm{E}+02$ | 4.67E+01 |  |
| 25 | $5.31 \mathrm{E}+02$ | $3.70 \mathrm{E}+01$ | 4.90E+02 | 2.67E+01 | - | $4.81 \mathrm{E}+02$ | $2.80 \mathrm{E}+00$ |  | $4.81 \mathrm{E}+02$ | $2.32 \mathrm{E}+00$ |  | $4.85 \mathrm{E}+02$ | 1.71E+01 | . | 5.55E+02 | $2.65 \mathrm{E}+01$ | + | $6.21 \mathrm{E}+02$ | 2.61E+01 |  |
| 26 | $3.85 \mathrm{E}+03$ | $7.26 \mathrm{E}+02$ | $1.71 \mathrm{E}+03$ | 1.45E+03 | - | $3.44 \mathrm{E}+03$ | $1.71 \mathrm{E}+02$ |  | 1.19E+03 | $3.08 \mathrm{E}+02$ | - | 8.19E+02 | 3.17E+02 | - | $5.45 \mathrm{E}+03$ | $2.59 \mathrm{E}+03$ |  | $2.94 \mathrm{E}+03$ | $5.98 \mathrm{E}+02$ |  |
| 27 | 8.48E+02 | $1.34 \mathrm{E}+02$ | 5.22E+02 | $7.76 \mathrm{E}+00$ | - | 5.11E+02 | 1.11E+01 |  | $5.32 \mathrm{E}+02$ | 1.48E+01 | - | 6.10E+02 | 5.77E+01 | - | $1.46 \mathrm{E}+03$ | 1.70E+02 | + | 8.69E+02 | 1.76E+02 |  |
| 28 | $4.86 \mathrm{E}+02$ | $2.30 \mathrm{E}+01$ | $4.71 \mathrm{E}+02$ | $2.15 \mathrm{E}+01$ |  | $4.60 \mathrm{E}+02$ | 6.84E+00 |  | $4.60 \mathrm{E}+02$ | 6.84E+ |  | 4.74E+02 | $2.21 \mathrm{E}+01$ |  | 4.96E+02 | 1.79E+01 | + | 6.27E+02 | 4.82E+01 |  |
| 29 | $1.60 \mathrm{E}+03$ | $3.87 \mathrm{E}+02$ | $1.01 \mathrm{E}+03$ | $2.25 \mathrm{E}+02$ |  | 1.13E+03 | 1.15E+02 | - | 6.84E+02 | 3.16E+02 | - | 8.44E+02 | $2.01 \mathrm{E}+02$ | - | 1.53E+03 | $2.11 \mathrm{E}+02$ | = | $1.03 \mathrm{E}+03$ | 2.48E+02 |  |
| 30 | 1.13E+06 | $3.50 \mathrm{E}+05$ | $6.22 \mathrm{E}+05$ | 3.53E+04 | . | $6.01 \mathrm{E}+05$ | $2.98 \mathrm{E}+04$ |  | $6.72 \mathrm{E}+05$ | 6.96E+04 |  | 6.588 +06 | 5.27E+06 | + | 8.75E+05 | 8.54E+04 |  | 1.17E+06 | 3.16E+05 |  |

Table 19 Average error $\pm$ standard deviation and Wilcoxon signed-rank test (reference: SNUM) for SNUM against EBOwithCMAR, JSO, LSHADE_SPACMA, RB_IPOP_CMA_ES, PPSO, TLBO_FL on CEC-2017 [2] in 100 dimensions.

| Function | SNUM |  | EBOwithCMAR |  |  | Jso |  |  | LSHADE_SPACMA |  |  | RB_IPOP_CMA_ES |  |  | PPSO |  |  | тLBO_FL |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Std | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w | Mean | Std | w |
| 1 | 2.70E+04 | 2.59E+04 | 4.52E+03 | 2.89E+03 | - | $3.92 \mathrm{E}+02$ | ${ }^{2.47 \mathrm{E}+02}$ | - | $4.31 \mathrm{E}+03$ | $2.95 \mathrm{E}+03$ |  | $2.76 \mathrm{E}-07$ | 5.88E-08 | - | 3.58E+06 | $9.72 \mathrm{E}+05$ | + | $1.22 \mathrm{E}+09$ | $9.80 \mathrm{E}+08$ | + |
| 2 | $9.32 \mathrm{E}+108$ | 6.66E+109 | 3.08E+31 | $2.05 \mathrm{E}+32$ | - | $6.81 \mathrm{E}+30$ | 4.53E+31 |  | $9.44 \mathrm{E}+28$ | $2.72 \mathrm{E}+29$ |  | 0.00E+00 | 0.00E+00 | - | $1.86 \mathrm{E}+55$ | 5.98E+55 | . | $2.05 \mathrm{E}+110$ | 1.06E+111 | + |
|  | 5.99E+05 | $8.45 \mathrm{E}+04$ | 1.26E+02 | ${ }^{7.17 \mathrm{E}+01}$ | - | 5.20E+01 | 3.77E+01 | - | 3.37E-02 | 2.89E-02 |  | 1.42E+01 | $1.01 \mathrm{E}+02$ |  | 1.57E+05 | $1.34 \mathrm{E}+04$ |  | $2.77 \mathrm{E}+05$ | $2.45 \mathrm{E}+04$ |  |
| 4 | 2.29E+02 | 3.95E+01 | 2.12E+02 | 1.61E+01 | . | $2.11 \mathrm{E}+02$ | $1.38 \mathrm{E}+01$ |  | 2.20E+02 | $7.28 \mathrm{E}+00$ | $=$ | 1.92E+02 | 3.68E+01 | . | $2.84 \mathrm{E}+02$ | 4.18E+01 | + | $7.20 \mathrm{E}+02$ | $1.26 \mathrm{E}+02$ | + |
| 5 | $6.53 \mathrm{E}+02$ | $1.18 \mathrm{E}+02$ | 3.39E+02 | 8.50E+01 | - | $6.52 \mathrm{E}+02$ | 2.15E+01 | $=$ | $1.22 \mathrm{E}+01$ | $2.99 \mathrm{E}+00$ |  | $2.11 \mathrm{E}+01$ | 4.48E+00 | - | 5.21E+02 | $2.30 \mathrm{E}+01$ | - | $3.50 \mathrm{E}+02$ | $5.23 \mathrm{E}+01$ |  |
| 6 | 2.57E-07 | 1.82E-06 | $1.67 \mathrm{E}-03$ | 1.72E-04 | + | 2.78E-04 | 6.93E-04 | + | $2.42 \mathrm{E}-04$ | 5.96E-05 | + | $7.95 \mathrm{E}-05$ | $4.41 \mathrm{E}-04$ | + | 4.22E+01 | $2.39 \mathrm{E}+00$ | + | 1.97E+01 | $3.01 \mathrm{E}+00$ | + |
| 7 | 6.94E+02 | 8.99E+01 | 4.87E+02 | 2.03E+02 |  | $7.87 \mathrm{E}+02$ | 1.97E+01 | + | 1.12E+02 | $1.54 \mathrm{E}+00$ | - | $1.28 \mathrm{E}+02$ | 8.99E+00 |  | $7.46 \mathrm{E}+02$ | $8.93 \mathrm{E}+01$ | + | $7.88 \mathrm{E}+02$ | $9.74 \mathrm{E}+01$ |  |
| 8 | $6.95 \mathrm{E}+02$ | $8.52 \mathrm{E}+01$ | $3.67 \mathrm{E}+02$ | 1.12E+02 | - | $6.50 \mathrm{E}+02$ | 1.76E+01 | - | $1.02 \mathrm{E}+01$ | $2.98 \mathrm{E}+00$ | . | $2.11 \mathrm{E}+01$ | $4.66 \mathrm{E}+00$ | - | $5.84 \mathrm{E}+02$ | $3.07 \mathrm{E}+01$ |  | $3.78 \mathrm{E}+02$ | $6.13 \mathrm{E}+01$ |  |
| 9 | $2.93 \mathrm{E}+04$ | $7.17 \mathrm{E}+03$ | $1.76 \mathrm{E}-03$ | $1.25 \mathrm{E}-02$ |  | 4.59E-02 | $1.15 \mathrm{E}-01$ | - | $1.41 \mathrm{E}-06$ | 4.88E-07 |  | 0.00E+00 | 0.00E+00 |  | $1.56 \mathrm{E}+04$ | $9.05 \mathrm{E}+02$ |  | $2.11 \mathrm{E}+04$ | $5.18 \mathrm{E}+03$ |  |
| 10 | 1.27E+04 | $1.17 \mathrm{E}+03$ | 1.78E+04 | 1.47E+03 | + | $2.82 \mathrm{E}+04$ | 5.79E+02 | + | $1.66 \mathrm{E}+04$ | $7.54 \mathrm{E}+03$ | $=$ | 8.64E+03 | 2.73E+03 | - | 1.15E+04 | $8.95 \mathrm{E}+02$ | - | $2.95 \mathrm{E}+04$ | $5.40 \mathrm{E}+02$ | + |
| 11 | 3.70E+04 | $1.80 \mathrm{E}+04$ | 5.52E+02 | $4.97 \mathrm{E}+01$ | - | $2.44 \mathrm{E}+02$ | $7.60 \mathrm{E}+01$ | - | $1.69 \mathrm{E}+02$ | 5.82E+01 |  | $1.23 \mathrm{E}+03$ | $2.49 \mathrm{E}+02$ | - | $1.23 \mathrm{E}+0$ | $9.36 \mathrm{E}+01$ | - | $1.08 \mathrm{E}+03$ | $1.96 \mathrm{E}+02$ |  |
| 12 | $4.97 \mathrm{E}+06$ | $1.94 \mathrm{E}+06$ | 3.70E+05 | 1.12E+05 |  | 5.55E+04 | $2.36 \mathrm{E}+04$ | - | $1.92 \mathrm{E}+04$ | $7.50 \mathrm{E}+03$ |  | $7.20 \mathrm{E}+04$ | 3.74E+05 | - | $1.11 \mathrm{E}+07$ | $2.59 \mathrm{E}+06$ | + | 3.89E+07 | $2.49 \mathrm{E}+07$ |  |
| 13 | 8.92E+03 | 9.19E+03 | 3.89E+03 | $1.36 \mathrm{E}+03$ | = | 6.12E+02 | $7.05 \mathrm{E}+01$ | - | 5.75E+02 | 9.03E+01 |  | $6.15 \mathrm{E}+03$ | 1.34E+03 | $=$ | 2.38E+03 | 7.15E+02 | - | $1.45 \mathrm{E}+04$ | $6.73 \mathrm{E}+03$ |  |
| 14 | $2.01 \mathrm{E}+06$ | $9.42 \mathrm{E}+05$ | 4.66E+02 | $2.87 \mathrm{E}+01$ | - | $2.88 \mathrm{E}+02$ | 1.69E+01 | - | $7.33 \mathrm{E}+01$ | $1.24 \mathrm{E}+01$ | - | 6.22E+02 | 8.73E+01 | - | $4.55 \mathrm{E}+05$ | $1.48 \mathrm{E}+05$ | - | $2.53 \mathrm{E}+06$ | $9.26 \mathrm{E}+05$ |  |
| 15 | 9.37E+03 | $8.81 \mathrm{E}+03$ | 6.83E+02 | 5.15E+01 |  | $2.24 \mathrm{E}+02$ | $6.01 \mathrm{E}+01$ |  | $2.20 \mathrm{E}+02$ | 5.22E+01 |  | $1.44 \mathrm{E}+03$ | $2.66 \mathrm{E}+02$ |  | 5.67E+02 | $1.57 \mathrm{E}+02$ |  | $3.87 \mathrm{E}+03$ | 3.56E+03 |  |
| 16 | 4.82E+03 | 8.69E+02 | 5.23E+03 | 8.34E+02 | $+$ | $6.08 \mathrm{E}+03$ | 3.31E+02 | + | $1.66 \mathrm{E}+03$ | $4.94 \mathrm{E}+02$ |  | 1.71E+03 | ${ }^{4.65 E+02}$ |  | 3.21E+03 | 3.37E+02 |  | $2.65 \mathrm{E}+03$ | $5.76 \mathrm{E}+02$ |  |
| 17 | 3.71E+03 | $5.98 \mathrm{E}+02$ | 3.91E+03 | 4.77E+02 | + | $4.02 \mathrm{E}+03$ | $2.21 \mathrm{E}+02$ | + | 3.51E+03 | 8.61E+02 | = | 1.49E+03 | 2.73E+02 | . | 2.63E+03 | $3.34 \mathrm{E}+02$ | - | $2.25 \mathrm{E}+03$ | $4.99 \mathrm{E}+02$ |  |
| 18 | $2.34 \mathrm{E}+06$ | ${ }_{1.42 \mathrm{E}+06}$ | 1.18E+03 | 3.19E+02 |  | $1.80 \mathrm{E}+02$ | 3.52E+01 | - | $1.68 \mathrm{E}+02$ | $3.85 \mathrm{E}+01$ |  | 7.08E+ | 1.62E+02 |  | 8.74E+05 | $2.05 \mathrm{E}+05$ | - | $5.90 \mathrm{E}+06$ | $2.00 \mathrm{E}+06$ | + |
| 19 | 1.01E+04 | 8.80E+03 | 3.03E+02 | 3.19E+01 |  | $1.26 \mathrm{E}+02$ | 2.18E+01 |  | 8.85E+01 | 1.23E+01 |  | 8.18E+02 | 3.31E+02 |  | $5.47 \mathrm{E}+02$ | 3.33E+02 | - | $4.16 \mathrm{E}+03$ | $5.31 \mathrm{E}+03$ |  |
| 20 | 3.50E+03 | 5.78E+02 | 3.89E+03 | 4.84E+02 |  | $4.33 \mathrm{E}+03$ | $2.00 \mathrm{E}+02$ | + | 1.54E+03 | 4.68E+02 |  | $2.02 \mathrm{E}+03$ | 3.74E+02 | . | $2.35 \mathrm{E}+03$ | $2.58 \mathrm{E}+02$ | - | $4.55 \mathrm{E}+03$ | $2.57 \mathrm{E}+02$ |  |
| 21 | 9.34E+02 | 7.78E+01 | 5.98E+02 | $2.68 \mathrm{E}+02$ | - | 8.78E+02 | $2.40 \mathrm{E}+01$ | + | $1.03 \mathrm{E}+03$ | 1.77E+01 | + | $2.46 \mathrm{E}+02$ | 5.20E+00 | - | 1.06E+03 | 5.52E+01 | + | $6.05 \mathrm{E}+02$ | $4.82 \mathrm{E}+01$ |  |
| 22 | 1.43E+04 | $1.18 \mathrm{E}+03$ | 2.05E+04 | 5.09E+03 | + | $2.92 \mathrm{E}+04$ | 6.49E+02 | + | 1.00E+04 | $1.09 \mathrm{E}+03$ |  | $9.38 \mathrm{E}+03$ | 3.49E+03 | - | 1.38E+04 | $8.86 \mathrm{E}+02$ | - | $3.01 \mathrm{E}+04$ | $4.28 \mathrm{E}+03$ | + |
| 23 | 9.22E+02 | 6.40E+01 | 1.00E+03 | $1.58 \mathrm{E}+02$ | + | $1.18 \mathrm{EE}+03$ | $1.89 \mathrm{E}+01$ | + | 1.17E+03 | $2.05 \mathrm{E}+01$ | + | 6.25E+02 | 6.96E+01 | - | 2.09E+03 | $7.84 \mathrm{E}+01$ | + | $1.17 \mathrm{E}+03$ | $1.11 \mathrm{E}+02$ | + |
| 24 | $1.52 \mathrm{E}+03$ | 9.43E+01 | $1.64 \mathrm{E}+03$ | 2.39E+01 | + | $1.48 \mathrm{E}+03$ | 3.07E+01 |  | $1.64 \mathrm{E}+03$ | $2.35 \mathrm{E}+01$ | + | 8.93E+02 | 1.41E+01 | - | 1.89E+03 | $1.03 \mathrm{E}+02$ | + | $2.02 \mathrm{E}+03$ | $2.61 \mathrm{E}+02$ | + |
| 25 | 7.72E+02 | 5.46E+01 | 7.25E+02 | 3.10E+01 |  | $7.36 \mathrm{E}+02$ | 3.52E+01 | . | 7.10E+02 | 3.60E+01 |  | 6.86E+02 | 4.37E+01 | . | 8.02E+02 | 4.75E+01 | + | $1.34 \mathrm{E}+03$ | $1.09 \mathrm{E}+02$ |  |
| 26 | $1.04 \mathrm{E}+04$ | $9.61 \mathrm{E}+02$ | 8.94E+03 | 3.11E+03 | = | $8.83 \mathrm{E}+03$ | 5.89E+02 | - | 3.17E+03 | 9.83E+01 | . | 2.89E+03 | $5.68 \mathrm{E}+02$ | - | 1.56E+04 | 5.18E+03 | + | $1.09 \mathrm{E}+04$ | $1.56 \mathrm{E}+03$ | $=$ |
| 27 | $8.35 \mathrm{E}+02$ | $6.64 \mathrm{E}+01$ | $5.88 \mathrm{E}+02$ | 1.53E+01 | - | $5.86 \mathrm{E}+02$ | $2.16 \mathrm{E}+01$ |  | $5.93 \mathrm{E}+02$ | $1.54 \mathrm{E}+01$ |  | 6.73E+02 | $2.26 \mathrm{E}+01$ | . | $1.35 \mathrm{E}+03$ | 9.89E+01 | + | 1.19E+03 | $1.49 \mathrm{E}+02$ | + |
| 28 | $5.56 \mathrm{E}+02$ | ${ }^{6} .68 \mathrm{E}+01$ | $5.42 \mathrm{E}+02$ | 2.70E+01 |  | $5.40 \mathrm{E}+02$ | $2.41 \mathrm{E}+01$ |  | 5.29E+02 | $1.85 \mathrm{E}+01$ |  | $5.11 \mathrm{E}+02$ | 6.37E+01 |  | 6.36E+02 | 3.38E+01 | + | $1.53 \mathrm{E}+03$ | $2.84 \mathrm{E}+02$ |  |
| 29 | $5.00 \mathrm{E}+03$ | 6.79E+02 | 3.56E+03 | 4.80E+02 | - | 4.26E+03 | ${ }^{2.50 E+02}$ | - | $1.94 \mathrm{E}+03$ | 6.82E+02 | - | $2.06 \mathrm{E}+03$ | $4.02 \mathrm{E}+02$ | - | 3.94E+03 | $2.98 \mathrm{E}+02$ | - | 3.49E+03 | $4.99 \mathrm{E}+02$ |  |
| 30 | $1.42 \mathrm{E}+04$ | $5.88 \mathrm{E}+03$ | $3.76 \mathrm{E}+03$ | $3.55 \mathrm{E}+02$ | . | $2.47 \mathrm{E}+03$ | $1.46 \mathrm{E}+02$ |  | $2.60 \mathrm{E}+03$ | $2.24 \mathrm{E}+02$ |  | $2.87 \mathrm{E}+04$ | 2.69E+04 | + | 4.36E+ | $1.84 \mathrm{E}+04$ | + | $8.61 \mathrm{E}+04$ | 7.69E+04 |  |

E Extended numerical results for SNUM and cSNUM on CEC-2017 against population-based algorithms (Holm-Bonferroni procedure)

Table 20 Holm-Bonferroni procedure (Reference: EBOwithCMAR, Rank $=7.13 \mathrm{E}+00$ ) for the eight algorithms under consideration over the 30 CEC 2017 benchmark functions on $D$ 10. Higher ranks indicate better algorithms.

| $j$ | Optimiser | Rank | $z_{j}$ | $p_{j}$ | $\delta / j$ | Hypothesis |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | LSHADE_SPACMA | $6.77 \mathrm{E}+00$ | $-5.80 \mathrm{E}-01$ | $2.81 \mathrm{E}-01$ | $5.00 \mathrm{E}-02$ | Not rejected |
| 2 | JSO | $5.77 \mathrm{E}+00$ | $-2.16 \mathrm{E}+00$ | $1.54 \mathrm{E}-02$ | $2.50 \mathrm{E}-02$ | Rejected |
| 3 | RB_IPOP_CMA_ES | $5.23 \mathrm{E}+00$ | $-3.00 \mathrm{E}+00$ | $1.33 \mathrm{E}-03$ | $1.67 \mathrm{E}-02$ | Rejected |
| 4 | PPSO | $4.27 \mathrm{E}+00$ | $-4.53 \mathrm{E}+00$ | $2.91 \mathrm{E}-06$ | $1.25 \mathrm{E}-02$ | Rejected |
| 5 | TLBO_FL | $3.33 \mathrm{E}+00$ | $-6.01 \mathrm{E}+00$ | $9.37 \mathrm{E}-10$ | $1.00 \mathrm{E}-02$ | Rejected |
| 6 | cSNUM | $2.80 \mathrm{E}+00$ | $-6.85 \mathrm{E}+00$ | $3.65 \mathrm{E}-12$ | $8.33 \mathrm{E}-03$ | Rejected |
| 7 | SNUM | $1.53 \mathrm{E}+00$ | $-8.85 \mathrm{E}+00$ | $4.21 \mathrm{E}-19$ | $7.14 \mathrm{E}-03$ | Rejected |

Table 21 Holm-Bonferroni procedure (Reference: LSHADE_SPACMA, Rank $=6.80 \mathrm{E}+00$ ) for the eight algorithms under consideration over the 30 CEC 2017 benchmark functions on $D 30$. Higher ranks indicate better algorithms.

| $j$ | Optimiser | Rank | $z_{j}$ | $p_{j}$ | $\delta / j$ | Hypothesis |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | RB_IPOP_CMA_ES | $6.23 \mathrm{E}+00$ | $-8.96 \mathrm{E}-01$ | $1.85 \mathrm{E}-01$ | $5.00 \mathrm{E}-02$ | Not rejected |
| 2 | EBOwithCMAR | $5.97 \mathrm{E}+00$ | $-1.32 \mathrm{E}+00$ | $9.38 \mathrm{E}-02$ | $2.50 \mathrm{E}-02$ | Not rejected |
| 3 | JSO | $5.53 \mathrm{E}+00$ | $-2.00 \mathrm{E}+00$ | $2.26 \mathrm{E}-02$ | $1.67 \mathrm{E}-02$ | Not rejected |
| 4 | PPSO | $3.73 \mathrm{E}+00$ | $-4.85 \mathrm{E}+00$ | $6.21 \mathrm{E}-07$ | $1.25 \mathrm{E}-02$ | Rejected |
| 5 | TLBO_FL | $3.40 \mathrm{E}+00$ | $-5.38 \mathrm{E}+00$ | $3.81 \mathrm{E}-08$ | $1.00 \mathrm{E}-02$ | Rejected |
| 6 | cSNUM | $3.13 \mathrm{E}+00$ | $-5.80 \mathrm{E}+00$ | $3.37 \mathrm{E}-09$ | $8.33 \mathrm{E}-03$ | Rejected |
| 7 | SNUM | $1.67 \mathrm{E}+00$ | $-8.12 \mathrm{E}+00$ | $2.40 \mathrm{E}-16$ | $7.14 \mathrm{E}-03$ | Rejected |

Table 22 Holm-Bonferroni procedure (Reference: LSHADE_SPACMA, Rank $=6.77 \mathrm{E}+00$ ) for the eight algorithms under consideration over the 30 CEC 2017 benchmark functions on $D 50$. Higher ranks indicate better algorithms.

| $j$ | Optimiser | Rank | $z_{j}$ | $p_{j}$ | $\delta / j$ | Hypothesis |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | RB_IPOP_CMA_ES | $6.17 \mathrm{E}+00$ | $-9.49 \mathrm{E}-01$ | $1.71 \mathrm{E}-01$ | $5.00 \mathrm{E}-02$ | Not rejected |
| 2 | EBOwithCMAR | $5.60 \mathrm{E}+00$ | $-1.84 \mathrm{E}+00$ | $3.25 \mathrm{E}-02$ | $2.50 \mathrm{E}-02$ | Not rejected |
| 3 | JSO | $5.07 \mathrm{E}+00$ | $-2.69 \mathrm{E}+00$ | $3.59 \mathrm{E}-03$ | $1.67 \mathrm{E}-02$ | Rejected |
| 4 | PPSO | $3.63 \mathrm{E}+00$ | $-4.95 \mathrm{E}+00$ | $3.63 \mathrm{E}-07$ | $1.25 \mathrm{E}-02$ | Rejected |
| 5 | TLBO_FL | $3.43 \mathrm{E}+00$ | $-5.27 \mathrm{E}+00$ | $6.80 \mathrm{E}-08$ | $1.00 \mathrm{E}-02$ | Rejected |
| 6 | cSNUM | $3.37 \mathrm{E}+00$ | $-5.38 \mathrm{E}+00$ | $3.81 \mathrm{E}-08$ | $8.33 \mathrm{E}-03$ | Rejected |
| 7 | SNUM | $2.20 \mathrm{E}+00$ | $-7.22 \mathrm{E}+00$ | $2.59 \mathrm{E}-13$ | $7.14 \mathrm{E}-03$ | Rejected |

Table 23 Holm-Bonferroni procedure (Reference: LSHADE_SPACMA, Rank $=6.67 \mathrm{E}+00$ ) for the eight algorithms under consideration over the 30 CEC 2017 benchmark functions $D 100$. Higher ranks indicate better algorithms.

| $j$ | Optimiser | Rank | $z_{j}$ | $p_{j}$ | $\delta / j$ | Hypothesis |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
|  | RB_IPOP_CMA_ES | $6.63 \mathrm{E}+00$ | $-5.27 \mathrm{E}-02$ | $4.79 \mathrm{E}-01$ | $5.00 \mathrm{E}-02$ | Not rejected |
| 2 | EBOwithCMAR | $4.93 \mathrm{E}+00$ | $-2.74 \mathrm{E}+00$ | $3.07 \mathrm{E}-03$ | $2.50 \mathrm{E}-02$ | Rejected |
| 3 | JSO | $4.83 \mathrm{E}+00$ | $-2.90 \mathrm{E}+00$ | $1.87 \mathrm{E}-03$ | $1.67 \mathrm{E}-02$ | Rejected |
| 4 | cSNUM | $4.20 \mathrm{E}+00$ | $-3.90 \mathrm{E}+00$ | $4.81 \mathrm{E}-05$ | $1.25 \mathrm{E}-02$ | Rejected |
| 5 | PPSO | $3.33 \mathrm{E}+00$ | $-5.27 \mathrm{E}+00$ | $6.80 \mathrm{E}-08$ | $1.00 \mathrm{E}-02$ | Rejected |
| 6 | SNUM | $2.93 \mathrm{E}+00$ | $-5.90 \mathrm{E}+00$ | $1.79 \mathrm{E}-09$ | $8.33 \mathrm{E}-03$ | Rejected |
| 7 | TLBO_FL | $2.47 \mathrm{E}+00$ | $-6.64 \mathrm{E}+00$ | $1.56 \mathrm{E}-11$ | $7.14 \mathrm{E}-03$ | Rejected |
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