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We explore the connection between the morphology and the charge transport properties in Poly(3-hexylthiophene) (P3HT) and

poly(2,5-bis(3-alkylthiophen-2-yl)thieno[3,2-b]thiophene) (PBTTT) semiconductor polymers in both amorphous and crystalline

phases. Using Molecular Dynamics to simulate bulk supercells and the Marcus theory to analyze the transport properties we

find that amorphous systems display a reduced hole mobility due to the loss of nematic order and π −π stacking leading to a

reduction in the electronic coupling between two chains. In crystal phase PBTTT displays a larger charge mobility than P3HT

due to the interdigitation of the side chains enhancing the stability of the conjugated rings in the backbones. This more stable

π −π stacking reduces the energetic disorder with respect to P3HT and increases the electronic coupling. On the contrary, in the

amorphous phase, PBTTT displays a reduced charge mobility with respect to P3HT caused by the absence of side chains attached

to the thienothiophenes that increases their fluctuations and the energetic disorder. In addiction, we show that it is possible to

calculate the reorganization energy neglecting the side chains of the polymers and thus saving computational time. Within this

approximation, we obtain mobility values matching the experimental measures, thus confirming that the side chains are crucial

to shape the morphology of the polymeric systems but are not involved in the charge transport process.

1 Introduction

Poly(3-hexylthiophene) (P3HT) and poly(2,5-bis(3-

alkylthiophen-2-yl)thieno[3,2-b]thiophene) (PBTTT) (Fig.1)

are two of the most studied semiconductor polymers having

a wide range of applications ranging from organic thin-film

transistors (OTFTs), solar cell, light emitting diodes to

biosensors1–6. In particular they are successfully used as

the organic semiconductor layer (OSL) in the OTFTs. The

performances of OTFTs are typically evaluated in terms of

mobility of charge carriers and are strongly affected by the

morphology and the molecular order of the OSL7. P3HT

and PBTTT display different characteristics that reflect into

different device performances: OTFTs employing P3HT as

semiconductor yielded a charge mobility value of 0.1-0.2
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cm2V−1s−1,8 to be compared with 1.0 cm2V−1s−1 in PBTTT

devices9. Several experimental investigations were carried

out to investigate the relevant differences between the mor-

phology of P3HT and PBTTT thin films in order to explain

the large difference found in the measured charge mobility.

Atomic force microscope (AFM) images show that typically

an OSL is polycrystalline with the alternation of crystalline

domains separated by amorphous grain boundaries7. The

latter form charge traps that hinder the charge carrier transport

lowering the mobility. AFM images7 show that PBTTT

thin film own wider crystalline domains than P3HT. This is

probably due to the lower density of the attached side chains

in PBTTT that allows their interdigitation detected through

X-ray spectroscopy studies10. Interdigitated polymeric chains

generate stable conformations that favor the formation of

large crystalline domains. On the contrary the interdigi-

tation is absent in P3HT. This was confirmed by density

functional theory (DFT) calculations11,12 showing that the

interdigitation is energetically favourable in PBTTT but

not in P3HT. However, nuclear magnetic resonance (NMR)

measurements13 show that the absence of interdigitation in

P3HT produce an increased side chain mobility that weakens

the π −π interactions between the thiophenes.

In this picture, computational techniques can help to under-

stand the relation between the OSL morphology and the trans-

port properties of charge carriers. In particular, in order to
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obtain results directly comparable with the experimental mea-

surements, techniques that are able to deal with large scale

systems in reasonable computational time were recently de-

veloped. Among others, Molecular Dynamics (MD) has been

proved to be particularly useful to obtain microscopic config-

urations of large systems. Such configurations can be, in a

second step, used to calculate charge transport properties us-

ing different quantum methodologies. In particular, McMa-

hon et al.14, using the localized molecular orbital method

(LMOM), demonstrated that in P3HT both the trap density

and the density of states (DOS) shape are slightly affected by

the presence of regioregularity defects. Mladenović and Vuk-

mirović15–17, using the Charge Patching Method (CPM) and

the Overlapping Fragment Method (OFM), simulated a large

scale model of P3HT demonstrating that the thermal disorder

generates fluctuations in the long-range electrostatic potential

causing the localization of charge carrier wave functions. Fi-

nally, Poelking et al.18–20 using the Marcus Theory21 showed

the influence of polymorphism and temperature in the crys-

talline bulk of P3HT and PBTTT demonstrating that P3HT

polymorph I displays a higher charge carrier mobility than the

others polymorphs.

The computational methods used in these works try to ob-

tain a realistic picture of the systems making a compromise be-

tween the size of the simulated polymeric model and the level

of approximation used in the employed quantum method. All

these works focus, in particular, on the description of P3HT

and PBTTT properties in the crystal phase but an in depth

comparison between the morphological and the charge trans-

port properties of the two polymers in both crystalline and

amorphous phases is still missing. Building on this context,

the purpose of the present work is to study, trough MD sim-

ulations and Charge Transport Simulations based on the Mar-

cus Theory21, how the morphology and the order properties

influence the charge transport in both crystalline and amor-

phous P3HT and PBTTT. First, we perform MD simulations

on large scale models. The obtained configurations are ana-

lyzed through the calculation of several order parameters in

order to describe the main morphological differences between

the systems. Subsequently, we extract several configurations

from the MD trajectories to calculate the charge carrier mobil-

ity. The obtained results allow to point out the link between

the diversity of the morphology and the charge transport prop-

erties of the simulated systems.

2 Computational methods

2.1 MD computational strategy

Four systems were simulated: P3HT (Fig.1a) and PBTTT

(Fig.1b) in both amorphous and crystalline phases. For the

amorphous systems, MD trajectories from our previously pub-

Fig. 1 Chemical structure of a) Poly(3-hexylthiophene) (P3HT) and

b) poly(2,5-bis(3-alkylthiophen-2-yl)thieno[3,2-b]thiophene)

(PBTTT) monomers.

lished work22 where used. The latter were obtained simulat-

ing 60 P3HT regioregular chains of 18 monomers each and 48

PBTTT chains of 6 monomers each. The initial amorphous

configurations were obtained starting from an ordered crys-

talline structure and running a first NPT simulation of 15 ns

at a temperature of 800 K, which is well above the polymer

melting point, and a pressure of 1 atm. The systems were

gradually cooled down to the final temperature of 300 K in

steps of 25 K every 200 ps. Following Do et al.23, the time

steps used were 1.6 fs for P3HT and 1.3 fs for PBTTT sys-

tems. The equilibrated simulation boxes were orthorhombic

periodic boxes for both the amorphous P3HT and PBTTT with

dimensions of 65.0×103.0×41.0 Å3 and 111×56×45 Å3 re-

spectively. Representative snapshots of these two simulation

boxes are reported in the ESI†. The total sampling time at the

final temperature was 26 ns for P3HT and 23 ns for PBTTT.

For the crystalline systems 192 P3HT and PBTTT chains

with the same number of monomer as before were simulated

building a supercell starting from available crystallographic

structures24,25. For P3HT we simulated the I polymorph that

is proven to be the most thermodynamically stable19 phase.

Fig.2 reports the parameters of the primitive cell and repre-

sentative snapshots of the periodic box showing the [010] and

[001] crystallographic planes of the simulated system upon

equilibration. The number of polymer chains in the three crys-

tallographic directions were Na = 4, Nb = 16 and Nc = 3 for

both P3HT and PBTTT obtaining a monoclinic periodic box

for P3HT (dimensions of 65.6×62.2×209.3 Å3; α = β = 90◦

γ = 85.9◦) and a triclinic periodic box for PBTTT (dimensions

of 78.7×72.5×331 Å3; α = 127◦ β = 86◦ γ = 90◦). After an

equilibration run we sampled the NPT ensemble with a time

step of 1.0 fs obtaining a 18 ns long trajectory for each system.

As in the previous work22, the force fields for P3HT and

PBTTT were parametrized following Do et al.23 and Marcon

and Raos26. All the details of the force field are reported in

the ESI†. For the simulation of the four systems a cutoff was

applied to van der Waals interactions at 12 Å using a switching

function. All the MD simulations were performed using the

NAMD 2.9 package27. In order to analyze and quantify the

differences between the systems, a set of distribution functions
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Fig. 2 Parameters of the primitive cell of P3HT and PBTTT and representative snapshots of the simulated crystalline systems upon

equilibration: a) P3HT [010] plane, b) P3HT [001] plane, c) PBTTT [010] plane and d) PBTTT [001] plane. The backbones are depicted in

red and the side chains in blue.

and order parameters were computed.

2.2 Charge Transport Simulations

In order to simulate charge transport in the four systems we

used the nonadiabatic high-temperature limit of the semiclas-

sical Marcus charge-transfer theory21 based on the assump-

tion that charges are localized on a single chain and charge

transfer between two sites can be described by a hopping

mechanism. In this framework, the hopping rate between two

molecules i and j can be computed as:

ωi j =
J2

i j

h̄

√

π

λi jkBT
exp

[

− (∆Ei j −λi j)
2

4λi jkBT

]

(1)

where T is the temperature, Ji j the electronic coupling ele-

ment between i and j, ∆Ei j = Ei −E j the site energy differ-

ence, and λi j, the reorganization energy21. For all the calcula-

tions we considered only the polymer backbones replacing the

side chains with hydrogen atoms. This approximation will be

justified below. The electronic coupling elements are defined
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as Ji j = 〈φi|Ĥi j|φ j〉 where Ĥi j is the dimer Hamiltonian and

φi and φ j are the highest occupied molecular orbitals extract

from a DFT calculation performed on optimized structures us-

ing the B3LYP exchange and correlation functional and the 6-

311G(d,p) basis set, as in ref. 18, for both P3HT and PBTTT

backbones. Ji j values were calculated for each molecular pair

i j from a neighbor list built with a cutoff of 12 Å , using

the semiempirical ZINDO method28,29. Ei and E j include the

contributions of an external electric field ~F (∆Eext =−e~F · ~di j

where ~di j is the vector joining the centers of mass of two

backbones) and due to the Coulombic and polarization in-

teractions between molecules within a given volume around

the pair. These electrostatic interactions were calculated self-

consistently using the Thole model30,31, parametrized on the

basis of the atomic polarizabilities and partial charges (gen-

erated via the Merz-Singh-Kollman scheme32) for a charged

and a neutral molecule. The reorganization energy is the sum

of two contributions: the intramolecular reorganization energy

(λin) due to the relaxation of the nuclear degrees of freedom

as the charge moves from donor i to acceptor j, and the inter-

molecular (outer sphere) reorganization energy (λout ) due to

the relaxation of the nuclear coordinates of the environment.

In solids, such as the systems herein considered, λout ≈ 0.01

eV because the geometries of the neighboring molecules do

not change much during the charge transfer18,19, and λ ∼= λin

defined as

λ = EnC −EnN +EcN −EcC (2)

where EnN (EcC) is the energy of the neutral (charged)

molecule in its optimized neutral (charged) geometry and EnC

(EcN) is the energy of the neutral (charged) molecule in the

optimized charged (neutral) geometry. These four terms were

evaluated at the DFT level using the B3LYP functional and

the 6-311G(d,p) basis set18. Charge-carrier dynamics was

simulated by solving the master equation for a charge carrier

drift-diffusion in an applied electric field using the calculated

rates. All charge transport calculations were performed using

the VOTCA package33,34 and all DFT calculations with Gaus-

sian0935. For the calculation we used 2000 frames extracted

from the MD trajectories for each of the four simulated sys-

tems.

3 Results and discussion

3.1 MD simulations

Several order parameters were computed along the obtained

MD trajectories to quantify the degree of order in the four sim-

ulated systems.

The nematic order parameter18,19 (P2) is defined in terms of

Table 1 Nematic order parameters for the simulated systems.

System P2 (TH) P2 (TT)

P3HT crystal 0.835±0.006

PBTTT crystal 0.959±0.003 0.958±0.003

P3HT amorphous 0.070±0.001

PBTTT amorphous 0.289±0.008 0.256±0.015

the unit vector û as the largest eigenvalue of the Qαβ tensor:

Qαβ =

〈

1

N

N

∑
i=1

(

3

2
ûiα ûiβ − 1

2
δαβ

)

〉

(3)

where 〈 〉 denotes a time average and N is the number of

vectors involved in the average. A P2 = 1 indicates a perfect

nematic order with all unit vectors parallel to each other, while

a value of P2 = 0 corresponds to the total absence of order and

describes a fully isotropic orientation. We calculated this pa-

rameter considering as û the unit vector normal to thiophene

(TH) or thienothiophene (TT) rings. A high P2 value would

reveal the existence of a preferred ring orientation, given by

the eigenvector corresponding to the P2 eigenvalue. A high

P2 would also imply an improved π −π stacking and hence a

higher overlap of the π orbitals that would, consequently, lead

to a higher charge carrier mobility and improved OTFT per-

formances. The results obtained for the four systems analyzed

are reported in Tab.1.

Obviously, crystalline systems have much higher P2 values

than the amorphous ones: in crystals we found an ordered rep-

etition of the rings sharing the same orientation which instead

becomes random in the amorphous phase. Nonetheless, it is

worth noting that PBTTT has higher P2 values than P3HT in

both phases leading to an improved π −π stacking that could

explain the higher charge carrier mobility found in experi-

ments8,9.

The stability in time of the order described by the nematic

order parameter is quantified by the dynamic order parame-

ter18,19 S defined as:

S =

〈

1

N

N

∑
i=1

(

3

2

(

Ûi · ûi

)2 − 1

2

)

〉

(4)

where Ûi = 〈ûi〉 and 〈 〉 denotes a time average. Again, û

was considered as the unit vector normal to thiophene (TH) or

thienothiophene (TT) rings. S can range from 1 to −0.5: S = 1

implies a constant ring orientation, while a smaller S value in-

dicates that the orientation is changing over time. The results

obtained for the amorphous and crystalline systems analyzed

are reported in Tab.2.

Again PBTTT presents higher S values than P3HT in both

phases: in PBTTT the rings are characterized by less fluctua-

tions in time than in P3HT, thus implying a more stable π −π
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Fig. 3 Distribution of S-C-C-S dihedral angles between adjacent rings: a) TH-TH distributions, b) TH-TT distributions.

Fig. 4 Dynamic bond parameters of the carbon-carbon bond of the alkyl side chains (depicted in blue) for the simulated systems.

Table 2 Dynamic order parameters for the simulated systems.

System S (TH) S (TT)

P3HT crystal 0.846±0.008

PBTTT crystal 0.957±0.001 0.947±0.001

P3HT amorphous 0.828±0.011

PBTTT amorphous 0.870±0.006 0.637±0.011

stacking, due to the longer alkyl side chains of PBTTT that

hinder the tilt of TH rings. In the amorphous phase, the fluctu-

ations of the side chains weakens the order, thus allowing ring

reorientation and leading to a reduction of S in both P3HT

and PBTTT. Curiously, as far as the PBTTT amorphous state

is concerned, a significant reduction of S can be detected in

going from TH to TT, despite the absence of substantial dif-

ferences in terms of P2 (see Tab. 1). Although TT rings own

an extra degree of freedom with respect to TH rings, due to

the absence of a directly bounded side chain, the order and
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stability in the crystal phase are ensured by the interdigitation

of the side chains that hinders the rotation of TT rings. In the

amorphous phase this interdigitation is lost thus reducing the

steric hindrance around the TT rings that are now allowed to

rotate with more freedom.

It is possible to further clarify this picture by plotting the

distributions of the S-C-C-S dihedral angles (φ ) defining the

tilt angle between two adjacent TH-TH rings or TH-TT rings

as reported in Fig.3.

φ values of 0 or 180◦ (-180◦) describe situations where the

adjacent rings are perfectly coplanar: in this situation the π
orbitals are delocalized between the rings improving the inter-

chain charge transport. Different φ values describe systems

with a tilt between the two rings that decreases orbitals delo-

calization and, thus, charge transport36. Moreover there is a

difference between φ=0◦ and φ=180◦ in the TH-TH dihedral

angle: a φ=180◦ describes a system where the side chains at-

tached to the rings point in opposite directions (trans confor-

mation), while if φ=0◦ the side chains are on the same side

of the backbone (cis conformation) leading to a steric hin-

drance that generates an unstable conformation22,23. In the

crystal phase, TH-TH distributions display only a peak at 180◦

(-180◦) for both P3HT and PBTTT. This peak is broader in

P3HT than in PBTTT showing a greater ring fluctuation and

deviation from the planar chain conformation, in agreement

with the already discussed S values. Amorphous systems dis-

play not only a broader distribution but also evidences of the

presence of cis conformers. Furthermore, P3HT amorphous

systems show a shift in the peaks to ≈ 30◦ and ≈ 150◦ show-

ing a preferred deviation from the planarity that will eventu-

ally result in a damage to intra-chain charge transport. This

phenomenon is also evident in TH-TT dihedral angle distribu-

tions of PBTTT systems (Fig.3b): in the crystal phase there

is only one peak centered at 180◦ that splits in two possible

peaks at (60◦ and 150◦) in the amorphous phase. It is worth

to notice that, in general, TH-TT dihedral angle distributions,

in both crystal and amorphous phases of PBTTT, are broader

than the corresponding TH-TH dihedral angle distributions.

This is due to the absence of side chains that induces a greater

conformational freedom for the TT rings in agreement with

the reduced S values.

The stability of the side chains influences the stability of

the orientation of the TH rings and could also be quantified by

calculating the dynamic order parameter S (Eq. 4) taking û as

the vector along the carbon-carbon bonds of the side chains.

Fig.4 reports the values of S for all the bonds indexed starting

from the one between the carbon atom of the ring and the first

carbon atom of the alkyl chain depicted in blue.

For each system S values tend to decrease with increasing

distance from the ring: away from the ring, the side chains

experience a greater conformational freedom. All the S values

of PBTTT are greater than those of P3HT because the side

Fig. 5 Distribution of π −π stacking distance d010 in crystal

systems.

chains are stabilized by the interdigitation that reduce the mo-

bility of the C-C bond even at large distances from the back-

bone. This is evident by comparing Fig.2a and Fig.2c: the

interdigitation of PBTTT side chains generates stable and or-

dered conformations compared with those of P3HT that are

more disordered due the absence of interdigitation. Interest-

ingly, the S value does not substantially change in going from

crystal to amorphous P3HT. On the contrary, in the amorphous

phase of PBTTT, S values display an evident reduction spe-

cially far from the backbone showing an increase in the mo-

bility of the side chains. This phenomenon is probably due

to the reduced side chain density of PBTTT with respect to

that of P3HT10, thus allowing the presence of increased free

space in the PBTTT amorphous phase, that, in turn, allows an

increased side chain mobility.

Finally the mobility of the side chains influences the fluc-

tuations of the π −π stacking distance in crystal phase, d010,

defined as the distance between the centers of mass of the two

closest rings belonging to different polymer chains, projected

on the 010-direction. The distribution of d010 is reported in

Fig.5: although P3HT displays a smaller average π −π stack-

ing distance (3.77 Å) than PBTTT (4.46 Å), the corresponding

distribution is much broader in P3HT. This is probably due to

the greater mobility of the side chains that causes a high fluc-

tuation in the distance between two adjacent polymers thus

affecting charge transport. Notably, the average π −π stack-

ing distance in P3HT is comparable with the experimental

value measured by combining X-ray diffraction and solid-state

NMR37 (3.90 Å), thus confirming the validity of our compu-

tational model.
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3.2 Charge Transport simulations

In this section we show how the conformational order de-

scribed through MD simulations influence the charge trans-

port properties of the four simulated systems. The calculated

Marcus hopping rates were used to solve the master equation

for a charge carrier drift-diffusion in an applied electric field

and to calculate the hole mobility for these systems.

3.2.1 Calculation of the reorganization energy λ

3.2.1.1 Influence of the side chains.The calculation of the

reorganization energy is the most demanding computational

effort among the quantities in Eq.1. It requires two DFT ge-

ometry optimizations (neutral and charged molecule) whose

convergence is affected by the number of degrees of freedom

owned by the polymeric chains. In particular, the presence

of the alkyl side chains represents the main issue to the con-

vergence since the optimization algorithm has to explore the

large conformational space often corresponding to geometric

configurations with similar energy values and thus glowing the

convergence. Here we demonstrate that it is possible to ne-

glect the side chains in the calculation of λ replacing them

with hydrogen atoms thus considering only the backbones of

the polymers. Indeed under, this approximation, we obtained

values of λ close to those obtained in the case of complete

polymeric systems.

We have thus calculated λ for short model systems con-

sisting of a chain of P3HT with 6 monomers and a chain of

PBTTT with 2 monomers in four different ways: 1) optimiza-

tion of polymer backbones (side chains replaced by H atoms)

at the B3LYP/6-311G(d,p) level (λ1); 2) optimization of full

P3HT and PBTTT systems with ONIOM calculations35 con-

sidering the backbones at the B3LYP/6-311G(d,p) level (high

layer) and the side chains at the LDA/3-21G level (low layer)

(λ2); 3) using the full geometries obtained in 2) and calculat-

ing λ at the B3LYP/6-311G(d,p) level (λ3); 4) using only the

backbones geometries obtained in 2) (side chains replaced by

H atoms) and calculating λ at the B3LYP/6-311G(d,p) level

(λ4). All these results are reported in Tab 3.

The difference among the calculated values is negligible in

both P3HT and PBTTT. The comparison between λ calculated

for the same optimized geometry with (λ3) or without (λ4) the

side chains shows that the influence of their electronic struc-

ture has only a slight effect on λ (difference of 0.014 eV for

P3HT and 0.002 eV for PBTTT). This is also confirmed by

comparing λ calculated on the same geometry at the QM/QM’

(λ2) and at the full QM (λ3) levels showing again a negligible

influence of the electronic structure of the side chains (differ-

ence of 0.005 eV for P3HT and 0.001 eV for PBTTT). Fi-

nally, the comparison between λ calculated for the backbone

optimized without (λ1) or with the side chains (λ4) displays

that the impact of the structural modifications induced by the

Table 3 Calculation of the reorganization energy λ (eV) using four

different strategies: 1) optimization of backbones at the

B3LYP/6-311g(d,p) level (λ1), 2) optimization of full P3HT and

PBTTT with ONIOM calculations considering the backbones at the

B3LYP/6-311g(d,p) level (high layer) and the side chains at the

LDA/3-21g level (low layer) (λ2), 3) using the full geometries

obtained in 2) and calculating λ at the B3LYP/6-311g(d,p) level

(λ3), 4) using only the backbones geometries obtained in 2) and

calculating λ at the B3LYP/6-311g(d,p) level (λ4).

System Model λ

P3HT λ1 0.262

λ2 0.281

λ3 0.276

λ4 0.262

PBTTT λ1 0.241

λ2 0.261

λ3 0.260

λ4 0.258

presence of the side chains on the calculation of λ is trifling

(differences below 0.001 eV for P3HT and of 0.017 eV for

PBTTT). Moreover, in all these models we consistently find

that λP3HT > λPBT T T , thus confirming the validity of our cal-

culations. Taking into account these results we can assess

that is possible to safely calculate the reorganization energy

of these molecules excluding the side chains and thus saving

computational time.

3.2.1.2 Influence of the number of monomers.We also in-

vestigated the dependence of λ on the number of monomers in

P3HT and PBTTT chains. We calculated λ at the B3LYP/6-

311G(d,p) level for P3HT backbones (model 1 in the previous

paragraph) with 2, 4, 6, 12 and 18 monomers and for PBTTT

backbones with 1, 2, 3, 4 and 6 monomers. Fig.6 shows the

dependence of λ on the number of conjugated rings in the

simulated systems (in PBTTT there are three rings for each

monomer). It is clear that λ tends to converge with increas-

ing number of rings: the number of monomers of the P3HT

and PBTTT models used in our simulation (18 for P3HT and

6 for PBTTT) is a reasonable compromise in order to simulate

a system with a λ resembling that of real polymeric chains

with a greater number of monomers (more than 100) used in

OTFT fabrication1–6. Again we always consistently find that

λP3HT > λPBT T T .

3.2.1.3 Reorganization energy.For the longest polymers

investigated within this study (P3HT with 18 monomers and

PBTTT with 6 monomers) we have λP3HT = 0.099 eV and

λPBT T T = 0.085 eV still using model 1. These values are very

similar suggesting that the geometry relaxation that occurs

during the charge hopping process is similar for the two poly-
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Fig. 7 Distributions of a) site energies, b) electronic coupling and c) hole mobility.

Fig. 6 Dependance of λ on the number of rings in P3HT and

PBTTT backbones.

mers, thus the difference in the hole mobility experimentally

found is caused essentially by the diversity in the morphology

and order properties of the polymeric films, as described by

the results of our MD study.

3.2.2 Site energy, electronic coupling and hole mobility

Fig.7a reports the distributions of the site energies, the dif-

ferences between the energies of the system when the se-

lected molecule is in its charged or neutral state excluding

the constant internal contribution related to the gas-phase ion-

ization potential. This quantity enters in the expression of

Marcus charge hopping rates (Eq. 1) in the exponential as

∆Ei j = Ei −E j. Indeed the rates do not depend on a single

energy value but on the energy differences between two sites.

This implies that the distribution of ωi j does not depend on

the mean value of the site energies distribution but rather on

its width also referred as energetic disorder28. A broad distri-

bution favors low ωi j values while a peaked distribution gener-

ates high ωi j thus improving the charge carrier mobility. Fol-

lowing the Gaussian Disorder Model,38 it is possible to fit the

site energy distribution with a Gaussian39 function

f (E) =
1√

2πσ
exp

[

−1

2

(

E −〈E〉
σ

)2
]

(5)

where σ is the energetic disorder. In the crystal phase both

PBTTT and P3HT distributions are centered around 〈E〉 ≈
−0.58 eV. However, PBTTT has a lower σ (22 meV) than

P3HT (137 meV). The greater energetic disorder in P3HT is

certainly related to the greater disorder already discussed and

highlighted from MD results. In particular, the lower values of

the nematic and dynamic order parameter imply a lower order

and stability of P3HT chains, thus generating an energetic dis-

order that lowers the hole hopping rates hindering the overall

charge carrier transport. On the contrary, PBTTT order prop-

erties lead to a low energetic disorder as pointed out by the

narrow site energy distribution.

In the amorphous system the site energy distributions are

centered around 〈E〉 ≈ −0.08 eV. In this case the energetic

disorder is higher in PBTTT (363 meV) than in P3HT (103

meV). This is probably caused by the higher mobility of the

TT rings as highlighted by the MD simulations (low S value

and broad distribution of TH-TT dihedral angle).

Fig.7b shows the distributions of the electronic couplings

for the four systems. A high electronic coupling leads to a

high charge hopping rate. Crystal systems display a larger

probability of high Ji j values than the amorphous ones: the

presence of ordered and stable π − π stacking typical of the

crystal phase, described in the MD trajectories, favors the op-

timal overlap between orbitals enhancing the electronic cou-

plings and charge transport. In the amorphous phase the low

order and the poor presence of π −π stacking generate low Ji j

values. Moreover, the PBTTT crystal phase displays greater

Ji j values than the P3HT crystal phase, in agreement with the
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System µmax µexp Reference

P3HT crystal 10−2 10−1 8

PBTTT crystal 1 1 9

P3HT amorphous 10−4 < 10−3 40

PBTTT amorphous 10−5 < 10−3 40

Table 4 Order of magnitude of the most probable values of the

charge carrier mobility µmax (cm2V−1s−1) for the four simulated

systems calculated with an external electric field of 104 V/m applied

in the π −π stacking direction and experimental measurements µexp

(cm2V−1s−1).

higher nematic order reached by the PBTTT rings.

Finally, the charge hopping rates are used to solve the mas-

ter equation for a charge carrier drift-diffusion in an applied

electric field of 104 V/m in the transport direction (the π −π
stacking direction) and to calculate the charge carrier mobil-

ity. Fig.7c displays the distributions of the calculated mobili-

ties for the four systems. The order of magnitude of the most

probable values of the mobility (µmax) are reported in Tab.4

along with the experimental measurements (µexp). The results

are in agreement with the previously described site energy and

electronic coupling distributions and with the order properties

derived from the MD simulations: crystal phase systems dis-

play a greater µmax than the amorphous ones due to the greater

order. PBTTT in crystal phase shows a higher hole mobility

than P3HT in crystal phase in line with the higher nematic and

π−π stacking order and stability. Finally, in amorphous phase

PBTTT displays a lower hole mobility than P3HT due to the

enhanced fluctuations of TT rings. As shown, these geometri-

cal differences among the four systems are caused by the side

chains of the polymers that strongly influence their properties

of order and stability. The side chains do not directly take part

in the charge transfer process, as demonstrated by the calcu-

lation of the reorganization energy, but strongly influence the

morphology of the systems indirectly affecting the distribu-

tions of the site energies and the electronic couplings and thus

the values of the hole mobility.

Finally, the results approximatively match the experimental

measurements: in all cases except for P3HT in crystal phase

µmax is compatible with µexp. For P3HT in the crystal phase

there is a difference of one order of magnitude in µmax but the

distribution of µ is broad and includes µexp with high prob-

ability. Note that µexp in the amorphous phase strongly de-

pends on the fabrication conditions and the reported value of

10−3 cm2V−1s−1 is the maximum value measured for these

systems40. In this respect the calculated values are consistent

with those provided by the experiments. These results confirm

the reliability of the methods and approximations used.

4 Conclusions

We investigated how the differences in morphology and or-

der among amorphous and crystalline P3HT and PBTTT af-

fect the charge transport properties in these polymeric mate-

rials. Combining MD and charge transport simulations using

the Marcus theory, we found that crystalline systems display

a higher degree of nematic order than amorphous ones, thus

influencing the π − π stacking, the overlap between the or-

bitals of two adjacent polymeric chains and thus their elec-

tronic couplings. The reduction of the electronic couplings in

amorphous systems leads to a low hole mobility. In crystal

phase PBTTT displays a larger charge carrier mobility than

P3HT: this is due to the greater stability of PBTTT backbones

and side chains. The presence of the interdigitation of the side

chains in PBTTT reduces their movements leading to reduced

fluctuations of the conjugated rings and a sharper distribution

of the dihedral angle between two consecutive rings and of the

π − π stacking distance. This generates a reduced energetic

disorder and larger transport integrals resulting in a higher

charge carrier mobility for PBTTT than for P3HT. Conversely,

in the amorphous phase the absence of side chains attached

to the thienothiophenes in PBTTT increases their fluctuations

and the energetic disorder reducing the hole mobility.

The calculated mobilities are consistent with the experi-

mental measurements confirming the validity of the models

and approximations used. In particular, it is possible to ne-

glect the side chains in the calculation of the reorganization

energy without affecting the quality of the results and thus sav-

ing computational time. Moreover, this confirms that the side

chains have a role only in shaping the morphological order

of the systems but do not directly enter in the charge transfer

process.
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Molecular Dynamics simulations and DFT calculations are combined via  

Marcus Theory to yield an estimate of charge carrier mobilities in the crystalline 

and amorphous phases of P3HT and PBTTT organic polymers. 
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