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Blurring human-machine distinctions
Anthropomorphic appearance in social robots as a threat to human distinctiveness
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Abstract The present research aims at gaining a better in-
sight on the psychological barriers to the introduction of so-
cial robots in society at large. Based on social psychologi-
cal research on intergroup distinctiveness, we suggested that
concerns toward this technology are related to how we de-
fine and defend our human identity. A threat to distinctive-
ness hypothesis was advanced. We predicted that too much
perceived similarity between social robots and humans trig-
gers concerns about the negative impact of this technology
on humans, as a group, and their identity more generally
because similarity blurs category boundaries, undermining
human uniqueness. Focusing on the appearance of robots,
in two studies we tested the validity of this hypothesis. In
both studies, participants were presented with pictures of
three types of robots that differed in their anthropomorphic
appearance varying from no resemblance to humans (me-
chanical robots), to some body shape resemblance (biped
humanoids) to a perfect copy of human body (androids).
Androids raised the highest concerns for the potential dam-
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age to humans, followed by humanoids and then mechanical
robots. In Study 1, we further demonstrated that robot an-
thropomorphic appearance (and not the attribution of mind
and human nature) was responsible for the perceived dam-
age that the robot could cause. In Study 2, we gained a
clearer insight in the processes underlying this effect by show-
ing that androids were also judged as most threatening to the
human-robot distinction and that this perception was respon-
sible for the higher perceived damage to humans. Implica-
tions of these findings for social robotics are discussed.

Keywords social acceptance of social robots · threat to
human distinctiveness · uncanny valley · robot anthropo-
morphic appearance · androids

1 Introduction

Technological changes bring innovation but also fears and
concerns. From the mechanical innovations in the 19th cen-
tury to the introduction of computers in the 80s, enthusi-
asm toward a new technology coincides with suspicion and
worries about its possible negative social impact. A similar
combination of excitement and concern surrounds the intro-
duction of social robots in today’s world. Social robots are
designed to interact and communicate with people [1,2] and
they vary in terms of capacities and appearance from vir-
tual to humanlike. A recent 2012 Eurobarometer [3] survey
into public attitudes toward robots showed that not every-
one is unconditionally positively disposed towards this rel-
atively new technology. Whereas the majority (70%) of re-
spondents reported positive attitudes towards robots, many
respondents wished to restrict the domains of life where
these robots would be used. For example, more than 60%
of respondents indicated that it would be inappropriate to
utilize these robots to assist in the care and monitoring of
the elderly, children and disabled people.
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A more fine-grained analysis suggests that the introduction
of social robots leads to questions about human essence and
what makes us unique as human beings. For instance, Kamide,
Mae, Kawabe, Shigemi, and Arai [4] analyzed the spon-
taneous comments of 900 Japanese respondents following
exposure to a series of videos showing humanoids and an-
droids in everyday life situations. Many comments referred
to the fear that these robots would be used for evil and that
their presence would threaten human relations, human iden-
tity and humanity more generally. Based on these interviews
and further quantitative studies, Kamide et al. [4] suggested
that, when evaluating social robots, it is important to be
mindful of the public’s fear that robots endanger humanity
and alter human identity (factor named “Repulsion” in the
Kamide et al. [4] scale).
Why do people fear that the introduction of social robots will
have such a negative impact on humans and their identity?
Answering this question would enable us to understand the
reasons for resistance to this technological innovation. This
would be important because the widespread use of social
robots in society at large is only possible when psycholog-
ical barriers to the introduction of robots in our lives have
been removed.
While fear responses can easily be discarded as irrational
or caused by people’s resistance to change, we argue that
social robots pose a specific threat to people. Specifically,
social robots, because they are designed to resemble human
beings, might threaten the distinctiveness of the human cat-
egory. According to this threat to distinctiveness hypothesis,
too much perceived similarity between social robots and hu-
mans triggers concerns because similarity blurs the bound-
aries between humans and machines and this is perceived as
damaging humans, as a group, and as altering the human
identity. In two studies we put this hypothesis to the test
by focusing on robots’ anthropomorphic appearance (i.e.,
the extent to which the robot resembles a human body).
In elaborating our predictions, we draw on social robotics’
work examining the consequences of robots human-likeness
and on social psychological research examining the effect of
threat to distinctiveness on intergroup relations. Both lines
of research will be reviewed in the next paragraphs.

2 Related work

The threat to distinctiveness hypothesis resembles Uncanny
Valley theorizing in that it addresses the question why a
robot’s anthropomorphic appearance may be threatening. In
its original version, the uncanny valley theory [5,6] suggests
a non-linear relation between a robot’s anthropomorphic ap-
pearance and its acceptance by humans: human-likeness in-
creases robot familiarity up to a certain point after which
further increases in robot human-likeness provoke uneasi-
ness and repulsion in people. According to Ramey [7], the

uncanny feeling is both a cognitive and an affective phe-
nomenon. He suggested that the uncanny feeling evoked by
humanlike robots is related to the challenge that these robots
pose to the categorical distinction between human and non-
humans. For instance, once robots have a human look (e.g.,
androids), human uniqueness in appearance is undermined.
This approach has also been extended to other human char-
acteristics and behavior. For instance, Kaplan [8] suggested
that we are afraid of these new machines as they challenge
(what we think to be) human uniqueness, forcing us to re-
define ourselves and humanness in general. To illustrate the
argument, he states that once robots can play chess, the game
is no longer thought of as a typically human skill. MacDor-
man, Vadusevan, and Ho [9] take this reasoning one step
further and ask what would happen to our sense of human
specialness, if it is possible to create perfect human replicas.
For Ramey [7], Kaplan [8] and MacDorman et al. [9], fears
and concerns about robots are related to how humans define
and defend their identity as human beings. Similarly to the
threat to distinctiveness hypothesis that we advance in the
present research, these authors argue that ‘too much simi-
larity of robots to humans’ gives rise to fears that this new
technology will impact negatively on humans as a group.
Note however that despite the fact that there are now a num-
ber of studies that have tested uncanny valley theory pre-
dictions (e.g., [10,11]), to our knowledge, only MacDorman
and Entezari [12] have empirically examined processes re-
lated to human-robot distinctiveness. Focusing on the role of
individual differences, in a recent correlational study involv-
ing a US sample, they found that the extent to which partici-
pants conceived of robots and humans as mutually exclusive
categories predicted higher feeling of eeriness and lower
warmth toward androids. Although the MacDorman and En-
tezari study underlines the importance of human-robot dis-
tinctiveness in the emotional reactions toward robots with
a high anthropomorphic appearance, it is worth noting that
this study does not provide a direct empirical test of the
threat of distinctiveness hypothesis advanced in the present
research because robot and human likeness was not manip-
ulated. In addition, and more importantly, these researchers
examined the participants’ uncanny feelings toward androids.
It remains to be seen whether (as examined in the present re-
search) the relationship between robot-human likeness and
uncanny feelings map onto concerns about the potential dam-
age to humans and to their identity when robots are intro-
duced into society.
Answering this question is important to understand reasons
of societal resistance toward the use and the development
of this technology. To do so, we engage with a large body
of social psychological work examining the effect of threat
to distinctiveness on intergroup relations. Focusing on hu-
man groups, studies inspired by the Social Identity Theory
[13] have repeatedly shown that people are motivated to see
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the social groups they belong to as distinct and different
from other groups [13,14]. By understanding how their own
group is different from other groups, group members bet-
ter understand what makes their group unique (the so called
“reflective distinctiveness hypothesis”, [15,16]). Concerns
arise then when there is too much similarity between their
own group and another group. Too much intergroup similar-
ity is threatening because it undermines the clarity of inter-
group boundaries and challenges that what makes their own
group distinctive. One way to cope with this threat is to re-
store intergroup distinctiveness by differentiating their own
group positively from the outgroup (the so called “reactive
distinctiveness hypothesis”, see [15,16]).
We propose that similar processes are at play in relations be-
tween humans and robots. As social psychological research
on folk conceptions of humanness has shown [17,18], robots
represent a relevant comparison group for humans. There-
fore, people tend to spontaneously compare humans with
machines to identify core human characteristics. Robots that
are able to take on roles typically enacted by humans might
thus represent a challenge to the human-machine distinction
and therefore their introduction in society is met with greater
resistance. Along these lines, in a recent survey investigat-
ing hopes and fears toward social robots, Enz, Diruf, Spiel-
hagen, Zoll, and Vargas [19] found that negative attitudes
were expressed by respondents who read hypothetical sce-
narios in which robots were described to have rights equal
to humans (i.e., citizenship) or took on roles such as school
teacher (e.g., grading the tests of pupils). It remains to be
examined whether robots human-like appearance might also
represent a challenge to human-machine distinctions.
The threat to distinctiveness hypothesis (and the “reactive
distinctiveness hypothesis” in particular, see [15,16]) con-
tributes to a better understanding of why people fear the
impact of social robots on human identity and allows us to
identify the type of robots that should be most threatening to
humans. More specifically, concerns over intergroup distinc-
tiveness would lead us to predict that robots with an highly
anthropomorphic appearance — that is those robots that, be-
cause of their physical appearance, can be confused with hu-
mans — would be the most threatening.
In contrast to industrial mechanical agents, social robots are
designed to have a humanlike appearance as this facilitates
the use in human-robot interactions of modalities typical
of human-human interaction [20,21,22]. Typical exemplars
of social robots are humanoids such as ASIMO of Honda,
HRP-4 of Kawada Industries, NAO of Aldebaran Robotics.
However, while humanoids are still quite distinct from hu-
mans in terms of physical appearance, as they still have also
a mechanical aspect, the same cannot be said of androids
whose appearance is designed to be a perfect copy of a hu-
man body. Examples of androids are the series of Gemi-
noids (HI-1, HI-2, HI-4, DK, F) created by ATR and Os-

aka University, Philip K Dick and Jules androids of Hanson
Robotics, and the FACE robot developed by the FACE Lab
of the University of Pisa. Therefore and in line with the dis-
tinctiveness threat hypotheses, we expect that for humans,
the thought that androids would become part of our every-
day life should be perceived as a threat to human identity
because this should be perceived as undermining the dis-
tinction between humans and mechanical agents.
There is another reason why highly anthropomorphic robots
as androids should be perceived as threatening than humanoids.
Because of the human-like appearance of anthropomorphic
robots and the inability to distinguish them from real hu-
mans, such robots could pass themselves off as humans.
In other words, they would be able to interact in a human
world without being detected and without being recognized
for what they really are — and thus they would be impos-
tors. We define impostors in line with a definition put for-
ward by Hornsey and Jetten [23]. An impostor is an in-
dividual who publicly claims a group identity (i.e., being
vegetarian, being gay, etc.), even if he/she fails to meet all
or part of the criteria for group membership (e.g., not eat-
ing meat, not having heterosexual relationships). An impos-
tor is thus not a genuine group member, but one who tries
to pass as if he/she were, hiding his/her true nature. Jet-
ten, Summerville, Hornsey, and Mewse [24] noted that im-
postors typically receive very harsh reactions once discov-
ered, especially by members of the group in which they tres-
passed, as they are perceived as damaging the identity of
the group they pretend to be part of [25] and because they
blur the boundaries between groups [24,25]. For instance,
Warner and colleagues [25] showed that a straight person
claiming to be gay was judged by homosexual participants
as blurring the boundaries between groups, boundaries that
are important for group members as they contribute to self-
definition. Even though robots with a highly anthropomor-
phic appearance may not autonomously decide to pass as a
human being, their threat lies in the fact that they have the
capability to dilute human identity: it increases the number
of those that can appear or act as humans but at the same
time it waters down the essence of what means to be human
[26].

3 Overview of the research and hypotheses

Given the economic investment in the development of so-
cial robots and the likelihood that social robots will increas-
ingly become part of everyday life, it is important to under-
stand the reasons why people fear and resist this develop-
ment. Several lines of work (reviewed above) suggest that
too much similarity between robots and humans threatens
the uniqueness of the human category. We predicted that
androids (i.e., robots high in anthropomorphic appearance)
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in particular should be perceived to threaten intergroup dis-
tinctiveness (because they can pass themselves off as hu-
mans) are perceived to undermine intergroup boundaries and
threaten human identity.
We conducted two studies to test these hypotheses. In both
studies (using a between-subjects design in Study 1 and a
within-subjects design in Study 2) we presented participants
with pictures of three types of robots that differed in their
anthropomorphic appearance, varying from no resemblance
to humans (mechanical robots), to some body shape resem-
blance (biped humanoids) to a perfect copy of human ap-
pearance (androids). After exposure, we measured the dam-
age that these robots are perceived to cause to humans as a
group. We predicted that the perceived damage to humans
and their identity would be the highest for androids and the
lowest for mechanical robots, with damage perceptions for
humanoids in between these two conditions (H1). In addi-
tion, in Study 1 we also examined attribution of human qual-
ities and a mind, and predicted, in line with previous findings
[27], that mind attribution would be related to the anthropo-
morphic appearance of the robots, hence to be highest for the
android, followed by the humanoid and lowest for mechan-
ical robots. Importantly we expected that robot anthropo-
morphic appearance, as it elicits a threat to distinctiveness,
would be responsible for the perceived potential damage of
the robot to human essence and identity (H2).
In Study 2, we aimed to provide a more direct test of the
threat to distinctiveness hypothesis asking participants to re-
port to what extent androids, humanoids and mechanical
robots were perceived as undermining the human-machine
distinction (distinctiveness threat), and their perceived po-
tential damage to humans and human identity. We expected
that the perception of undermining human-machine distinc-
tiveness would be highest for the androids and lowest for
mechanical robots with treat perceptions for humanoids falling
in between these two conditions (H3). Following the threat
to distinctiveness account, we predicted that anthropomor-
phic appearance would elicit the perception that human dis-
tinctiveness is undermined (H4a), and this in turn would be
responsible for the perception of potential damage to hu-
mans and human identity when robots enter into society
(H4b).

4 Study 1

4.1 Method

4.1.1 Participants

A total of 182 participants completed all main dependent
variables. Participants (N = 182, 91 women, 89 men, 2 miss-
ing values) were aged between 19 and 63 years (Mage =

27.70, SD = 6.36) and 64% of them reported to have a uni-
versity degree.

4.1.2 Material: Photos of Robots

In total 18 photos were used to depict 3 mechanical, 3 hu-
manoid, and 3 android robots each with 2 photos (300 pixel
width, 400 pixel height). The three mechanical robots were
the four legged explorer robot of Toshiba used at the Fukushima
Daiichi nuclear implant1, the Modular Snake robot devel-
oped by the Robotics Institute at Carnagie Mellon Univer-
sity called Uncle Sam2, and the Nomad Heavy Duty Wheeled
Robot of CrustCrawler Robotics3. The three humanoid robots
were the HRP-4 developed by AIST and Kawasaky Heavy
Industries4, the expressive robot Kobian of Waseda Univer-
sity5, and the advanced musculoskeletal humanoid robot Ko-
jiro created at the JSK Laboratory at the University of Tokyo6

. The 3 android robots were the Philip K Dick and Jules
robots of Hanson Robotics7, the Geminoid DK robots de-
veloped by Kokoro for the Aalborg University in Northern
Denmark8.
The two photos of the mechanical robots depicted the robots
from two different points of view. For all androids and hu-
manoid robots, one photo depicted the face of the robot and
the other the whole body or the upper part of the body (Jules
and Geminoid DK). The most of the pictures were taken
from websites of the laboratories that developed the robots,
(see footnotes for a complete list). Information on the lab
and/or industry that designed the robots was removed from

1 http://kmjeepics.blogspot.it/2012/11/

toshiba-four-legged-fukushima-robot.html Retrieved
on 25 November 2013;
http://cdn.phys.org/newman/gfx/news/2012/

toshibashows.jpg Retrieved on 25th November 2013;
2 http://biorobotics.ri.cmu.edu/media/images/

fullscreen/snake7.jpg Retrieved on 25 November 2013;
ttp://biorobotics.ri.cmu.edu/media/images/

fullscreen/snake5.jpg Retrieved on 25th November 2013;
3 http://crustcrawler.com/products/Nomad/index.php

Retrieved on 25th November 2013
4 http://www.aist.go.jp/aist\_e/latest_research/

2010/20101108/20101108.html; AIST: National Institute of
Advanced Industrial Science and Technology (of Japan) Retrieved on
25th November 2013

5 http://www.takanishi.mech.waseda.ac.jp/top/

research/kobian/KOBIAN-R/img/face_movie.jpg;
http://www.takanishi.mech.waseda.ac.jp/top/research/

kobian/KOBIAN-R/img/2009_neutral.JPG Retrieved on 25th
November 2013

6 http://h2t-projects.webarchiv.kit.edu/asfour/

Workshop-Humanoids2012/kojiro_small.jpg Retrieved on 25
November 2013;
http://spectrum.ieee.org/image/1534921 Retrieved on 25
November 2013

7 http://www.hansonrobotics.com/robot/jules/ Re-
trieved on 25th November 2013

8 http://androidegeminoid.blogspot.it/ Retrieved on 25
November 2013;
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the photos.
We conducted a pilot study (N = 24, 13 women, 10 men, 1
missing value; Mage = 27.09,SD = 2.31) to check that the
androids, humanoids and mechanical robots we had cho-
sen differed in terms of anthropomorphic appearance. Par-
ticipants were presented with all 18 photos (two for each
robot) and were asked “how much does this robot remind
you of a human being’s figure?” (responses were recorded
on a 7-point scale ranging from 1 “not at all” to 7 “very
much”). Subsequently participants were asked to categorize
the robots into one of three groups. They were asked to se-
lect Group 1 if, in their view, the robot had no or only min-
imal similarity to humans, Group 2 if the robot was some-
what similar to humans, and Group 3 if the robot was highly
similar to humans.
The results of the pilot study are reported in Table 1. We
found that mechanical robots were assigned more frequently
to the group of robots with minimal or no similarity to hu-
man beings (Group 1), humanoid robots to the group of
robots that present only some similarity with humans (Group
2), and android robots that are highly similar to humans
(Group 3). To further explore these findings, we calculated
a mean categorization score for the three groups of robots
and submitted this to a one-way repeated measures ANOVA
(robot: mechanical vs. humanoid vs. android). Least Signif-
icant Difference (LSD) was used as post-hoc comparison
test. Mauchly’s test revealed that the assumption of spheric-
ity was violated, χ2(2) = 17.711, p< .001, and we therefore
corrected the degrees of freedom (DoF) using Greenhouse-
Geisser estimates of sphericity (ε = .64). A significant main
effect was found, F(1.29,29.62) = 299.95, p < .001, show-
ing that androids (M = 6.51,SD = .57) were perceived as
most similar to humans, followed by humanoids (M = 3.76,SD=

1.39), and then by mechanical robots (M = 1.10,SD = .18),
all ps < .001.

4.1.3 Material: Human nature traits

Forty traits were used to measure Attribution of Human Na-
ture traits toward the robots. These traits were chosen on
the basis of a pilot study in which participants (N = 48, 32
females, 16 males; Mage = 24.83,SD = 3.8) were asked to
rate 71 traits on the two dimensions of Humanness identi-
fied by Haslam [17]. Specifically, questons were included to
assess human nature (“Is this feature typical of the Human
Nature, as it makes us human and therefore different from
machines”) as well as human uniqueness (“To what extent
each of the following characteristics is uniquely human, and
therefore is not present in other animal species?”). We also
assessed the valence of the trait (“Indicate for each trait to
what extent it is, in your opinion, positive or negative”), and
the appropriateness of the trait to describe a robot (“Would
you use this feature to describe a robot, its functions and be-

havior?”. From the 71 traits, we selected 20 traits high in
human nature and 20 traits low in human nature that were
equivalent in terms of valence, t(47) =−.425, p > .05, and
that did not differ in terms of uniquely humanness, t(25) =
−.337, p > .05. In addition, all selected items were judged
to be appropriate to describe robots (see table 2).

4.1.4 Procedure

Participants were contacted via-email and Facebook and in-
vited to participate to an on-line study assessing people’s
opinions of robots. Participants were informed that data col-
lection would be anonymous, that their responses would re-
main confidential and that they had the right to withdraw
from the study at any stage without penalty. Once consent
was obtained, participants were directed to a questionnaire
showing pictures of one robot. Robot anthropomorphic ap-
pearance was manipulated between-subjects (androids vs.
humanoids vs. mechanical robots). After viewing the pic-
tures, participants completed a questionnaire including, among
others, measures that are of interest to test the threat to dis-
tinctiveness hypothesis.

4.1.5 Dependent Variables

We relied on the work of Kamide et al. [4], and used items
of the Psychological Scale for General Impressions of Hu-
manoids (PSGIH), when relevant, to measure the constructs
under investigation. To our knowledge, the work of Kamide
et al. [4] represents the only attempt in the field of social
robotics to examine in a bottom-up way (i.e., starting with
interviews followed by questionnaire, etc.) the evaluation
of social robots on different dimensions. This wrok has re-
sulted in a set of items that can be used to quantify these
evaluations (see [28]).

4.1.6 Anthropomorphic and Robotic Appearance

An index of robot anthropomorphic appearance was cre-
ated by averaging responses to the following three items: “I
could easily mistake the robot for a real person”, “The robot
looks like a human”, “I think the robot looks too much like
a human” (α = .88). We created another index of Robotic
Appearance averaging the responses to the items: “I do not
get the impression that it is a robot at all when I look at it”
(reverse scaled), “The robot looks like a robot”, and “The
robot is like a robot in every way” (α = .85). In the origi-
nal PSGIH scale [4] (see also [28]) these items loaded on the
same factor (labeled “Humanness”). Given that our hypothe-
ses concern robot anthropomorphic appearance and not the
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Table 1 Results of pilot study on anthropomorphic appearance of robots used in study 1. Means of how much each robot reminds the figure of a
human being (second column), and the percentage with which it is associated to each group (third, fourth and fifth columns) are reported.

Type of robot M(SD)
Group 1 Minimal or no
similarity to humans

Group 2 Some Similarity
to Humans

Group 3 Very similar to
humans

PkD 6.79 (.51) - - 100%
Gemindoid DK 6.75 (.61) - - 100%
Jules 6.00 (.98) - 8.3% 91.7%
Kojiro 3.92 (1.56) 4.2% 95.8% -
HRP-4 3.74 (1.66) 8.3% 91.7% -
Kobian 3.67 (1.49) 4.2% 95.8% -
Toshiba fourlegged 1.21(.42) 95.8% 4.2% -
Nomad Heavy Robot 1.04 (.20) 100% - -
Uncle Sam 1.04 (.20) 100% - -

Table 2 Traits high and low in human nature

High Human Nature Low Human Nature

Aggressive Accurate in reasoning
Ambitious Active
Childish Analytic

Comfortable Cold
Conscientious Competent
Determined Conservative

Easily distractive Disinterested (no ulterior motives)
Friendly Do the things automatically

Frivolous (fatuous) Hard-hearted
Impatient Ignorant
Impulsive Unsophisticated (simple-minded)

Irresponsible (does not want to take responsibility) Passive
Judicious Rational

Not self-confident Refined mentality
Pleasant from an interpersonal perspective Reliable (of which you can be trusted)

Pleasant Repetitive
Rude Shallow

Sensible Skillful
Sympathetic Strict

Wary Unable to collaborate

robotic appearance (see also the result session), we kept these
set of items separate9.

4.1.7 Damage to Humans and to Human Identity

Four items were used to assess perceived damage of robot
on humans and their identity: “The robot seems to lessen
the value of human existence”, “I get the feeling that the
robot could damage relations between people”, “The robot
could easily be used for evil (to fool, to harm, etc.)” and
“I think the robot will soon control humans”. Responses to
these items were averaged to create an index of damage to
humans and to human identity (α = .78). In the original PS-
GIH scale, these items concerning the potential social dam-
age of robots loaded in the so-called “Repulsion - anxiety
toward the existence of robots” factor.

9 This factor also included an item assessing human qualities at-
tributed to robots. This item will not be considered further as it is not
relevant to assess support for the current hypotheses.

Responses for Anthropomorphic appearance, Robotic ap-
pearance and Damage to Humans were recorded on a 7-
point Likert Scale with values ranging from 1 = “strongly
disagree”, to 4 = “neither agree or disagree”, to 7 = “strongly
agree”.

4.1.8 Mind and Human Nature traits attribution

Participants were asked to what extent the robots seemed
like to have the following mind experience and mind agency
capacities: fear, pain, pleasure, joy (for mind experience)
and planning, emotion recognition, self-control, morality (for
mind agency). An example item is: “it seems like this robot
can feel pain”. These capacities were chosen on the basis
of a factor analysis by Gray, Gray and Wegner [29] con-
firming these items capture the two types of minds. An in-
dex of mind experience attribution (average of the items’
responses; α = .95), and another for mind agency (average
of the items’ responses; α = .71) were created. Responses
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were recorded on a 7 point Likert Scale ranging from 1 “not
at all” to 7 “completely”.
Participants were asked to what extent each of the twenty
traits high and the twenty traits low in human nature were
descriptive of the robot (To what extent does this feature de-
scribe the robot in the picture?). The order of presentation of
the traits was randomized for each participant. Participants
recorded their answers on a 7 point Likert Scale (1 not at all
to 7 very much). The responses to the 20 high human na-
ture (α = .89) and the 20 low human nature traits (α = .85)
were averaged to create an index of high human nature and
an index of low human nature robot attribution.
At the end of the questionnaires we asked participants to
indicate their age, sex, education, and the device they used
to respond to the questionnaire. Finally, participants were
presented with a debrief and an email address in case they
would like further information.

4.2 Results

Preliminary analysis including sex of the participants showed
that this variable influenced the results for the following de-
pendent variables: ratings of anthropomorphic appearance,
damage to humans and to human identity, mind agency and
high human nature traits attribution. These variables were
analyzed in a Robot (mechanical vs. humanoid vs. android)
× participants’ sex between subjects ANOVA. For all other
analyses, data were submitted to a one-way between sub-
jects ANOVAs (Robots: mechanical vs. humanoid vs. an-
droid), and Least Significant Difference (LSD) were used
as the post-hoc comparison test following up significant ef-
fects. The results for all dependent variables are presented
in table 310,11.

4.2.1 Anthropomorphic and Robotic Appearance

An ANOVA revealed an effect of Type of Robot on Anthro-
pomorphic Appearance, F(2,174) = 201.87, p < .001, indi-
cating that our manipulation was successful. Androids were

10 Part of these data were also used in Ferrari and Paladino (2014) —
a study that focused on validating the scale develoepd by Kamide and
colleagues in an Italian sample.

11 In Study 1, participants were also asked to record their highest
level of education to date (N = 3 ‘secondary school’, N = 60 ‘high
school’, N = 32 ‘bachelor degree’, N = 68 ‘master degree’, N = 16
‘Phd or superior degree’, and 3 missing). Exploratory analyses were
conducted exploring the role of educational level on the two main de-
pendent variables of Study 1: robot anthropomorphic appearance and
damage to humans. Specifically, in the ANOVAs, participants level of
education was included as a covariate or as a factor (recoded whereby 0
= high school degree or lower, N = 63; 1 = university degree or higher,
N = 116). No significant effects were obtained for level of education
and results for anthropomorphic appearance (all ps> .16) and for dam-
age to humans and their identity (all ps > .55) were unaffected by in-
clusion of education in the analysestext

judged as most similar to human beings (M = 4.91,SD =

1.34), followed by humanoids (M = 2.15,SD = 1.1) and
then by mechanical robots (M = 1.22,SD = .62), all com-
parisons, ps < .001.Interestingly, the type of robot × partic-
ipant sex interaction was significant, F(2,174) = 3.09, p =

.05, showing that male and female participants differed in
how they judged androids and humanoids appearance. An-
droids tended to be rated as more human-like by female
(M = 5.16,SD= 1.22) than male participants (M = 4.68,SD=

1.43), F(1,174) = 3.11, p = .08, whereas humanoids were
judged as slightly more human-like in appearance by male
(M = 2.38,SD= 1.13) than female participants (M = 1.92,SD=

1.01), F(1,174) = 2.83, p = .10. It is worth noting that both
effects were only marginally significant, and more impor-
tantly, that the interaction did not alter the success of our
manipulation. Indeed, when examining effects separately for
male and female participants, we found the Type of Robot
main effect both for female, F(2,88) = 126.16, p < .001,
and male participants, F(2,86)= 81.58, p< .001. Both male
and female participants judged androids as most human-
like, followed by humanoids, and then mechanical robots
(all mean comparisons ps < .02) The three types of robots
were also differently judged in terms of Robotic Appear-
ance, F(2,179) = 86.63, p < .001. Interestingly, in terms of
appearance, Humanoids (M = 6.23,SD = .91) were judged
as the most typical robots, followed by the mechanicals (M =

5.07,SD = 1.73) and finally by androids (M = 2.99,SD =

1.33), all ps < .001.
Taken together, these results show that androids were per-
ceived as the robots that resembled humans most and robots
least. Interestingly, humanoids were judged most robotic in
appearance suggesting that, in participants mind, this kind
of robots maps best onto the mental “robot” schema.

4.2.2 Damage to Humans and to Human Identity

Consistent with H1, perceived damage to humans and to
their identity differed by condition, as indicated by the type
of robot main effect, F(2,174) = 9.00, p < .001. Specifi-
cally, androids were judged as potentially more damaging
(M = 3.23,SD = 1.51) than humanoids (M = 2.62,SD =

1.32) and more damaging than mechanical robots (= 2.19,SD=

1.28), all ps< .01. Humanoids were perceived as marginally
significantly more damaging than mechanical robots, p =

.08. The main effect for participant sex was also significant,
F(1,174) = 5.68, p < .02, highlighting that females were
more concerned about robots (M = 2.91,SD = 1.54) than
males (M = 2.44,SD = 1.27).

4.2.3 Mind Attribution

We also found that mind attribution was influenced by type
of robot, F(2,177) = 10.45, p < .001. Mind experience was
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Table 3 Means of the androids, humanoids and mechanical robots for the different dependent variables of study 1

Type of Robot Anthropomorhic
Appearance

Robotic Appear-
ance

Damage to Hu-
mans and Their
Identity

Mind Experi-
ence Mind Agency High Human

Nature Traits

Mechanical 1.22a 5.07a 2.19a 1.35a 2.50a 2.15a

Humanoid 2.15b 6.23b 2.62a 1.80b 2.89ab 2.57b

Anddroid 4.91c 2.99c 3.23b 2.39c 3.17b 2.86b

Values in each column with different subscript are significantly different from each other at p < .05.

attributed most to androids (M = 2.39,SD = 1.58), followed
by humanoids (M = 1.80,SD = 1.22), and by mechanical
robots (M = 1.35,SD = .84), all comparisons were signifi-
cant, ps = .05.
For mind agency attribution, a main effect of type of robot,
F(2,174)= 4.47, p< .02 emerged. Mechanical robots (M =

2.50,SD = 1.16) were attributed less mind agency than an-
droids (M = 3.17,SD = 1.37), p < .005, and (albeit only
marginally significantly so) less mind agency than humanoids
(M = 2.89,SD = 1.24, p = .09). Androids and humanoids
were not significantly different from each other, p > .22.
However, this main effect was qualified by an interaction
between robots and participants sex, F(2,174) = 3.43, p <

.04. Separate one-way ANOVAs for male and female par-
ticipants showed that this tendency was only significant for
male participants, F(2,86) = 7.23, p < .002. Mind agency
characterized androids (M = 3.35,SD= 1.45) and humanoids
(M = 3.16,SD = 1.21, not significantly different from each
other p> .54), more so than mechanical robots (M = 2.21,SD=

1), all comparison with mechanical robots, ps < .005. In
contrast, for female participants, there were no differences
between conditions, F(2,88) = .64, p > .52.

4.2.4 Human nature traits attribution

Analysis of high human nature traits attribution revealed a
main effect of type of robot, F(2,174) = 9.09, p < .001.
Androids (M = 2.86,SD= .90) were judged to possess these
traits to a greater extent than mechanical robots (M = 2.15,SD=

.87), p < .01, and only marginally significant more so than
humanoids (M = 2.57,SD = .97), p = .08. Humanoids were
judged to possess high human nature traits to a greater extent
than mechanical robots, p < .02. There was also a marginal
significant effect of participant sex, F(1,174) = 3.59, p =

.06, showing the tendency for females (M = 2.40,SD = .92)
to attribute fewer high human nature traits to robots com-
pared to males (M = 2.66,SD = .98).
An ANOVA revealed no main effect of type of robots on low
human nature traits, F(2,177) = 2.20, p > .11.

4.2.5 Testing the role of anthropomorphic appearance on
perceived damage to humans and their identity: Mediation
analysis

The results suggested a linear pattern between the increase
of robots’ anthropomorphic appearance and the perceived
damage to humans and their identity. To further explore this
finding, we conducted additional analyses to verify whether
ratings of anthropomorphic appearance mediated the effect
of robots on perceived damage to humans and their iden-
tity (N = 182). All the analyses were conducted with INDI-
RECT, a macro for SPSS provided by Peacher and Hayes
[30].
We first regressed the potential mediator (anthropomorphic
appearance), and then the dependent variable ()damage to
humans and their identity), on our independent variable: type
of robot (coded as continuous variable, Mechanic = 0, Hu-
manoid = 1, and Android = 2; see [31,32,33] for similar
approach). In line with the previous analysis, these regres-
sions showed a significant effect both on anthropomorphic
appearance (b = 1.84,SE = .11, t(180) = 17.56, p < .001),
and damage to humans and their identity (b = .51,SE =

.12, t(180) = 4.12, p = .001). Subsequently, we regressed
damage to humans and their identity simultaneously on an-
thropomorphic appearance and type of robot, and found that
anthropomorphic appearance was positively associated with
the dependent variable (b= .39,SE = .08, t(180)= 4.63, p<
.001).
We tested the overall significance of mediation using the
bootstrap method recommended by Fritz and MacKinnon
[34]. For this analysis, the 95% confidence interval of the
indirect effect was obtained with 5000 bootstrap resamples.
We constructed bias-corrected confidence intervals around
the product coefficient of the indirect (mediated) effect using
the SPSS macro Preacher and Hayes [35] created. The prod-
uct coefficient is based on the size of the relationship be-
tween the independent variable and the mediator and the re-
lationship between the mediator and the dependent variable.
The indirect effect was .71, with a confidence interval rang-
ing from .32 to 1.2. Because the confidence interval does
not include zero, the indirect effect was significant. Finally,
the analyses indicated that the direct effect of robots on per-
ceived damage to humans and their identity did not reach
significance, when controlling for ratings of anthropomor-
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phic appearance (b = .20,SE = .19, t(180) = 1.04, p > .3)
— a pattern of results suggestive of full mediation.
Exploratory, we also investigated whether the attribution of
mind experience or the attribution of traits high in human
nature mediated the effect of type of robots on perceived
damage to humans and their identity. Consistent with the
ANOVA, mind experience and high human nature traits, were
significantly affected by type of robot, all ps > .001. How-
ever, when simultaneous regressing perceived damage to hu-
mans and their identity on type of robot and mind experi-
ence, this latter variable was not significant (p > .19) sug-
gesting that mind experience was not responsible for the ef-
fect of damage on type of robot. Likewise, there was no ev-
idence that attribution of traits high in human nature medi-
ated this relationship (p > .19).

4.3 Discussion

To sum up, consistent with H1 we found that androids -
whose appearance is modeled on that of a human body -
raised the highest concerns for the potential damage to hu-
mans and human identity, followed by humanoids and then
mechanical robots. Importantly, and consistent with H2, the
mediation analysis demonstrated that robot anthropomor-
phic appearance, and no other aspects on which the three
types of robots differed (i.e., the attribution of mind and hu-
man nature traits), was responsible for the perceived damage
that the robot could cause to humans and their identity. All
in all, these findings are consistent with the idea that worries
and concerns about the impact on human identity of highly
human-like social robots are related to the fact that these
robots look so similar to humans that they can be mistaken
to be one of us.

5 Study 2

The aim of Study 2 was twofold. We aimed to replicate
Study 1 findings and also sought to test the threat of distinc-
tiveness hypothesis more directly. To do this, in addition to
perceived anthropomorphic appearance and perceived dam-
age to humans and human identity, participants were also
asked to rate to what extent they perceived that androids, hu-
manoids and mechanical robots were undermining the cate-
gories distinction between machines and humans. Following
our threat to distinctiveness hypothesis, we expected a simi-
lar pattern of results on the perception of damage to humans
and their identity (H1) as on a blurring of human-machine
distinction measure (H3): androids should be perceived as
most likely to blur boundaries, followed by humanoids and
then mechanical robots. We also examined if anthropomor-
phic appearance elicits the threat to human distinctiveness,
operationalized as the perception that the human-machine

distinction is undermined (H4a), and whether distinctive-
ness threat is responsible for the perceived potential dam-
age of the robot to human essence and identity (H4b). These
hypotheses were tested in a within-subjects design.

5.1 Method

5.1.1 Participants

Fifty-one participants (49 females and 2 males) aged be-
tween 19 and 23 years (Mage = 20.2, SD = .67) completed
the questionnaire. Participants were all students of the De-
partment of Psychology and Cognitive Science of University
of Trento, and they received credits for their participation.

5.1.2 Material

Two pictures each (97 pixel for width x 130 pixel for height)
for 4 Mechanic, 4 Humanoid and 4 Android robots (a total
of 24 images) were used. The pictures were the same as used
in Study 1, with a few exceptions. In the mechanical robot
group, the photos of snake robot Uncle Sam were substituted
with those of WowWee’s Rovio12. In addition, we added the
pictures of the tracked robot “TP-600-270”13 developed by
SuperDroid Robots. For humanoids, instead of HRP-4, we
used photos of Wabian-2 of Waseda University14 , and those
of Tichno R of V-Stone15 . Finally for the android group, in
addition to the photos used in Study 1, we added two images
of FACE android developed by FACE Lab of University of
Pisa [36,37]. Similar to Study 1, for mechanical robots, each
photo depicted the robot from two different points of view,
whereas for humanoid and android robots, one photo de-
picted the face of the robot and the other the whole body or
the upper part of the body (Jules, Geminoid DK, and FACE).
Most pictures were selected from websites of the laborato-
ries that developed the robots, (see footnotes for a complete
list) with the exception of the photos of the FACE android.
These photos were made available by the FACE Lab. As in

12 http://blog.tmcnet.com/blog/tom-keating/gadgets/

rovio-wi-fi-voip-robotic-webcam.asp. Retrieved on 25
November 2013;

13 http://www.superdroidrobots.com/shop/item.aspx/

new-prebuilt-hd2-s-robot-with-5-axis-arm-and-cofdm-ocu-sold/

1279/. Retrieved on 25 November 2013;
http://www.superdroidrobots.com/product_info/UGV\

%20System\%20Design.pdf. Retrieved on 25 November 2013
14 http://www.takanishi.mech.waseda.ac.jp/top/

research/wabian/img/wabi_front2008.jpg Retrieved on
25 November 2013

15 http://www.sansokan.jp/robot/showroom/11.html Re-
trieved on 25 November 2013;
http://www.zimbio.com/pictures/p1UElotXSWW/Robot+

Venture+Companies+Hold+Joint+Press+Conference/

KF3TfpVxLcD/Vstone+Tichno Retrieved on 25 November 2013
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Study 1, information on the labs and/or industries that de-
veloped the robots were removed from the photos.

5.1.3 Procedure

Participants, in groups of maximum 10 people, completed
the online questionnaire in one of the university lab. Af-
ter reading and signing the informed consent, they were in-
vited by the experimenter to start the study. The study was
presented as an investigation of opinions toward different
kinds of robots. At the beginning participants were asked to
indicate their age, sex, education and occupation and then
they were asked to complete the Humanity Esteem Scale
[38]16 . Then, pictures of all robots were presented on a
single page, and participants were informed that all robots
were real robots, developed by different laboratories in the
world. In the following pages, participants were asked to
complete, among others, the scales on physical anthropo-
morphism, threat to human machines boundaries and dam-
age to humans and their identity (and other items that will
not be considered here) for androids, then for humanoids
and finally for mechanical robots (the order of robots presen-
tations and questions was randomized across participants).
All items were presented next to the photos of the robots so
that the pictures were always visible.

5.1.4 Dependent Variables

If not further specified responses were recorded on a 7-point
Likert scale, (1 = “strongly disagree”, 2 = “moderately dis-
agree”, 3 = “slightly disagree”, 4 = “neither agree or dis-
agree”, 5 = “slightly agree”, 6 = “moderately agree”, 7 =
“strongly agree”).

5.1.5 Anthropomorphic appearance

The same items as used in Study 1 were included. As before,
an index (average of the responses) for androids (α = .74),
humanoid (α = .60) and mechanical robots was calculated
for each participant. The Cronbachs alpha was not calcu-
lated for the mechanical robots because there was limited
variability in the responses.

5.1.6 Undermining human-machine distinctiveness

The following three items were used to assess this construct:
“This type of robot gives me the impression that the dif-
ferences between machines and humans have become in-
creasingly flimsy”, “Looking at this kind of robot I won-
der/ask myself what are the differences between robots and

16 Exploratory analysis indicated that Humanity Esteem did not mod-
erate any of the findings. For the sake of brevity, these results are there-
fore not presented

humans”, and “This type of robot blurs the boundaries be-
tween human beings and machines”17. These were adapted
from the study of Warner et al. [25]. A mean score was cal-
culated for this undermining human-machine distinctiveness
measure – for androids (α = .83) for humanoids (α = .62)
and for mechanical robots (α = .36).

5.1.7 Damage to humans and their identity

We used the same four items used in study 1. The mean
damage to humans and their identity score was calculated
for each participant separately for mechanical robots (α =

.59), humanoids (α = .72), and androids (α = .70).

5.2 Results

If not further specified, the data were analyzed in one-way
repeated measures ANOVAs (Robots: mechanical vs. hu-
manoid vs. android) and the Least Significant Difference
(LSD) was used as post-hoc comparison test. The results for
the dependent variables are described below and shown in
table 4.

5.2.1 Anthropomorphic appearance

Mauchly’s test revealed that the assumption of sphericity
was marginally violated, χ2(2) = 5.69, p = .058, therefore
DoF were corrected using Huynh-Feldt estimates of spheric-
ity (ε = .93). As in Study 1, the main effect was significant,
F(1.87,93.28) = 584.62, p < .001, showing that androids
were rated as physically most similar to human beings (M =

5.97,SD = 1), followed by humanoids (M = 2.03,SD = 1)
and then by mechanical robots (M = 1.07,SD = .29), all
ps < .001.

5.2.2 Undermining human-machine distinctiveness

Mauchly’s test revealed that sphericity was partially vio-
lated, χ2(2) = 5.9, p = .052, therefore we corrected DoF
using Huynh-Feldt estimates of sphericity (ε = .93). There
was a significant effect, F(1.86,92.95) = 90.4, p < .001,
showing that androids were perceived as the robots that blurred
the distinctiveness between human and machines to the great-
est extent (M = 4.47,SD = 1.61), followed by humanoids
(M = 2.72,SD = 1.26) and then by mechanical robots (M =

1.73,SD = .82), all ps < .001.

17 Initially there was a fourth item (“This type of robot highlights
that there are clear differences between humans and machines”) that
we excluded it to increase the reliability of undermining to human-
machine distinctiveness scale.
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Table 4 Means and Standard Deviation (in parenthesis) for the depen-
dent variables and the different kinds of robots of study 2.

Type of Robot Anthropomorhic
Appearance

Undermining
Human-
Machine
Distinctive-
ness

Damage to
Humans and
Their Identity

M(SD) M(SD) M(SD)
Mechanical 1.07 (.29) 1.73 (.82) 2.78 (1.09)
Humanoid 2.03 (1) 2.72 (1.26) 3.08 (1.27)
Anddroid 5.97 (1) 4.47 (1.61) 4.16 (1.28)

Values in each column are significantly different from each other at p < .015.

5.2.3 Damage to humans and their identity

Mauchly’s test was not significant, χ2(2) = .944, p > .24,
and sphericity not violated. Type of robot revealed a signifi-
cant effect, F(2,100) = 65.72, p < .001. As in Study 1, An-
droids (M = 4.16,SD = 1.28) were perceived as the robots
that were most likely to negatively affect humans, followed
by humanoids (M = 3.08,SD = 1.27) and by mechanical
robots (M = 2.78,SD = 1.09), all ps < .015.

5.2.4 Anthropomorphic appearance, undermining
human-machine distinctiveness, damage to humans and
their identity: Mediation analysis

The results suggest a linear pattern for the increase of robots’
anthropomorphic appearance, undermining human-machine
distinctiveness and perceived damage to humans and their
identity. Further analysis were conducted to test the role of
anthropomorphic appearance of the type of robots on under-
mining human-machine distinctiveness (H4a) and then the
possible mediation of undermining human-machine distinc-
tiveness on the relation between type of robots and dam-
age to humans and their identity (H4b). To this end, we
conducted two separate analyses following the approach of
causal steps [39,40,41]. Through this approach we observed
if the effect of kind of robot (factor) on the dependent vari-
able (first undermining human-machine distinctiveness and
then damage to humans and their identity), was reduced when
the mediator (first anthropomorphic appearance and then un-
dermining human-machine distinctiveness) was included into
the analysis/equation. A significant effect of the mediator is
suggestive of mediation. We analyzed the data using the Lin-
ear Mixed Model (LMMs) procedure in SPSS. If not further
specified we selected a first order autoregressive (AR1) co-
variance structure in our repeated measures analyses, which
assumes that residual errors within each subject are corre-
lated but independent across subjects. Intercepts and partic-
ipants were entered in the model as random effect.
We tested first the mediation of anthropomorphic appear-
ance on undermining human-machine distinctiveness. When
entered as a repeated measure fixed effect, in line with the

previous analysis (ANOVAs), we found that type of robot
significantly affected undermining human-machine distinc-
tiveness (dependent variable), F(2,73.78)= 79.004, p< .001,
and anthropomorphic appearance (proposed mediator), F(2,68.38)=
530.893, p < .001. In a further LMMs analysis, anthropo-
morphic appearance (covariate) was entered as repeated mea-
sure fixed effect and we found that it significantly affected
undermining human-machine distinctiveness, F(1,68.34) =
244.604, p < .001. Finally we entered simultaneously type
of robot (independent variable) and anthropomorphic ap-
pearance (covariate) as fixed effects. We found significant
effects for both anthropomorphic appearance, F(1,146.13)=
43.692, p< .001, and type of robot, F(2,89.98)= 4.581, p<
.05. However, it is worth noting that the influence of type of
robot was strongly reduced when we included anthropomor-
phic appearance in the equation confirming its role as me-
diator of the effect of type of robot on undermining human-
machine distinctiveness. This pattern of data suggests that
robots human-likeness directly increases the perception of
robot as a source of danger to humans and their identity: the
more the robot’s appearance resembles that of a real person,
the more the boundaries between humans and machines are
perceived to be blurred.
We then tested whether undermining human-machine dis-
tinctiveness mediates the effect on damage to humans and
their identity. In line with the previous analysis (ANOVAs),
we found that type of robot entered as a fixed effect signifi-
cantly affected damage to humans and their identity, F(2,63.89)=
55.465, p< .001. Next, we entered undermining human-machine
distinctiveness (covariate) as a fixed factor, and we found a
significant effect on damage to humans and their identity,
F(1,88.97) = 73.13, p < .001. A further LMMs analysis
was conducted entering simultaneously type of robot (in-
dependent variable) and undermining human-machine dis-
tinctiveness (covariate) as fixed factors and damage to hu-
mans and their identity as the dependent variable. The re-
sults showed that both the effect for undermining human-
machine distinctiveness, F(1,124.693) = 6.221, p < .015,
and type of robot, F(2,74.028) = 14.769, p < .001, were
significant. However, when we included undermining human-
machine distinctiveness in the equation, the influence of type
of robot was reduced. Even though the effect of type of robot
was still significant, the results are suggestive of mediation
by undermining human-machine distinctiveness: highly an-
thropomorphic robots, such as androids, are perceived as
damaging humans and their identity because they blur the
boundaries between machines and human beings, undermin-
ing the sense of being human (see Fig. 1).



12 Francesco Ferrari et al.

Figure 1 Representation of mediation effects between Type of Robot factor, Anthropomorphic Appearance, Threat to Distinctiveness and Damage
to Humans.The continuous arrows indicate the first mediation analysis between Type of Robots, Anthropomorphic Appearance (Mediator 1), and
Undermine Human-Machine Distinctiveness. The dotted arrows describe the second mediation analysis between Type of Robots, Undermine
Human-Machine Distinctiveness (Mediator 2), and Damage to Humans and Their Identity. We reported the F values of LMMs analysis for each
relation and indicated in parentheses the F values of Type of Robot factor controlling for the mediators. *=p < .05; **= p < .001;

5.3 Discussion

Consistent with H1 and the findings of Study 1, in Study
2, a clear linear effect emerged on all measures, showing
that androids were rated as most anthropomorphic, most of
a threat to the distinction between humans and machines and
most damaging to humans as a group, and to their identity
(followed by humanoids and mechanical robots). Note that
even though androids also elicited highest concerns for the
potential damage to humans and their identity in Study 1 that
linear relationship was not observed on all measures. One
reason for this difference may be that in Study 2 a within-
subjects design was used whereby each participant saw and
judged every type of robots. This methodological design has
the advantage over a between-subjects design in that it better
controls for individual differences, and maximizes compar-
isons between robots. Both aspects could have contributed
to the finding that the differences among these three types of
robots are more clear-cut in Study 2 compared to Study 1.
In addition, in this study we gained a clearer insight in the
underlying processes. The mediational analyses showed that
the ratings of robot anthropomorphic appearance was re-
sponsible for the differences in the perception of undermined
human-machine distinctiveness (confirming H4a). In turn,
judgments of undermined human-machine distinctiveness ac-
counted for the differences in the perceived robots damage
to humans and their identity (confirming H4b). All in all,
these findings are consistent with a threat to distinctiveness
hypothesis: participants fear highly anthropomorphic robots

(i.e., robots that look too similar to humans), as they blur the
distinction between humans and mechanical agents.

6 General Discussion

In the present research we aimed to gain a better insight
in the question why people fear the introduction of social
robots in their daily life. Based on works of Ramey [7], Ka-
plan [8], MacDorman et al. [9,12], and intergroup distinc-
tiveness research [15,16], we suggested that concerns to-
ward the negative impact of the entering of this technology
in our life is related to how we define and defend our hu-
man identity. Specifically, we advanced the threat to distinc-
tiveness hypothesis suggesting that too much similarity be-
tween robots and humans gives rise to concerns that the dis-
tinction between humans and mechanical agents is blurred,
thereby threatening intergroup distinctiveness. In two stud-
ies we tested and found support for this hypothesis observ-
ing participants reactions to three types of robots that var-
ied from low (i.e., mechanical robots) to medium (i.e., hu-
manoids) to high anthropomorphic appearance (i.e., androids).
The findings of the present research have some important
implications for social robotics research and specifically for
how a robot’s appearance affects reactions to robots. The
findings suggest that one way to improve robots’ acceptance
is to increase robot familiarity. With this goal in mind, roboti-
cists have developed humanlike robots as they are supposed
to elicit responses and behaviors typically shown towards
human partners [42,43]. Our research suggests that this goal
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should however not conflict with “the need for distinctivenes”
that typically characterizes intergroup comparisons. Indeed,
and as we show here, such concerns extend to humans-robots
relations. Robots are more likely to be accepted when dif-
ferences and distinctiveness from human beings is some-
how preserved. In this regard, it should be noted that ac-
cording to the threat to distinctiveness hypothesis the fac-
tor that triggers concerns is not robot-human similarity per
se, but “too much” similarity which blurs the boundaries
between humans and mechanical agents. In the present re-
search, only highly anthropomorphic android robots reached
this point. Differently from humanoids and industrial robots,
androids (who are built to be perfect copies of human bod-
ies with no visible mechanical elements) were on average
judged as “looking too much like a human”and “as easily
mistaken for one of us” (see the scores of the anthropo-
morphic appearance ratings in both studies). At the same
time, the introduction of these robots in society was also
judged on average as having a negative impact on humans as
a group. In this regard, the present research provides empir-
ical support to one of the guidelines proposed by the project
“RoboLaw”. Funded by the EU, the goal of this research
project was to promote a technically feasible, and ethically
and legally sound basis for future robotics developments
(http://www.robolaw.eu). According to the researchers, one
way to reach this goal is to avoid that a robot, including its
appearance, could deceive people.
The present findings also have interesting implications for
the uncanny valley theory and more generally for theoretical
work on the effects of robot-human likeness. According to
Ramey [7], emotional reactions toward androids are related
to the fact that they challenge the categorical distinction be-
tween humans and machines. Consistent with this, MacDor-
man and Entenzari [12] showed that the extent to which hu-
mans and robots were considered to be highly distinctive
categories (measured as an individual difference) predicted
uncanny feelings towards androids. In the present research
we extend this finding by showing that distinctiveness is also
key to understanding resistance to the introduction of these
robots in society. Indeed, we found that androids (compared
to humanoids and mechanical) were most likely to be seen to
undermine the distinctiveness between humans and robots.
The findings of our research also provide empirical sup-
port for Ramey’s theorizing [7] that androids represent a
problem for the way we, as humans, define and defend our
identity when presented with highly humanlike robots. Con-
sistent with this, we showed that concerns about androids
are similar to those typically registered when responding
to impostors: the fear that these individuals could alter the
group’s identity [23,24,25]. Finally, drawing a link between
responses toward social robots and responses to other type
of threats, our research underlines the importance to engage
with social psychological theorizing on intergroup relations

when designing and evaluating the impact of social robots
(for other examples of studies in social robotics relying on
intergroup relations theorizing, see also [44,45].
Our findings also help to understand societal resistance to-
ward the introduction of social robots in society, providing
a better insight in the question why people do or do not fear
the use of social robots. Previous studies have shown that so-
cial beliefs concerning a technology play an important role.
These beliefs can have a direct and an indirect influence
(through social influence on what important others think) on
its acceptance. For instance, willingness to use assistive so-
cial agents technology (e.g., RoboCare robot) among older
adults depends also on the perceived consequences of the
use of that technology. If these are positive (i.e., the robot
would make life more interesting) and are shared by im-
portant others, it has been found that the intention of older
adults to use the robot significantly increases [46]. In this
line of reasoning, our research suggest that robots that do
not challenge the human-machine distinctiveness are more
likely to be sought out, used and recommended to others.
This turns us to the question of how to design robots that
evoke familiar responses and, at the same time, do not chal-
lenge human’s need for distinctiveness. This will be dis-
cussed next.

7 Limitations and Future Research

As every research, the present one also has some limitations.
The most obvious is that we used photos and not videos
or direct interactions with robots. Note however that this
methodology is common and also used in other studies in-
vestigating the role of robot appearance (e.g., [47]) as it al-
lows for optimal control (e.g., no interference with a robot’s
movement ability). That said, future studies on the societal
resistance to the development of robots should also consider
more complex and richer materials and contexts. Compared
with just viewing a static image, we suggest that interact-
ing with a robot can lead to a different and richer (sensorial
and emotional) experience, especially for androids. Becker,
Asano, Ogawa, Nishio, and Ishiguro [48], for instance, ob-
served 24 people (seventeen Austrians, three Germans, three
Swiss, and one British) interacting with a Geminoid HI-1
and noted that the majority of the comments (45 on 70 com-
ments) that reported included some positive feelings. More
studies are therefore needed to evaluate whether (and which)
direct interactions could attenuate (or exacerbate) the per-
ceived fear of damage to humans and their identity.
Another limitation concerns the fact that the participants of
our studies were all Italians. This raises the question whether
the present findings would generalize to other national sam-
ples and cultural contexts. For example, researchers [9] have
suggested that, compared to Westerners, Japanese people
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might be more positivly disposed towards robots in gen-
eral and androids in particular because East Asian culture
is more tolerant toward objects that cross category bound-
aries. Having said that, previous empirical work provides no
evidence for cultural differences between the West and East.
Specifically, in a study with Japanese participants, Kamide
et al. [4] found a pattern of results that is largely similar to
our findings: compared to humanoids, androids were judged
as more human-like and as more of a threat to humans and
their identity. In addition, survey studies showed that Japanese
and European respondents [50] did not differ substantially
in their attitudes toward robots and in their belief whether
robots should look like humans (see also Bartneck et. al [49]
for a US and Japanese comparison). Nevertheless, we rec-
ommend that future studies should further explore potential
cultural differences. It may also be of interest to examine
how the human-machine divide is affected by other contex-
tual effects relating to for example educational background
or religious beliefs (see MacDorman and Entzari [12]).
Future research should also focus on gaining a better un-
derstanding of the type of threat that robots, and especially
androids, pose. In our study we relied on the Kamide et al.
scale [4] to assess the perceived damage to humans and their
identity, as this scale has good psychometric properties and
was created following rigorous piloting. That said, we ac-
knowledge that this scale includes items assessing different
fears than those relating specifically to threat to human iden-
tity (e.g., fear that humans could loose control, fear of being
physically harmed, concerns about loosing identity value
and specificity, etc.). Even though we found in our studies
that these different fears were highly correlated and that the
pattern of results is similar for each of the items, future stud-
ies are needed to examine whether different types of robots
pose different types of threat (e.g., androids might threaten
human identity, whereas mechanical and humanoids robots
may be more threatening in arousing fears tha robots re-
place humans in the workplace). It may also be worthwhile
to examine whether androids represent not only a threat to
humans and human identity but also a threat to the natural
world more generally. Finally, future research should focus
on identifying ways to prevent this threat to human distinc-
tiveness to arise. Studies in social psychology would suggest
that increasing the differences between humans and robots
would preserve the human need for distinctiveness even when
facing robots high in anthropomorphic appearance. For in-
stance, adding a distinctive marker on androids (e.g., a tattoo
or a specific dress) would create a visible difference and this
would facilitate the identification of these robots. Note how-
ever that this would not alter the fact that androids are me-
chanical agents with a biological appearance. According to
recent studies [51] stimuli that merge human and non-human
features elicit a state of discomfort and fear as they activate
competing interpretations. Following this line of reasoning,

adding a marker may not be sufficient to preserve human
distinctiveness, as the threatening element of androids would
be the mix between human and mechanical features. Fu-
ture studies should also investigate whether other robot fea-
tures, beyond those relating to that of appearance, can con-
tribute to overcoming the resistance towards this technology.
For example, Sorbello, Chella, Giardina, Mishio, and Ishig-
uro [52], suggested that the robot’s ability to show empa-
thy towards humans would improve its acceptance (see also,
[53,56]). Results of their study are fascinating and emo-
tional reactions toward android are at odds with thos of Gray
and Wegner [27] showing that the ability of experiencing
and understanding emotions increased rather than decreased
robot Kaspar’s (http://www.herts.ac.uk/kaspar) creepiness.
One way to reconcile these contrasting findings is that peo-
ple generally expect a match between the robot’s appearance
and behavior (see also [57]). Although the present research
was not designed to address this issue, it provides some in-
direct evidence in support of this reasoning. We found that,
compared to humanoids and mechanical robots, androids
were judged as looking most like humans but also as behav-
ing somehow more humanly, given that they were rated to
possess to a greater extent qualities typical of human mind
and nature. Interestingly, the higher attribution of human
mind and human traits did not account for the higher threat
to distinctiveness and perceived damage to humans and their
identity elicited by robots with an anthropomorphic appear-
ance. This finding leaves open the possibility that humanlike
behavior in androids does not increase the negative feelings
towards these robots. However, further studies are needed to
further explore this possibility.

8 Conclusion

In the present research we showed that robots that look “too
human” and can therefore be mistaken to be one of us give
rise to concerns that their entering in the society would neg-
atively impact on humans as group. To avoid people resis-
tance, roboticists should develop robots whose appearance
does not challenge the psychological distinction between
humans and mechanical agents.
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