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Quantum statistics have a profound impact on the properties of systems composed of identical
particles. At the most elementary level, Bose and Fermi quantum statistics differ in the exchange
phase, either 0 or π, which the wavefunction acquires when two identical particles are exchanged.
In this Letter, we demonstrate that the exchange phase can be directly probed with a pair of
massive particles by physically exchanging their positions. We present two protocols where the
particles always remain spatially well separated, thus ensuring that the exchange contribution to
their interaction energy is negligible and that the detected signal can only be attributed to the
exchange symmetry of the wavefunction. We discuss possible implementations with a pair of trapped
atoms or ions.

The symmetrization postulate of quantum mechanics
asserts that the wavefunction of a system of identical
particles is either completely symmetric or antisymmet-
ric under particle exchange [1]. A plethora of physical
phenomena observed in experiments investigating atoms,
molecules and solids, as well as the statistical properties
of light supports the (anti)symmetrization requirement.
While more general quantum statistics [2] are in principle
conceivable, they seem not to be realized by elementary
particles in nature [3].

The influence of the wavefunction symmetry has been
spectacularly demonstrated in few-particle systems with
Hong-Ou-Mandel-like interference experiments [4–8], and
in many-body systems with ultracold quantum gases
[9]. Spectroscopic experiments have also tested the
symmetrization postulate for massive particles [10–14]
and for photons [15, 16] with high precision. Recently,
exchange interactions have been applied in engineered
quantum systems for entangling pairs of atoms or elec-
trons [17–20].

At the most elementary level, the wavefunction sym-
metry manifests itself when two identical particles are
exchanged in position [Fig. 1(a)]: Their state acquires
an exchange phase ϕex, which is 0 for bosons but π for
fermions. Exchange of identical particles can naturally
occur in molecules where identical, distant nuclei may be
interchanged as a result of a rotation [21]. Prior experi-
ments [10–14] have exploited this naturally occurring ex-
change of identical particles to show that only certain ro-
tational states are permitted by the symmetrization pos-
tulate. However, a direct interferometric measurement
of the exchange phase ϕex has never been attempted. In
this Letter, we propose to use the high controllability of
trapped atoms or ions for a direct measurement of this
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phase. To this end, we devise experiments where the two-
particle wavefunction is superposed with the wavefunc-
tion of the same particles having swapped positions. We
further request that, if the interferometric sequence is in-
terrupted at any time, the two particles are always found
at distant positions. This condition of vanishing overlap
between the two particles ensures that the interference
signal depends only on the wavefunction symmetry.

Figure 1(b) schematically illustrates the general inter-
ferometric scheme we envision for detecting ϕex: Initially,
two identical particles are tightly localized by a confin-
ing potential so that their wavefunctions have vanishing
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FIG. 1. Detection of the wavefunction symmetry in a two-
particle interference experiment. (a) Exchanging two iden-
tical particles multiplies the wavefunction by a global phase
factor eiϕex = ±1, which — without a reference state — is not
observable. Dynamical and geometrical phases are assumed
to vanish. (b) By splitting the wavefunction into a reference
path and another path for which the particles’ positions are
switched, ϕex can be detected by correlation measurements
after recombining the two paths. The interference signal is
controlled by an additional phase ϕ, induced by a potential
or by the geometry.
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overlap. Wavefunction symmetrization plays no role in
the description of the initial state since the particles are
initially distinguishable by their positions. Next, by mod-
ifying the confining potential, the two-particle wavefunc-
tion is split into two parts, a reference state and a state
for which the positions of the particles are subsequently
swapped. In the final steps, the two parts of the wave-
function are recombined and two-particle interference is
measured.

The scenario sketched in Fig. 1(b) bears a close re-
semblance to Hanbury Brown-Twiss [22] and Hong-Ou-
Mandel [4] experiments. However, instead of measuring
(anti)bunching of particles as in the majority of these ex-
periments, we will focus on schemes where the two par-
ticles are measured at distant sites and interference is
detected by correlating the internal or motional states of
the atoms.

We present two conceptual ways of realizing the ex-
change of particles and discuss possible experimental im-
plementations: (A) A state-dependent potential trans-
ports particles in a way that depends on their inter-
nal states. (B) A state-independent potential confining
the atoms is adiabatically transformed. Simultaneously,
long-range repulsive interactions such as the Coulomb
force between a pair of charged particles correlate the
atom motion in the potential by keeping them apart.

Protocol A: state-dependent transport. We consider a
pair of bosonic or fermionic atoms with two long-lived
internal states labelled |↑〉 and |↓〉. Initially, one atom is
prepared at site S1 and the other at site S2, and both
of them in the same internal state |↑〉. Their state reads

a†S1,↑a
†
S2,↑|0〉, where a†Si,s

are the creation operators for

the site Si and pseudo-spin state |s〉. We assume that

the spatial wavefunctions ψSi
(r) = 〈r, s|a†Si,s

|0〉 of the

two atoms do not overlap. A π/2 spin rotation pulse
subsequently mixes the internal states and puts the two
atoms in a superposition of even- and odd-spin-parity
states, (|Ψeven〉 − |Ψodd〉)/

√
2, defined by

|Ψeven〉 = 2−1/2(a†S1,↑a
†
S2,↑ + a†S1,↓a

†
S2,↓)|0〉, (1)

|Ψodd〉 = 2−1/2(a†S1,↑a
†
S2,↓ + a†S1,↓a

†
S2,↑)|0〉. (2)

Crucially, a physical transport operation conditionally
switches the positions of the atoms if they are in, say,
|↑〉, while it maintains them at the original location if
they are in |↓〉,

a†S1,↑ → a†S2,↑, a†S2,↑ → a†S1,↑, a†Si,↓ → eiϕ/2a†Si,↓, (3)

where we also allow for a precisely adjustable dynamical
phase ϕ acquired during the process. To ensure vanish-
ing exchange interactions, the exchange process must be
realized such that ψSi(r; t) remain disjoint for all times
t, i.e., ψS1(r; t)ψS2(r; t) = 0.

The evolution of |Ψeven〉 under the transformation
in Eq. (3) realizes the situation sketched in Fig. 1(b).
The correspondence is apparent once the different
terms are reordered according to the commutation rules

a†S1,s
a†S2,s

= eiϕexa†S2,s
a†S1,s

, yielding

|Ψeven〉 →
1√
2

(eiϕexa†S1,↑a
†
S2,↑ + eiϕa†S1,↓a

†
S2,↓)|0〉. (4)

Thus, the exchange phase ϕex now appears in the de-
scription of the internal state as a relative phase, which
can be detected by correlating local measurements of the
particles’ internal state [23]: after applying a second π/2
spin rotation pulse, the expectation value of the spin par-
ity operator Π [24] yields 〈Π〉 = cos(ϕ−ϕex). Recording
Π for different values of ϕ allows one to measure ϕex.
The evolution of |Ψodd〉 is different, though, and leads
to a state with two atoms in the same location, where
the exchange phase (as well as the dynamical phase) has
no influence on spin correlations between the two parti-
cles. If not discarded through post-selection, these events
would halve the visibility of the parity signal. If state
|Ψeven〉 is directly prepared using an entangling scheme
for distant particles, see Refs. [25, 26], full visibility of
the spin-parity fringe can be ideally obtained without
post-selection.

Implementation with a pair of neutral atoms in an op-
tical lattice. Protocol A can be realized using a pair
of distant neutral atoms that are transported in spin-
dependent optical lattices [27–30] ; other forms of state-
dependent transport with microwave-dressed potentials
in atom chips [31] or with spin-dependent optical tweez-
ers are also conceivable.

We propose a two-particle Ramsey interferometer as
is shown in Fig. 2, which, instead of probing first-order
coherence, detects second-order coherence revealing ϕex:
A pair of atoms is initially prepared in well-separated
lattice sites, denoted L1 and R1, with their pseudospin
states in |↑〉|↑〉. The lattice depth is chosen sufficiently
high to suppress tunneling to neighboring sites [29]. Im-
portantly, both atoms must be cooled to the lowest vi-
brational state of their respective lattice potential well
[30, 32, 33], in order to make them indistinguishable in
the motional degree of freedom, see Supplemental Mate-
rial [34]. The first π/2 Ramsey pulse puts both atoms
in a superposition of |↑〉 and |↓〉 states. Subsequently,
each atom is split in space and transported conditioned
upon its pseudospin state [30] to both end sites L2 and
R2. Each shift operation can be performed fast on the
time scale of 10 µs per lattice site [29]. In particular,
polarization-synthesized optical lattices [30] allow one to
state-dependently transport atoms in a single operation
over few tens of lattice sites, while at the end leaving the
atoms in the lowest vibrational state [35]. Finally, the
second π/2 Ramsey pulse erases the information about
which way the atoms travelled to reach the end sites. Fo-
cusing our attention on atoms detected at distant sites
[36, 37], local spin measurements yield an equal proba-
bility to find |↑〉 or |↓〉, meaning that each atom probed
individually is found in a statistical mixture of both spin
states. However, a parity measurement of the spin state
[24] yields nontrivial correlations, showing for example
perfect spin alignment for bosonic and antialignment for
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FIG. 2. Two-atom Ramsey interferometer sequence probing
quantum statistics with two distant neutral atoms. A spin
parity measurement produces a two-atom Ramsey-like fringe,
whose phase depends on ϕex. To recombine the atoms, a
position-dependent π pulse [38–40] is applied to the outermost
sites, L3, R3, see Ref. [34]. The arrows indicate the spin
state for the different paths, n denotes the initial separation,
and time is expressed in units of shift operations. A two-
dimensional variant is presented in the Supplemental Material
[34], which ensures that the two atoms stay always far apart.

fermionic atoms. An interference fringe can be recorded
by precisely adjusting the phase difference ϕ between the
outermost and innermost paths, for example, by con-
trolling the relative phase of the position-dependent [34]
pulse acting at sites L3 and R3. With 90 % of atoms
prepared in the lowest vibrational state, we expect a vis-
ibility of the spin parity signal of ≈ 80 % [34]. Note that
while the Ramsey scheme in Fig. 2 preserves the connect-
edness of the abstract protocol sketched in Fig. 1(b), it
is designed to be robust against dephasing mechanisms.
Stochastic dynamical phases caused by fluctuating mag-
netic fields, magnetic field gradients, and state-dependent
transport operations cancel out owing to time and space
refocusing [34].

Remarkably, nontrivial correlations are predicted in
the proposed scheme even though the two particles have
never met nor interacted with each other. These cor-
relations are purely quantum and, as such, incompati-
ble with a macro-realistic worldview [41] where atoms
travel either the outermost or the innermost paths. Cor-
relations from accidental interactions between the two
atoms at the intersection point in the center can be
made vanishingly small by increasing the transport ve-
locity and by softening the transverse confinement; in
a two-dimensional scheme using two-dimensional spin-
dependent optical lattices [42], interactions are com-
pletely avoided, see Ref. [34].

Conceptually, the closest analog to this scheme is
the Franson interferometer [43] suggested to test local
hidden-variable theories with two photons independently
emitted at consecutive times. However, here the mas-
sive particles are “emitted” (namely, transported) simul-
taneously. It also shares a resemblance with Fano’s in-
terpretation [22] of Hanbury Brown and Twiss’ experi-

ment, although here we detect spin correlations instead
of (anti)bunching of particles. As a potential applica-
tion, the proposed interference scheme would allow one
to test nonlocal correlations [44, 45] between macroscop-
ically distant atoms [19]. We expect that entangling
atoms separated by macroscopic distances on the scale
of few thousands of lattice sites should be doable with
currently available technology [30].

Suitable atomic species for such experiments are dis-
cussed in detail in Ref. [34]: Rb [28] and Cs [29] for
bosons, and alkali-earth-like atoms [46] for fermions.
Moreover, aluminum is an attractive atomic species for
a direct comparison of the exchange phase of fermionic
(26Al) and bosonic (27Al) isotopes with the same experi-
mental setup.

Protocol B: long-range interactions. In the presence
of a confining potential, long-range repulsive interactions
turn two particles into a molecule-like quantum rotor.
We assume a potential that is strongly confining in one
dimension, effectively freezing out the rotors motion in
this direction, and that has a single minimum in the
orthogonal plane. As in the case of homonuclear di-
atomic molecules, the symmetry of the spin state here
also controls the symmetry of the spatial wavefunction
Ψ(θ) of the rotor [47, 48] with orientation angle θ in the
weakly confining plane. For clarity, we focus on the case
of fermionic particles. If the particles are prepared in,
for example, |↓〉|↓〉, the rotor’s wavefunction must be an-
tisymmetric, Ψ(θ) = −Ψ(θ+π), as sketched in Fig. 3(a).
Apart from that, the spin state plays no role in this pro-
tocol in contrast to the previous one. Although the wave-
function can be completely specified by limiting the angle
to a range of 0 ≤ θ < π, it is convenient to represent it
over the full range 0 ≤ θ < 2π.

We assume that the rotor is initially prepared in the
ground state of the potential V (θ, t = 0) = V0 cos2 θ.
If the initial potential well located, e.g., at θ = π/2 is
adiabatically split into a double well, the Gaussian wave
packet of the ground state will be transformed into an
even superposition of wave packets. By slowly separat-
ing the two minima of the double well (and of the double
well at θ = 3π/2 as well), the wave packets originat-
ing from opposite sides of the ring will eventually meet
and merge into a wave packet with uneven parity. The
final potential again consists of a single well, but now
located at θ = π (or θ = 2π). Importantly, for spatial
wavefunctions that are antisymmetric under particle ex-
change, the adiabatic transport maps the even states of
the initial potential onto odd states of the final potential
and vice versa, whereas for spatially symmetric wavefunc-
tions the state’s parity is preserved. Because of this prop-
erty, bosonic and fermionic atoms can be distinguished
by measuring whether the parity of the motional state
has changed at the end of the adiabatic transport. The
analysis of the rotor’s angular motional state is equivalent
to a correlation measurement of local modes of motion of
the two atoms.

Such a rigid ion-rotor behaves similarly to homonuclear
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FIG. 3. Trapped-ion protocol. (a) The two-
ion wavefunction is treated as a one-dimensional
quantum rotor (shown for fermions in the same in-
ternal state). An adiabatic transformation splits
a single-well (1) into a double well potential (3)
that is subsequently merged again into a single
well, but at a different position (5). In the case
of fermions (bosons), the final state (5) has op-
posite (same) parity as compared to that of the
initial state (1). (b) In the radial rf-quadrupolar
potential of a linear trap, a two-ion rotor (yel-
low spheres) can be aligned with the x-axis by
dc-voltages reducing the confinement along the
x-axis (top). For zero dc-voltage, the radial sym-
metry of the confining potential is broken by the
orientation of the micromotion (red arrows) with
respect to the rotor axis [34]. The rotor will align
under an angle θ = ±π/4 with respect to the
x-axis (bottom). (c) Contour lines of the time-
averaged Coulomb and trapping potential as a
function of the relative position vector r for three
different potentials.

diatomic molecules, where techniques such as pendular
state spectroscopy or rotational coherence spectroscopy
reveal the effect of the exchange symmetry on allowed ro-
tational states. In contrast, in the experiment proposed
here, complete control over the rotor enables exchanging
the particles without rotating their electronic wavefunc-
tion [21] and, most importantly, a direct measurement of
the exchange phase.

Implementation with a pair of trapped ions. For the
realization of protocol B, we consider a linear radio-
frequency (rf) trap confining the ions in a harmonic po-
tential with oscillation frequencies ωx, ωy in the radial di-
rections and ωz in the axial direction. The difference be-
tween the radial oscillation frequencies can be controlled
by a static voltage Udc. A pair of laser-cooled ions forms
a crystal in the radial plane if ωz > ωx, ωy. At the ions’
equilibrium positions, the trapping force is balanced by
the ions’ mutual Coulomb repulsion.

Because of the harmonic confinement, the ion dynam-
ics separates into the center-of-mass motion and the rel-
ative motion r = r1 − r2. The latter is governed by the
Hamiltonian

Hr = − h̄
2

2µ
∇2
r +

µ

2
(ω2
xr

2
x + ω2

yr
2
y) + Vcoul(r),

where µ is the ions’ reduced mass and rx, ry are the
transverse components of r. Due to the micromotion of
the ions in the radial plane, one has to time-average the
Coulomb energy over one period of the rf-driving field,
leading to a modified Coulomb potential

Vcoul(~r) =
e2

4πε0|~r|

(
1 +

3

16
q2 cos2(2θ)

)
where q is the trap’s q-parameter [49] and θ denotes the
orientation of the crystal in the radial plane (see Fig. 3(b)

and [34]). For the case where ωx = ωy, the asymmetry
of the micromotion lifts the rotational symmetry of the
potential and leads to two equivalent sets of equilibrium
orientations of the crystal under θ = ±π/4 [50, 51].

This effect opens up the prospect of implementing pro-
tocol B with a pair of ions by ramping Udc from positive
to negative voltages. The relative motion is described by
two normal modes, which we assume to be cooled to the
ground state. If initially ∆ω = ωy − ωx > 0, the ion
crystal is aligned with the x-axis [Fig. 3(b), top]. Low-
ering ∆ω by reducing Udc softens the normal mode per-
pendicular to the crystal’s axis (the rocking mode) while
hardly affecting the other mode. At the critical value

∆ωcrit = 3
4q

2ω⊥, with ω⊥ =
√

(ω2
x + ω2

y)/2, the rock-

ing mode potential becomes quartic and subsequently
splits into a double well. The wells separate and move
to θ = ±π/4 when Udc becomes zero [Fig. 3(b), bottom,
and 3(c)]. At this point, the ion rotor is in a coherent su-
perposition of two perpendicular orientations. Ramping
Udc to negative values combines a different pair of wells
which will finally merge, resulting in an ion rotor oriented
along the y-axis. In this way, the two possible paths of
rotating the ion rotor clockwise or counter-clockwise in-
terfere, and a measurement by sideband spectroscopy of
the motional state [52] of the rocking mode reveals the
bosonic or fermionic character of the ions. For further
information, see Ref. [34].

The quantum coherence of the process can be checked
by initially preparing the internal state of the ions in a
Bell state (|↑〉|↓〉 + eiφ|↓〉|↑〉)/

√
2. The phase φ controls

the symmetry of the spatial wavefunction [53], which for
the special case φ = 0 (π) is antisymmetric (symmetric).
As a consequence, this phase determines whether the pro-
tocol maps the rocking mode’s state onto the ground or
first excited state.

The experiment could be carried out with ion species
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like the fermionic 40Ca+ or the bosonic 43Ca+, for which
ground state cooling and Bell state generation are rou-
tinely done [54, 55]. A numerical simulation of the time-
dependent Schrödinger equation suggests that an adia-
batic transfer is achievable in less than 2 ms [34], much
shorter than the time scale on which heating of the rela-
tive ion motion occurs.

In the absence of imperfections, this protocol con-
stitutes an interferometer with completely symmetric
arms. Therefore, it should be immune against dynam-
ical phases. A non-zero magnetic flux through the circle
on which the ions move, however, would lift the symme-
try and give rise to a small, but measurable geometric
Aharonov-Bohm phase [56].

An experimental challenge is to suppress stray elec-
tric field gradients, which, by breaking the symmetry of
the confining potential, would cause dynamical phases or
even compromise the process of splitting the minimum
of the potential into two. After compensation of such
fields, it should be possible to independently measure
the remaining dynamical phases (see Ref. [34]) in order
to extract ϕex from the measured signal.

The proposed protocol shows that quantum statistics
can become important for trapped ions [57] in experimen-
tally accessible parameter regimes. A quantum gate en-
tangling the pair of ions based solely on particle exchange
could be realized by first carrying out the protocol and
then running it backwards again after a suitable waiting
time. Since triplet and singlet states have different sym-
metry, and therefore are transiently mapped to different
motional states, they pick up different phase factors. In
this way, a

√
SWAP gate could be realized as used for

solid-state quantum computing based on exchange in-
teractions [20, 58, 59] (and for linear-optical quantum
information processing [60]). The protocol could even
be applied to a pair of molecular ions. In addition, it
could lead to ion-based quantum sensors complement-
ing single-particle interferometry schemes based on struc-
tural phase transitions [61, 62].

Conclusions. The proposed experiments show that
the exchange phase can be precisely measured with mas-
sive particles. By ensuring that the particles’ wavefunc-
tions have vanishing overlap, a situation not encountered
so far in Hong-Ou-Mandel-like experiments [4–8, 63, 64],
these experiments would demonstrate the effect of ex-
changing two identical particles at the most elementary
level. Moreover, the two protocols open novel perspec-
tives for entanglement generation and sensing applica-
tions based on a pair of identical particles.
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S1. PROTOCOL FOR NEUTRAL ATOMS

A. Two-atom Ramsey interferometer

We provide a detailed description of the two-atom
Ramsey sequence producing the spin parity signal 〈Π〉,
which carries information about the exchange phase ϕex.

State preparation. We assume that the two atoms are
initially prepared with internal state |↑〉, and situated at
a distance of n lattice sites apart [30]. Their state is
represented by the product state

a†L1,↑a
†
R1,↑|0〉, (S1)
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where a†Li,s
and a†Ri,s

are the creation operators at sites
Li and Ri indicated in Fig. 2 of the main text, with
internal state |s〉.

The first π/2 pulse of the Ramsey sequence superposes
the two pseudo-spin states |↑〉 and |↓〉, realizing the uni-
tary transformation

Uπ/2(x) =
1√
2

(
1 e−iϕx

−eiϕx 1

)
, with x = L1, R1, (S2)

where the unitary matrix is specified in the rotating
frame in which the two pseudo-spin states are degener-
ate in energy, and ϕx are two position-dependent phases.
We assume that position-resolved pulses, as detailed in
Sec. S1.B, allow one to individually control these phases
for each site, L1 and R1, independently. The π/2 pulse
transforms the initial product state, see Eq. (S1), into[
Uπ/2(L1)a†L1,↑U

†
π/2(L1)

][
Uπ/2(R1)a†R1,↑U

†
π/2(R1)

]
|0〉 =

(|Ψeven〉 − |Ψodd〉)/
√

2, (S3)

which is the superposition of two nonseparable states
with even and odd spin parity,

|Ψeven〉 =
a†L1,↑a

†
R1,↑ + ei (ϕL1

+ϕR1
)a†L1,↓a

†
R1,↓√

2
|0〉,(S4)

|Ψodd〉 =
eiϕR1a†L1,↑a

†
R1,↓ + eiϕL1a†L1,↓a

†
R1,↑√

2
|0〉. (S5)

The square brackets in Eq. (S3) are used to emphasize
that the total state is still separable since, in fact, product
states of noninteracting particles remain separable under
unitary evolution.

The common phase (ϕL1
+ϕR1

)/2 only affects first-
order coherence, and plays no role in the proposed two-
atom Ramsey interferometer, which exclusively probes
second-order coherence. In contrast, the relative phase
∆ϕ1 = ϕL1−ϕR1 , which originates from a local transfor-
mation of the internal states, does influence the two-atom
interference signal since it determines how the two atoms
behave under exchange of positions: As this phase is var-
ied, the state in Eq. (S5) periodically changes between
spin triplet |ΨT〉 and spin singlet |ΨS〉 states:

|Ψodd〉 =
(eiϕR + eiϕL)|ΨT〉+ (eiϕR − eiϕL)|ΨS〉√

2
,(S6)

with

|ΨT〉 =
a†L1,↑a

†
R1,↓ + a†L1,↓a

†
R1,↑√

2
|0〉, (S7)

|ΨS〉 =
a†L1,↑a

†
R1,↓ − a

†
L1,↓a

†
R1,↑√

2
|0〉. (S8)

Notably, under exchange of positions, L1 ↔ R1, the spin
singlet state acquires a π phase, which adds on top of
the exchange phase ϕex. This means that for ∆ϕ1 = π,

when |Ψodd〉 is a singlet, the two atoms behaves as if they
switched to opposite quantum statistics [53].

It is important that the evolution of the two states
in Eqs. (S4) and (S5) can be unambiguously discrimi-
nated, allowing one to single out through post-selection
the events associated with |Ψodd〉, which yield a two-atom
correlation signal varying with ∆ϕ1. As an alternative
to post-selection, one can start the Ramsey sequence di-
rectly with the nonseparable state |Ψodd〉, which can be
prepared with entangling schemes for distant particles,
see Refs. [25, 26]; in these schemes, long-range interac-
tions, which are used to entangle the two particles, are
insensitive to the fermionic or bosonic statistics.

Exchange of positions. There is a host of spin-
dependent transport sequences that allow the swap of the
two atoms and that are also robust against common de-
coherence mechanisms, see Sec. S1.C. For simplicity, we
restrict ourselves here to the sequence sketched in Fig. 2
of the main manuscript, which comprises n/2+1 shift op-
erations, position-dependent π pulses acting at the out-
ermost sites, and further n/2 − 1 shift operations. The
different number of shift operations avoids that atoms in
the innermost paths occupy the same lattice site for the
duration of the π pulse. This minimizes the time atoms
spend near each other, where they can interact through
onsite collisions. By transporting the atoms on paths in
two spatial dimensions, see Sec. S1.E, interactions are
fully avoided since atoms never meet.

To recombine the atoms, the position-dependent π
pulse, see Sec. S1.B, is applied only to the outermost
sites L3, R3, realizing the unitary transformation

Uπ(x) =

(
0 eiϕx

−e−iϕx 0

)
, with x = L3, R3. (S9)

For convenience of notation, the phase ϕx in Uπ(x) is
expressed with opposite sign convention with respect to
that used in Eq. (S2) for Uπ/2(x).

The entire exchange process, including n spin-
dependent shift operations and π pulse, results in the
unitary transformation

a†L1,↑ → a†R2,↑ , a†L1,↓ → eiϕL3a†L2,↑ , (S10)

a†R1,↑ → −e
−iϕR3a†R2,↓ , a†R1,↓ → a†L2,↓ .

Dynamical phases acquired during transport are shown
in Sec. S1.C to have no effect on the spin parity signal;
for simplicity, we set them equal to zero in Eq. (S10).
The transformation in Eq. (S10) yields the evolution

|Ψeven〉 →
a†R2,↑a

†
R2,↓ − e

i(ϕL1
+ϕR1

+ϕL3
+ϕR3

)a†L2,↑a
†
L2,↓√

2
|0〉, (S11)

|Ψodd〉 →
ei(ϕex−∆ϕ1−∆ϕ3)a†L2,↓a

†
R2,↑ − a

†
L2,↑a

†
R2,↓√

2
|0〉, (S12)
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where ∆ϕ3 = ϕL3
− ϕR3

is equal to the relative phase
of the two π pulses at sites L3 and R3. For position-
independent microwave pulses (i.e., pulses acting uni-
formly at both sites), such a relative phase is very small,
of the order of 2π 10−5, due to the centimeter-long wave-
length, and can be precisely accounted for. For position-
dependent pulses, crass-talk-induced phase corrections of
the order of 2π 10−2 are computed in Sec. S1.B. Unimpor-
tant global phases have been discarded in the expression
of the two states.

As anticipated, Eqs. (S11) and (S12) show that the two
states evolve differently: two atoms in |ψodd〉 travel to
two distant lattice sites (L2 and R2), whereas two atoms
in |ψeven〉 end up in the same site (either L2 or R2). The
exchange phase ϕex results from reordering the creation
operators in Eq. (S12). Note also that by varying either
∆ϕ1 or ∆ϕ2, the state in Eq. (S12) periodically changes
between triplet and singlet states akin to those defined
in Eqs. (S7) and (S8).

Spin parity measurement. Fluorescence imaging
techniques [36] allow one to discriminate with high ac-
curacy events with two atoms in the same site, see
Eq. (S11), from those with two atoms detected in dis-
tant sites, see Eq. (S12). Only events with distant atoms
are post-selected to measure spin correlations. The spin
state of the two atoms at sites L2 and R2 can be probed
with a nondestructive spin measurement technique [37],
which employs spin-dependent optical lattices to perform
an optical Stern-Gerlach spin detection.

Both states in Eqs. (S11) and (S12) have odd spin
parity, and their spin state directly reveals which
paths either the outermost or the innermost ones the
two atoms have traveled. Thus, to produce second-order
coherence, a final π/2 pulse is applied, which erases the
which-way information. The pulse realizes the unitary
transformation Uπ/2(x), see Eq. (S2), with x = L2, R2.

The state with atoms at distant sites, see Eq. (S12),
evolves as a result of the π/2 pulse in a superposition of
states with odd and even spin parity. For our purpose,
it is sufficient to consider the projections onto different
parity states:

|Ψodd〉
projection onto−−−−−−−−−→
odd spin parity

cos

(
ϕex−ϕ

2

)
eiϕR2a†L2,↑a

†
R2,↓ − e

iϕL2a†L2,↓a
†
R2,↑√

2
|0〉, (S13)

|Ψodd〉
projection onto−−−−−−−−−−→
even spin parity

sin

(
ϕex−ϕ

2

)
a†L2,↑a

†
R2,↑ − e

i (ϕL2
+ϕR2

)a†L2,↓a
†
R2,↓√

2
|0〉,(S14)

where ϕ = ∆ϕ1 + ∆ϕ2 + ∆ϕ3 is the Ramsey control
phase, which is the sum of all relative phases. Here,
∆ϕ2 = ϕL2

− ϕR2
is the relative phase of the two π/2

pulses acting at sites L2 and R2. Hence, we obtain from
Eqs. (S13) and (S14) the expectation value of the spin
parity operator, which gives rise to an interference fringe

as a function of the Ramsey control phase ϕ,

〈Π〉=− cos2

(
ϕex−ϕ

2

)
+ sin2

(
ϕex−ϕ

2

)
=− cos(ϕex−ϕ).

(S15)
By precisely varying the Ramsey control phase ϕ (e.g.,
scanning ∆ϕ3, see Sec. S1.B), one records a Ramsey
fringe whose position directly reveals the exchange phase
ϕex. Note that, as already mentioned, dynamical phases
cancel out (see Sec. S1.C) and, thus, have no effect on
the fringe position.

For sake of completeness, it is worth discussing also
the evolution of the state in Eq. (S11), for which the two
atoms occupy the same site. At both sites L2 and R2,
the π/2 pulse realizes the equivalent of a beam splitter,
which mixes the paths of two indistinguishable photons
in an Hong-Ou-Mandel interferometer. After the pulse it
results that bosonic atoms (ϕex = 0) bunch in the same
spin state, whereas fermionic ones (ϕex = π) end up in
different spin states. In both cases, the final result does
not depend on the Ramsey control phase ϕ because local
measurements (i.e., measurements acting either on atoms
at sites L2 or R2) are insensitive to ϕ.

B. Position-dependent pulses

Position-dependent pulses can be realized with optical
addressing of the individual sites, either using tightly fo-
cused Raman laser beams or microwave radiation in con-
junction with auxiliary Stark-shifting laser beams [38].
High fidelities above 99 % and small cross-talk errors be-
low 1 % should be reachable [40] since the distance be-
tween the addressed sites, which is comparable to the
initial separation between the two atoms, can be cho-
sen significantly larger than the wavelength of the ad-
dressing light field. As an alternative to optical address-
ing, one can use Zeeman addressing through a magnetic
field gradient [39], which in principle can even allow sub-
wavelength resolutions.

As shown in Sec. S1.A, position-dependent pulses al-
low one to control the Ramsey fringe position by varying
any of the relative phases ∆ϕ1, ∆ϕ2, ∆ϕ3. However,
position-dependent pulses are strictly necessary only for
the π pulses applied at sites L3 and R3, which allow the
paths to be recombined as shown in Fig. 2 of the main
text.

Importantly, errors in the spin populations produced
by the first π/2 pulse and by the intermediate π pulse
do not affect the visibility of the two-atom Ramsey in-
terferometer because the spurious spin components are
not transported to the detection sites L2 and R2 and,
thus, do not contribute to the final parity signal. Their
only effect is a reduction of the signal-to-noise ratio for
a fixed number of atom pairs probed. However, errors in
the spin populations produced by the last π/2 pulse can-
not instead be discarded by post-selection since all spin
components at sites L2 and R2 contribute to the parity
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FIG. S1. Analysis of imperfections resulting from the π
pulse with Zeeman addressing of L3 and R3 sites. The results
are obtained by solving numerically the pseudo-spin evolu-
tion with n = 10. The quantities displayed as a function
δ′(n+ 1)/ΩR show a negligible dependence on the initial dis-
tance between atoms n when n >∼ 10. (a) Probability perr
that spurious spin components are produced by the π pulse,
resulting in atoms not reaching the detection sites L2 and
R2. (b) Phase correction shifting the Ramsey fringe obtained
by exact numerical computation (blue solid line) and by ac-
microwave shift ∆ϕMW (red dashed line). The Zeeman con-
tribution ∆ϕZ to the phase shift has been subtracted from
the displayed curves for better visibility.

signal.

In what follows, we discuss three examples of pulse er-
rors affecting the spin populations: (i) We assume that
the first Ramsey pulse differs from a π/2 pulse, and ro-
tates (in the Bloch sphere representation) the pseudo-
spin by an angle θ at both sites L1 and R1. It follows that
a fraction equal to 1−cos2(θ/2) sin2(θ/2) = 1−sin2(θ)/2
of atom pairs does not contribute to the parity signal
because, in these events, the two atoms do not reach
the final detection sites. The minimum fraction of dis-
carded pairs by post-selection amounts to 1/2 and is ob-
tained when θ = π/2. (ii) We here assume that the
impaired pulse is the intermediate pulse, which rotates
the pseudo spin by an angle θout at the outermost sites,

and by an angle θin at the innermost sites. In this
case, the fraction of pairs not contributing to the parity
signal amounts to 1 − sin2(θout/2) cos2(θin/2)/2, which
reaches the minimum value of 1/2 for θout = π and
θin = 0. (iii) We assume that the last Ramsey pulse
is impaired, rotating the pseudo spin by an angle θ at
both sites L2 and R2. In this case, the parity signal ob-
tained from post-selected pairs detected at L2 and R2 is
〈Π〉 = − cos2(θ) − sin2(θ) cos(φ) = Π0 − V cos(φ). This
interference fringe has a reduced visibility V = sin2(θ)
and a vertical offset of Π0 = − cos2(θ). For θ = π/2, the
visibility is maximum V = 1 and the offset vanishes.

In the remainder of this section, we consider in greater
detail errors produced by the intermediate π pulse when
Zeeman addressing is employed [39]. While optimal pulse
shaping can reduce errors, for simplicity we assume here
two square pulses with slightly different frequencies so
that, in the presence of a magnetic field gradient, each of
them resonantly addresses either L3 or R3. Without loss
of generality (see Sec. S1.C), we assume that the linear
detuning, δ′x, induced by the magnetic field gradient,
is symmetric with respect to the central position x = 0
between the two atoms. Here, δ′ is the angular frequency
shift per lattice site, and x is the position in units of
lattice sites. In this notation, L3 and R3 have positions
x = ±(n+1), whereas L1 and R1 have positions x = ±1.
In experiments, the detuning per lattice site δ′ can be of
the order of (2π)15 kHz [39].

We have numerically computed the pseudo-spin evolu-
tion for the Zeeman-addressed π pulse. The error proba-
bility perr to produce spurious spin components is shown
in Fig. S1(a) as a function of δ′(n+ 1)/ΩR. As explained
above, these errors do not affect the visibility of the par-
ity signal, but reduce the signal-to-noise ratio for a fixed
number of pairs probed in the experiment. The overall
fraction of discarded pairs by post-selection amounts to
1/2 + perr/2. The numerical results show a strong reduc-
tion of the error probability when the ratio δ′(n+ 1)/ΩR
is an integer number. The error suppression occurs when
the two π pulses, which are resonant with the outermost
sites, produce a vanishing rotation at the innermost sites,
L1 and R1; a similar error suppression is demonstrated
in Ref. [40], however, in a slightly different configuration
where only a single π pulse is employed.

If we choose the error minimum at δ′(n+1)/ΩR = 2, we
expect from Fig. S1(a) a negligibly small error probabil-
ity perr < 2 %. Assuming a microwave-induced bare Rabi
frequency of ΩR = (2π)60 kHz [39], we obtain, for an ini-
tial spatial separation of n = 10 sites, δ′ ≈ (2π)10 kHz,
which is within the reach of experiments. Smaller Rabi
frequencies allows one to use weaker magnetic field gra-
dients, but also imply longer spin-flip times and, thus, an
increased rate of decoherence-induced pulse errors.

For the interferometric measurement of the exchange
phase ϕex, it is important that phase errors are mini-
mized. As discussed in Sec. S1.A, the fringe position de-
pends on the relative phase ∆ϕ3 between the two pulses
π acting at sites L3 and R3. However, the magnetic field
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gradient adds a Zeeman contribution to the phase shift,
∆ϕZ = −[(n+ 1)− 1]πδ′/ΩR = −nπδ′/ΩR. This contri-
bution can be compensated, see Sec. S1.C, by symmetriz-
ing in time the interferometric scheme.

To discern phase corrections beyond the two lead-
ing contributions from ∆ϕ3 and ∆ϕZ, we compute the
phase shift of the Ramsey fringe using the evolution of
the pseudo spin computed numerically for the Zeeman-
addressed π pulse. The computed phase shift is shown
in Fig. S1(b) as a function of δ′(n + 1)/ΩR, after sub-
tracting the two leading contributions. The remaining
phase shift exhibits an overall hyperbolic profile, with
small oscillations on top of it. The hyperbolic profile can
be well explained as the result of the ac-microwave shift
induced by the π pulses on atoms situated at the inner-
most sites L1 and R1. This shift can be computed with
second-order perturbation theory, yielding

∆ϕMW =
Ω2

R

4

(
1

δ′ − ωR3

+
1

δ′ − ωL3

− 1

−δ′ − ωR3

− 1

−δ′ − ωL3

)
π

ΩR
= −π(n+ 1)

n(n+ 2)

[
δ′(n+ 1)

ΩR

]−1

(S16)

where ωL3,R3
= ±δ′(n + 1) are the resonance frequen-

cies at sites L3 and R3. Moreover, a closer inspection
of Fig. S1(b) reveals that the phase correction computed
numerically coincides with the ac-microwave shift esti-
mation in Eq. (S16) when the error probability reaches
a local minimum perr at integer values of δ′(n + 1)/ΩR.
Hence, we obtain that at these special values, the Ramsey
fringe is shifted by ∆ϕ3+∆ϕZ+∆ϕMW. In the two-atom
Ramsey interferometer, ∆ϕ3 represents the precisely ad-
justable Ramsey control phase, ∆ϕZ cancels out due to
spin-echo refocusing (see Sec. SA.3), and the residual sys-
tematic shifts of the Ramsey fringe position of the order
of 1 % of 2π [see Fig. S1(b)] can be removed by subtract-
ing the phase correction ∆ϕMW term.

C. Dephasing analysis

In single-particle interferometry, slow drifts of mag-
netic fields, magnetic field gradients, and imperfect con-
trol of dynamical phases during transport are often re-
sponsible for the loss of first-order coherence. In the two-
particle Ramsey interferometer sketched in Fig. 2 of the
main text, these dephasing mechanisms could, in princi-
ple, also cause a reduction of the visibility of the parity
signal and systematic errors in the measurement of the
exchange phase ϕex. Here, we show that these mech-
anisms do not affect second-order coherence probed by
the two-atom Ramsey interferometer and, hence, cause
no shift of the measured Ramsey fringe.

To protect the interferometer against dephasing mech-
anisms, we require a few assumptions on the atom trans-
port: (1) Atoms follow spatially mirrored trajectories for
the two states |↑〉 and |↓〉. (2) For each given pseudo-
spin state, all single-site transport operations are realized

through the same shift of the periodic lattice potential
[30].

In the remainder of this section, we consider sepa-
rately different mechanisms that could potentially cause
dephasing. We compute the Ramsey phase shift as the
difference between the phases accumulated by the inner-
most and outermost two-atom paths.

Fluctuating spin-independent forces. We assume that
an external force (e.g., gravity force) is directed along the
lattice direction, acting on both spin components equally.
The force gives rises to a spin-independent linear poten-
tial gradient of the form h̄ωB(x − x0), where ωB is the
Bloch frequency proportional to the force, x is the po-
sition along the lattice in units of lattice sites, and x0

is the position in the same units at which the potential
vanishes. The value of x0 determines an overall energy
shift equal to −h̄ωBx0, which cannot not influence the
interferometric signal. Thus, we can simply choose x0

equal to the midpoint between the two atoms.
The overall phase acquired by the innermost two-atom

path is zero because, based on assumption (1), the two
atoms are at opposite positions in space at all times.
Likewise, the overall phase acquired by the outermost
two-atom path is also zero. Hence, the position of the
Ramsey fringe is insensitive to fluctuations of a spin-
independent force. Because full phase cancellation oc-
curs at all times, the scheme is also robust against fast
fluctuations of the force.

Fluctuating magnetic fields. We assume that a homo-
geneous magnetic field is present (e.g., to define the quan-
tization axis), causing a differential Zeeman energy shift
for the two states |↑〉 and |↓〉. We ignore any common-
mode Zeeman energy shift because, if present, it only
causes a spin-independent energy shift, which cannot af-
fect the relative phase measured by the interferometer.

The overall phase acquired by the innermost two-atom
path vanishes because the two atoms are in opposite
spin states at all times. For the same reason, the outer-
most two-atom path also yields a vanishing overall phase.
Hence, the position of the Ramsey fringe is insensitive
to fluctuations of the magnetic field. Because full phase
cancellation occurs at all times, the scheme is also robust
against fast fluctuations of the magnetic field.

Slowly fluctuating magnetic field gradients. We as-
sume that a magnetic field gradient is present along
the lattice direction (as occurs for Zeeman-addressed π
pulses, see Sec. S1.B), which is static on the timescale
of the interferometric sequence, but can slowly fluctuate
at longer times. Due to the magnetic field gradient, the
atoms experience a spin-dependent potential gradient of
the form h̄ωB,↑(x − x0,↑)|↑〉〈↑| − h̄ωB,↓(x − x0,↓)|↓〉〈↓|,
where x is the position along the lattice, and ωB,s, x0,s

are the Bloch frequency and the zero-crossing position
for the two spin components |s〉, respectively.

Because fluctuations of x0,s are equivalent to fluctua-
tions of a magnetic field, these cannot influence the Ram-
sey signal, as we have shown above. Thus, we can conve-
niently choose x0,↑ = x0,↓ equal to the midpoint between
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the two atoms.
The potential can be decomposed in the sum of a

spin-dependent potential gradient, whose strength is pro-
portional to (ωB,↑ + ωB,↓)/2, and a spin-independent
potential gradient, whose strength is proportional to
(ωB,↑ − ωB,↓)/2. Because, as shown above, fluctuations
of a spin-independent potential gradient do not affect the
Ramsey signal, we can focus on the spin-dependent con-
tribution by simply assuming ωB,↑ = ωB,↓.

Because of assumption (2), the innermost two-atom
path acquires a zero phase during the first n shift op-
erations, and a nonzero phase only during the last shift
operation. It turns out, however, that this phase equals
that acquired by the outermost two-atom path. In fact,
relying again on assumption (2), the phase acquired by
the outermost two-atom path during the last n shift oper-
ations vanishes due spin-echo refocusing, and a nonzero
phase is acquired only during the first shift operation.
Due to assumption (2), the nonzero phase acquired by
the innermost path during the last shift operation equals
that acquired by the outermost path during the last shift
operation. Hence, because their difference vanishes, we
conclude that the position of the Ramsey fringe is insen-
sitive to slow fluctuations of the magnetic field gradient.

Dynamical phases by atom transport. Each single-site
shift operation causes the atom to acquire a dynamical
phase. This dynamical phase includes both a kinetic and
potential contribution, which for our purpose are not re-
quired to be separated. In the most general case, we
assume that the dynamical phase acquired by |↑〉 and |↓〉
states are different.

After a single-site shift operation, the dynamical phase
acquired by the innermost two-atom path comprises the
dynamical phase from state |↑〉 and that from state |↓〉.
Likewise, the dynamical phase acquired by the outer-
most two-atom path comprises the same dynamical phase
from state |↑〉 and that from state |↓〉. Hence, because
the phase difference vanishes, we conclude that the Ram-
sey signal is insensitive to dynamical phases arising from
atom transport.

D. Partial indistinguishability

Considering the scheme sketched in Fig. 2 of the main
text, if the two atoms populate initially different vibra-
tional states, one can discriminate whether the atoms
have travelled the outermost or innermost paths by sim-
ply measuring the vibrational level of each atom at the
end of the Ramsey interferometer. Thus, the fact that
the which-way information can be detected suppresses in-
terference between the two particles: A spin-parity mea-
surement would then yield a constant signal equal to 0,
indicating the absence of correlations.

It is thus necessary to initially cool atoms to the low-
est vibrational state in order to make them indistin-
guishable in the motional degree of freedom. Further,
it is also important that the atoms are transported with-

out creating any vibrational excitation to avoid leav-
ing a trace of the which-way information in the vi-
brational state; polarization-synthesized optical lattices
enable spin-dependent transport with a virtually zero
probability < 1 % to create a vibrational excitation [35].
Hence, in the rest of this section we focus on the effect of
imperfect cooling, which is at the present the dominant
cause of a reduced visibility of the parity signal.

By starting the experiment from a Mott insulator state
and retaining a small number of individual atoms (ex-
actly two atoms for our purpose) at separate sites, a
ground-state probability p0 at around 95 % has been
demonstrated [8]. Sideband cooling techniques have so
far only reached p0

<∼ 90 % [32], mainly due to small trap
frequencies along at least one of the confining directions.
While we expect that ground-state probabilities close to
unity will be achieved in the near future with sideband
cooling techniques, it is interesting to consider the effect
of imperfect cooling (i.e., p0 < 1) on the visibility of the
correlation signal 〈Π〉.

Thus, the spin parity signal 〈Π〉 depends on the proba-
bility, Pindist, that the two atoms occupy the same vibra-
tional state. To compute it, we assume that the cooling
procedure prepares a statistical mixture of vibrational
states, denoted here ρ(L) and ρ(R) for the the atom on the
left- and right-hand side, respectively. With this assump-
tion, one directly obtains that the probability for the two
atoms to be indistinguishable in the motional degree of
freedom is Pindist = tr (ρ(L)ρ(R)). For two identical sta-
tistical mixtures ρ(L) = ρ(R) (as is likely the case), note
that Pindist corresponds to the purity of the initial single-
atom states, which is 1 for perfect ground-state cooling
(i.e., when p0 = 1). Hence, we conclude that the spin-
correlation measurement yields

〈Π〉 = (1− Pindist) · 0− Pindist · cos(ϕ− ϕex)

= −V cos (ϕ− ϕex) , (S17)

where V = Pindist defines the visibility of the parity sig-
nal. The expression in Eq. (S17) makes use of the spin-
parity signal for indistinguishable atoms, which is derived
in Eq. (S15).

To get insight into Eq. (S17), we assume for both statis-
tical mixtures a thermal distribution in a harmonic trap,
with trapping frequencies ωx, ωy, and ωz. Denoting by
p0,i the probability of occupying the lowest vibrational
state along the i-axis (these can be three different values
in experiments), it follows that p0 = p0,xp0,yp0,z and that

V =
p0

(2− p0,x)(2− p0,y)(2− p0,z)
. (S18)

If we assume isotropic cooling with p0 = p3
0,i, and that

p0 ≈ 1, we obtain that V ≈ p2
0 up to corrections of the

order of O[(1−p0)2]. This simple formula shows that the
visibility is in good approximation equal to the probabil-
ity that both atoms populate the lowest vibrational state.
For example, we obtain 80 % visibility for p0 ≈ 90 %, and
50 % visibility for p0 ≈ 70 %.
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FIG. S2. Two-atom Ramsey sequence on a two-dimensional
spin-dependent lattice. Only the evolution of the nonsepara-
ble |Ψodd〉 state, see Eq. (S5), is displayed (+ sign indicates
the superposition of the two states). The different panels
represent the state: (a) after an initial π/2 pulse, (b) after
a L-shaped spin-dependent shift, (c) after a spin flip opera-
tion affecting the outermost region only, (d) after a straight
spin-dependent displacement. The sequence is completed by
applying a final π/2 pulse and by measuring the spin state
of both atoms (not shown). The quantization axis along the
diagonal [42] is also shown.

E. Two-dimensional scheme

Here, we briefly discuss a protocol for neutral atoms
confined in a two-dimensional spin-dependent optical lat-
tice. This can be realized with polarization-synthesized
(PS) optical lattices, which have recently been demon-
strated in one dimension [30]. The scheme extending PS
optical lattices to two-dimensions is described in Ref. 42.
A sketch of the two-dimensional protocol is shown in

Fig. S2. The main difference between this protocol and
that presented in Fig. 2 of the main text is that here the
two atoms are exchanged, see panel (b), without never
crossing each other. Hence, the two-dimensional proto-
col ensures that the two atoms never interact with each
other. Through an analysis of dephasing mechanisms
similar to that presented in Sec. S1.C, one can show that
the scheme sketched in the figure is insensitive to fluctua-
tions of spin-independent forces, fluctuations of magnetic
fields, fluctuations of magnetic field gradients, and im-
perfect control of dynamical phases during transport. In
the case the quantization axis, defined by a static mag-
netic field of a few gauss, is chosen along the diagonal di-
rection shown in Fig. S2, the two-dimensional two-atom
Ramsey interferometer is even robust against fast fluctu-
ations of magnetic field gradients, in contrast to the one-
dimensional scheme, which is only robust against slow
fluctuations, see Sec. S1.C. Note that if the quantization
axis is oriented along the other diagonal, the transport
scheme projected along the quantization axis is equiva-
lent to the one-dimensional scheme sketched in Fig. 2 of
the main text. In this configuration, the two-dimensional
scheme is only robust against slow fluctuations of mag-
netic field gradients like the one-dimensional scheme.

F. Choice of atomic species

The implementation scheme illustrated in Fig. 2 of the
main text makes use of state-dependent optical lattices
to swap two atoms and measure their exchange phase
in an interferometric scheme. While other schemes rely-
ing on different realizations of state-dependent potentials
(e.g., rf-dressed or microwave-dressed potentials [31]) are
in principle conceivable, our proposed scheme based on
state-dependent potentials has the important property of
being robust against dephasing mechanisms, as explained
in Sec. S1.C, and, moreover, can be realized with cur-
rently available technology [28–30]. However, the usage
of state-dependent optical potentials also has a downside,
as it limits the number of suitable atomic species for such
an experiment.

For rubidium and cesium atoms, which have been
employed in previous state-dependent-transport experi-
ments [28–30], all stable isotopes are bosonic. Lighter al-
kali atoms like potassium or lithium, which possess both
fermionic and bosonic isotopes, are not suitable for state-
dependent transport because the spin-orbit coupling in-
trinsic to the atom is too weak, resulting in a small fine-
structure splitting; in fact, the small splitting prevents
state-dependent optical potentials without causing too
strong off-resonance scattering of photons.

However, state-dependent transport could be realized
with fermionic atoms as well, by exploiting the nu-
clear spin (hyperfine interaction) instead of the electron
spin (spin-orbit coupling), according to the scheme for
alkaline-earth-metal atoms (e.g., Yb or Sr atoms) pro-
posed in Ref. [46]. Only fermionic isotopes are suited
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for this scheme, though, because of their nonzero nuclear
spin, while all stable bosonic isotopes have zero nuclear
spin.

To our best knowledge, aluminum is the only atomic
species that allows the exchange of both fermionic (26Al)
and bosonic (27Al) isotopes with the same experimen-
tal setup. One of the authors (A.A.) considers realizing
state-dependent potentials for aluminum atoms by ex-
ploiting the inherent spin-orbit coupling of the ground-
state p orbital. In this case (more generally, for group
III atoms), the nonvanishing spin-orbit coupling in the
electronic ground state makes it possible to choose the
wavelength of the optical-lattice laser far detuned from
any excited electronic state.

Such a setup would allow one to compare the absolute
(i.e., calibration-free) value of the exchange phase mea-
sured for bosons and fermions with the same setup. In
fact, the measurement scheme for the detection of the ex-
change phase is insensitive to isotopic differences in the
mass or in the ac-Stark shifts: Different masses, as well
as different ac-Stark shifts, would lead to different dy-
namical phases during state-dependent transport opera-
tions for the single-atom quantum paths, and yet would
not affect the relative phase between the two two-atom
quantum paths interfering in the two-atom Ramsey in-
terferometer. As explained in Sec. S1.C, these two-atom
paths acquire exactly the same dynamical phase.

S2. PROTOCOL FOR TRAPPED IONS

In this section, we describe a protocol to extract the
wave-function symmetry of two trapped ions. We first
give arguments based on the symmetry of a suitable
Hamiltonian exchanging the two ions, and we describe
how this Hamiltonian can be realized exploiting the mi-
cromotion in a linear Paul trap. Then, we present nu-
merical results suggesting that the ion exchange can be
performed adiabatically, and we discuss possible experi-
mental imperfections.

A. Symmetry properties of the two-ion wave
function

Here, we extend simple symmetry arguments how an
experiment can make the exchange symmetry of a pair
of trapped ions visible, even if the wave functions of the
ions never overlap. We assume a pair of identical charged
particles, trapped in the radial (x-/y-) plane of a linear
Paul trap by an axial confinement (in the z-direction)
that is stronger than the radial one. To keep the no-
tation simple, we will drop the part describing the ax-
ial confinement from all formulas given in the following.
The positions of the ions are at z` = 0 and r` = (x`, y`),
` = 1, 2. In the secular approximation, the trap provides

a harmonic potential given by

Utrap =
1

2
m(ω2

x(x2
1 + x2

2) + ω2
y(y2

1 + y2
2)). (S19)

In addition, the ions interact via the Coulomb interaction

VCoul =
e2

4πε0|r1 − r2|
. (S20)

For degenerate radial trapping frequencies, ωx = ωy, the
potential is rotationally symmetric. However, the ions
experience micromotion in the radial plane, which breaks
rotational symmetry. As Fig. 3 of the main text shows,
depending on the orientation of the crystal the direc-
tion of micromotion may be aligned with the crystal axis
or perpendicular to it. Similar to the secular approxi-
mation used to calculate the oscillation frequencies of a
trapped ion in a time-dependent quadrupolar field, the
effective dynamics of the ions is described by averaging
their Coulomb energy over one period of the rf-driving
field. As shown further below, this process leads to a
modification of the Coulomb potential

V Coul = 〈 e2

4πε0|r1(t)− r2(t)|
〉T

=
e2

4πε0|r1 − r2|

(
1 +

3

16
q2 cos2(2θ)

)
(S21)

that breaks the rotational symmetry even in the case
where ωx = ωy. Here, 〈•〉T denotes time averaging, q
denotes the ion trap’s q-factor, and θ the direction in
the radial plane (θ = 0 and θ = π/2 being the x- and
y-direction).

We assume that initially ωy > ωx so that the ion crys-
tal is aligned along the x-direction with ion 1 sitting at
position r0 and ion 2 at position −r0. We further assume
that the initial two-ion wave function is a product state

Ψi = ψr0
(r1)ψ−r0

(r2) (S22)

where ψA(r) describes a Gaussian wave packet centered
around position rA. For a pair of identical particles,
the constraints imposed by quantum statistics need to be
considered. In the following, we will assume that both
particles are prepared in the same spin state. As a con-
sequence, the spatial part of the wave function will be
symmetric for bosons and antisymmetric for fermions. If
the initial state (S22) is (anti-)symmetrized, it becomes

Ψ̃i = (ψr0(r1)ψ−r0(r2)) + (−1)σ(ψ−r0(r1)ψr0(r2))

with σ = 0 for bosons and σ = 1 for fermions. Here and
later on, a tilde sign will denote (anti-)symmetrized wave
functions.

Due to the symmetries of the problem, it is more conve-
nient to express the ion positions in terms of their center-
of-mass vector R = (X,Y ) and relative position vector
r = (x, y),

r1 = R + r/2 (S23)

r2 = R− r/2. (S24)
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In terms of these variables, the Hamiltonian separates
into H = Hc +Hr where

Hc = − h̄2

2M
∇2
c +

1

2
M(ω2

xX
2 + ω2

yY
2) (S25)

Hr = − h̄
2

2µ
∇2
r +

1

2
µ(ω2

xx
2 + ω2

yy
2) + V Coul (S26)

with M = 2m and µ = m/2 the reduced mass.
Written in terms of the center-of-mass and relative co-

ordinates, the initial state Ψi also factors into a product
of wave functions,

Ψi = ψc(R)ψrel(r/2− r0). (S27)

For trapped ions, this formulation correspond to a de-
scription in terms of the ion normal modes of motion.

In these coordinates, the (anti-)symmetrization
amounts to the operation

R =
1

2
(r1 + r2)→ R

r = (r1 − r2)→ (−1)σr

resulting in the (anti-)symmetrized wave function

Ψ̃i = ψc(R) (ψrel(r/2− r0) + (−1)σψrel(−r/2− r0)) .

The dynamics of the protocol is governed by Hamiltonian
H given in eqs. (S25), (S26) with changing trap frequen-
cies. As the two parts of the Hamiltonian act respectively
only on the center-of-mass and the relative coordinates,
the wave function will remain in a product state. Due to
this factorization, the bosonic or fermionic character of
the particles only appears in the part involving the rel-
ative position, and we will drop the center-of-mass wave
function ψc in the following description.

In the proposed protocol, we assume that the
anisotropy of the initial trapping potential is slowly
changed from ωx < ωy to ωx > ωy. The symmetry
properties of the Hamiltonian (S26) governing the rel-
ative motion, which are retained during this adiabatic
change, permit us extend a simple argument to distin-
guish bosons and fermions: its total potential energy
V (x, y) = Vtrap(x, y) + V Coul(x, y), fulfils

V (x, y) = V (−x, y) = V (x,−y).

Therefore, if a wave function is initially symmetric or
antisymmetric under x → −x or y → −y, this symme-
try will be conserved when the wave function is evolved
under Hr. Now, assume a two-ion crystal of identical
fermions orientated along the x-axis and prepared in the
ground state of the rocking mode, which describes the
out-of-phase ion motion normal to the crystal orienta-
tion, i.e., oscillates along y. This ion crystal has the
fermionic antisymmetry plus the symmetry of the mo-
tional wave function,

ψrel(x, y) = −ψrel(−x,−y) (fermionic antisymmetry)

ψrel(x, y) = ψrel(x,−y) (symmetry of even Fock states)

and therefore also has the property

ψrel(x, y) = −ψrel(−x, y).

As mentioned above, this symmetry will be conserved in
the process in which the crystal is reoriented along the y-
direction, and for this reason, the resulting wave function
has no overlap with even Fock states of the rocking mode
(which is now oriented along x). This argument shows
that, because of the symmetries of the Hamiltonian, the
initial rocking mode ground state cannot be mapped to
the rocking mode ground state of the rotated crystal if
we are dealing with fermions. When applying the same
argument to a pair of bosons, one finds that the ground
state is mapped to a wave function which does not have
any overlap with the odd Fock states of the final crystal
orientation.

The description of the rotation process can be further
simplified, and made more explicit, by noting that in
the process of lowering the radial anisotropy, the rocking
mode frequency will become much lower than the stretch
mode frequency. It seems then reasonable to assume that
the motional wave function will approximately separate
between both modes. As the stretch mode is always ori-
ented along the direction of the crystal and the rocking
mode normal to it, this translates into the product form

ψrel(r/2− r0) ≈ f(|r|)χ(θ − θ0)

if r = (r cos θ, r sin θ) and θ0 is the angle under which the
crystal is aligned in the radial plane. For the variables r,
θ, the (anti-)symmetrized wave function becomes

ψ̃rel(r/2−r0) ≈ f(|r|) (χ(θ − θ0) + (−1)σχ(θ + π − θ0)) .

As this relation shows, the symmetry properties of the
wave function are carried by its angular part. Dur-
ing the adiabatic deformation of the time-averaged po-
tential, this part will be modified. The upper line of
Fig. S3 shows the potential energy as given in eq. (S26)
for various anisotropies of the trapping potential, and
its lower line shows the resulting angular potential. For
ωx − ωy < −δωcrit, the ion crystal is aligned along
the x-axis (θm = 0). The left column shows the case
(ωx − ωy = −δωcrit) where the time-averaged Coulomb
potential makes the potential seen by the rocking mode
quartic. For smaller anisotropies, the potential in the
tangential direction breaks up into a double well. The
well centers move from θm = 0 to positions θm = ±π/4
for ωx = ωy. For ωx > ωy they move further outwards
and finally, when the potential becomes quartic again
(ωx − ωy = δωcrit), merge with a second set of minima
at locations θm = ±π/2.

How is the angular part of the wave function trans-
formed in this process? We assume that the rocking
mode is initially cooled to the ground state such that
χ(θ) ∼ exp(−γθ2) is given by a Gaussian function. When
the harmonic well splits into a double-well potential, χ(θ)
will be transformed into an even function that can be
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FIG. S3. Numerical calculation of a time-averaged potential for the ions’ relative motion (in units of the ions’ equilibrium
distance) for a q-parameter of q = 0.2 and normal mode splittings. The leftmost and rightmost plot correspond to the anisotropy
for which the rocking mode potential becomes quartic. The center column corresponds to an isotropic external potential. The
plots in the lower line show the minimum potential as a function of the angle θ.

written as a sum of Gaussians, χ(θ − θm) + χ(θ + θm),
whose centers will move to θm = π/4 for ωx = ωy. The
initial (anti-)symmetrized wave function

ψ̃i = χ(θ) + (−1)σχ(θ + π)

gets transformed in this first step into a wave function
describing a superposition of crystal orientations,

ψ̃sup ∼
(
χ(θ +

π

4
) + χ(θ − π

4
)
)

+(−1)σ
(
χ(θ − 3π

4
) + χ(θ +

3π

4
)

)
=

(
χ(θ +

π

4
) + (−1)σχ(θ +

3π

4
)

)
+(−1)σ

(
χ(θ − 3π

4
) + (−1)σχ(θ − π

4
)

)
,

where in the last equation the terms are rearranged in
such a way as to show that the superposition of the parts
located at θ = π/4 and θ = 3π/4 is symmetric for bosons
and antisymmetric for fermions. Therefore, when these
two parts are recombined into a single potential well at
θ = π/2, the final wave function will be

ψ̃f = χ(σ)(θ − π

2
) + (−1)σχ(σ)(θ +

π

2
),

i.e., the uneven superposition of the fermionic case will
be converted into the n = 1 Fock state of the potential at
θ = π/2, denoted by χ(1)(θ) ∼ θ exp(−γθ2), whereas the
even superposition of the bosonic case will be converted
to the n = 0 ground state of the potential [χ(0)(θ) =
χ(θ)].

B. Time-averaged effective two-ion Coulomb
interaction

We now present the derivation of the effective potential
V Coul used above. In a two-ion crystal that is oriented in
the radial plane of a linear rf-trap, as assumed above, the
ions experience a fast micromotion. As a consequence,
their potential energy obtains a periodic time dependence
that can give rise to a modification of the normal mode
frequencies of an ion crystal [65, 66].

However, the influence of micromotion on the ions be-
comes much more drastic if the radial secular frequencies
of the trap are degenerate or close to degeneracy. The
reason is that even if the secular potential becomes radi-
ally isotropic for ωx = ωy, the micromotion electric field
remains anisotropic as shown in Figure 3 of the main
text: depending on the orientation of the ion crystal, the
micromotion direction may be parallel to crystal axis or
perpendicular to it. In the former case, time averaging
the Coulomb interaction over the ion trajectory increases
the average Coulomb energy (the increase in Coulomb en-
ergy at the inner turning point is higher than the decrease
at the outer turning point). In the latter case, the micro-
motion slightly increases the average distance between
the ions and therefore lowers the average Coulomb en-
ergy. Therefore, for a two-ion crystal, the time-averaged
potential is no longer isotropic in the radial plane, an
effect that was noticed already more than twenty years
ago [50, 51].

An ion will oscillate around the equilibrium position
(x`, y`) in the radial plane on a trajectory described by
x`(t) = x`(1+ q

2 cos Ωt) and y`(t) = y`(1− q
2 cos Ωt) where

Ω is the trap drive frequency and q the q-parameter.
Taylor-expanding the Coulomb energy up to second order
in q results in a time-averaged Coulomb potential equal
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to

V Coul =
e2

4πε0
〈 1

|r1(t)− r2(t)|
〉T

=
e2

4πε0|r|

(
1 +

q2

16

(
3 cos2(2θ)− 1

))
. (S28)

The time-averaged potential depends on the orientation
θ of the ion crystal in the radial plane to second order in
q. If the transverse oscillation frequencies of the trap are
sufficiently different, the modification of the Coulomb po-
tential will slightly weaken the rocking mode frequency in
addition to very slightly increasing the equilibrium dis-
tance between the ions. However, if the trapping po-
tential has nearly degenerate oscillation frequencies, the
modified potential can make the curvature of the rocking
mode’s potential zero or even negative, thus destabilizing
the orientation of the ion crystal.

C. Modification of the two-ion rocking mode
frequency

The out-of-phase normal modes of a two-ion crystal are
obtained by Taylor-expanding the potential of eq. (S26)
around the equilibrium positions of the ions.

In case of ωy > ωx, the ion crystal is oriented along
the x-direction with r0 = |r|/2 the equilibrium distance
from the trap center. In the absence of micromotion at
the ions’ position (q = 0), the Hamiltonian of the relative
motion then becomes

Hr = − h̄
2

2µ
∇2
r +

1

2
µ(ω2

su
2
x + ω2

ru
2
y)

where ux, uy are the radial coordinates of the relative

motion, ωs =
√

3ωx is the stretch mode frequency and

ωr =
√
ω2
y − ω2

x is the rocking mode frequency. If mi-

cromotion modifies the Coulomb potential (q 6= 0), the
stretch mode frequency does not change but the rocking
mode frequency is modified to

ω′r =

√
ω2
y − ω2

x(1 +
3

2
q2) +O(q4). (S29)

The rocking mode potential becomes quartic when ω′r =
0 which happens at a critical normal mode splitting ∆ω =
ωy − ωx with

∆ω =
3

4
q2ω⊥ (S30)

where ω⊥ =
√

(ω2
x + ω2

y)/2. For q = 0.2 and ω⊥ =

(2π) 1 MHz, this would correspond to ∆ω = (2π) 30 kHz.
In the absence of the quartic term, this would corre-

spond to a critical rocking mode frequency of ω
(c)
r =√

ω2
y − ω2

x = (2π) 240 kHz. As the curvature of the time-

averaged Coulomb potential (S28) in the radial direction

at θ = ±π/4 equals the one at θ = 0 except for the oppo-
site sign factor, the argument shows that, for degenerate
frequencies ωx = ωy, the ion crystal would be trapped
with its axis oriented under θ = ±π/4 and have a rock-
ing mode frequency equal to 240 kHz.

D. One-dimensional description of the exchange
process

As the confinement in the radial direction is much
stiffer than along the direction normal to the crystal, we
will neglect insignificant changes of the ion distance and
small dispersive frequency shifts caused by cross mode
coupling and focus only on the relative ion motion nor-
mal to the crystal axis. This leads to a one-dimensional
description of the exchange process in terms of the crystal
orientation. A good starting point for this is to rewrite
the Hamiltonian that describes the relative motion in a
harmonic trap in polar coordinates. If we assume that
radial and angular dynamics completely decouple, then
the angular part of the Hamiltonian is given by

Hθ = − h̄2

4mr2
0

∂2

∂θ2
+mr2

0(A sin2 θ +B cos2(2θ)) (S31)

where A = ω2
y − ω2

x and B = 3
8q

2ω2
⊥. The part propor-

tional to B describes the micromotion-induced modifi-
cation of the Coulomb interaction. Note that the mag-
nitude of A is equal to the square of the rocking mode
frequency ωr that one would calculate when using the
secular approximation. The relative strength A/B can
be controlled by keeping the rf-voltage fixed and time-
varying the dc-voltage that lifts the radial mode fre-
quency degeneracy. For small dc-voltages, A changes
linearly with the voltage whereas B remains constant.

Figure S4 shows the energy of excited states above
the ground state energy as a function of ωr/(2π) for
q = 0.2 and ω⊥ = (2π) 1 MHz. It can be seen that for
ωr/(2π) > 250 kHz, the energy levels are approximately
equidistant as expected for a harmonic oscillator. At
about ωr/(2π) = 250 kHz, the potential becomes quartic
before splitting into a double-well for ωr/(2π) < 250 kHz.
In this regime, the energy levels become doubly degener-
ate corresponding to states where the ion is an an even
or odd superposition of being in one or the other well.
The gap separating the ground state of the lowest ex-
cited state of the same symmetry is always bigger than
10 kHz.

E. Numerical simulation of the swapping process

The experiment could be carried out with a fermionic
ion species like 40Ca+ for which ground state cooling,
and Bell state generation by entangling interactions are
routine operations in experiments processing quantum
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FIG. S4. Energies of the lowest excited states during the
voltage ramp that converts a harmonic potential (right-hand
side) into a double well potential (left-hand side) obtained by
diagonalization of the Hamiltonian of eq. (S31) for q = 0.2
and ω⊥ = (2π) 1 MHz.

information [54]. We have carried out a simulation of
the swapping process by numerically solving eq. (S31)
for realistic parameters. We assume that the rf-trapping
is achieved in a linear trap with a drive frequency of
Ωrf = (2π) 20 MHz and q = 0.2, and that the ions are ax-
ially confined by a static potential resulting in an oscilla-
tion frequency of ωz = (2π) 1.4 MHz. In the absence of a
dc-voltage applied to the rf-ground electrodes, the trans-
verse oscillation frequency is then approximately given
by ω⊥ = Ωrf

2

√
q2/2− az/2, where az = (2ωz/Ωrf)

2 ac-
counts for the deconfining effect of the axial quadrupole
potential, so that ω⊥ ≈ (2π) 1 MHz. A two-ion crys-
tal will align in the radial plane with an ion distance
of 2r0 ≈ 5.6µm. Ramping the dc-voltage from negative
to positive values is equivalent to sweeping the trap’s a-
parameter which modifies the radial trapping frequencies
to

ωx =
Ωrf

2

√
q2/2− az/2 + a (S32)

ωy =
Ωrf

2

√
q2/2− az/2− a. (S33)

For the simulation of the swapping process of a
fermionic pair of particles, we could represent the Hamil-
tonian of eq. (S31) in a truncated basis of angular mo-
mentum eigenstates ∼ einθ, where n = 2m − 1 with
m = −N, . . .− 1, 0, 1 . . . N . However, if we start the sim-
ulation with ωy > ωx and the rotor in the ground state
of the potential, we can further restrict the state space
by expanding the wave function and the Hamiltonian in
ψn ∼ cos(nθ) with n = 1, 3, . . . 2N − 1. In a first step,
we calculate the energies En(a) and eigenstates φn(θ, a)
by diagonalizing the Hamiltonian as a function of a [see
Fig. S5(a)]. We use this information to calculate an adi-
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FIG. S5. Time dynamics of the single-to-double well splitting
and subsequent recombination with an optimized frequency
ramp of 2 ms duration. (a) Energies of excited states vs.
a–parameter. The dashed line indicates the adiabaticity pa-
rameter of eq. (S34) in arbitrary units. (b) a–parameter vs.
time. (c) Energies of excited states vs. time. (d). Overlap
squared of the time-evolved state with the ground state of the
potential. For further details, see main text.

abaticity parameter for the ground state

γ(a) =
∑
n>0

|〈dφn(θ, a)/da|φ0(θ, a)〉|
En(a)− E0(a)

. (S34)

We use this parameter, shown as a dashed line in
Fig. S5(a), to convert a linear ramp of a with time t
into the ramp a(t) shown in Fig. S5(b) by scaling the
time axis according to dt(a) → γ(a)dt(a). This proce-
dure slows down the change in a for the critical values
where the single well changes into a double well poten-
tial. Then we adjust the time such that the a-parameter
is ramped from −4 · 10−4 to +4 · 10−4 within 2 ms. Fig-
ure S5(c) shows the resulting energies of the eigenstates
as a function of time. Finally, Fig. S5(d) demonstrates
that the overlap of the time-evolved state ψ(t) always
has an overlap with the ground state bigger than 98%.
This demonstrates that the exchange process can be ac-
complished nearly adiabatically on realistic time scales
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for which decoherence effects are expected to be low.

F. Effect of additional static fields: geometric and
dynamical phases

While the protocol is meant to detect the exchange
phase ϕex, the actually observed phase will always be
the sum of ϕex and other dynamical or geometric phases
caused by further interactions that were not included in
the simple model. In order to anambiguously measure
ϕex, these additional phases need to be either very small,
or they will have to be independently determined in ad-
ditional control experiments. In the following, we will
discuss a number of different interactions:

A non-zero magnetic field will give rise to an Aharonov-
Bohm phase φAB = qBπr2

0/h̄ where r0 is the radius of
the circle on which the ions move and B is the strength
of the magntic field component normal to the circle. For
a field of B = 4 Gauss normal to a circle with r0 =
2.5µm, φAB ≈ (2π) 1.9, i.e., the detected signal would
be shifted by about two interference fringes. This effect
could however be easily calibrated. Moreover, it could
be strongly reduced by suitably orientating the magnetic
field direction.

The protocol has a high spatial and temporal symme-
try that in principle prevents dynamical phases entering
the measured signal. This symmetry might however by
broken by spatially inhomogeneous fields. While phases
caused by dc- or ac-magnetic field gradients are negli-
gibly small, residual static electric stray fields, resulting
in quadrupole potentials that are not aligned with the
direction of the trap’s normal modes of motion, are ex-
pected to have a significant impact on the measurement
outcome. In the worst case, this effect might prevent the
tranformation of the harmonic potential into a double-
well potential. However, ion traps can be constructed
that allow for full control of the static quadrupole po-
tential such that residual stray field gradients could be
compensated. In case of imperfect compensation, the
stray fields will still add an additional phase factor to
the measured signal.

In order to analyze the impact of stray field gradi-
ents, we assume an quadrupolar stray electric poten-
tial with major axes that are rotated by π/4 with re-
spect to dc quadrupole potential of the trap. In this
potential, one part of the superposition state would be
transported over a potential whereas the one part would
pass by a potential valley; for this reason, a dynam-
ical phase ϕs would result. Such a potential would
add an additional term Vs(θ) = mr2

0A
′ sin2(θ + π/4)

to the Hamiltonian of eq. (S31). Under the assump-
tion that Vs is tiny compared to the trapping potential,
the resulting dynamical phase is approximately given by
ϕs =

∫
dt(Vs(θmin(t) − Vs(−θmin(t))/h̄. Here, we as-

sumed a classical adiabatic transport starting at θ = 0
with θmin(t) being the potential minimum of the trap-
ping potential for θ ∈ [0, π/2]. For the parameters of the

transport process depicted in Fig. S5 and assuming that
A′ = 8 · 108 s−2, a very large dynamical phase ϕs ≈ 130π
would result. We expect that this phase can be signifi-
cantly reduced by optimizing transport process. A quick
modification of the transport of Fig. S5 led already to
a reduction ϕs ≈ 10π at the expense of only 1% loss
of population to higher excited states. For a calibration
of ϕs, we note that running the transport protocol for-
ward and backwards followed by a measurement of the
motional state would detect 2ϕs modulo 2π. A complete
characterization of ϕs should be achievable by similar
measurements after partial forward and backward trans-
port.

The value of A′ is more than two orders of magnitude
smaller than the one observed in a recent experiment at
IQOQI Innsbruck in a trap with an ion-to-electrode dis-
tance of about 500 µm. However, as stray charges on
the electrodes or contact potentials give rise to potential
curvatures that scale with the inverse square of the ion-
to-electrode distance, the curvature could be reduced by
an order of magnitude using a bigger trap and by pre-
venting the trap electrodes from the being covered by the
neutral atom beam used for loading the trap. Moreover,
the stray potential curvatures are observed to be very
stable over the course of many months. This opens up
the possibility of detecting and compensating them with
a set of dedicated compensation electrodes, thus reducing
A′ by a large amount.

G. Sources of decoherence

Decoherence of the electronic part of the wave function
is expected to be completely negligible for the quantum
states considered in this paper. The motional state might
however decohere due to fluctuating electric stray fields.
Fortunately, motional decoherence of the center-of-mass
motion of the ion crystal would not affect the perfor-
mance of the protocol. Motional decoherence of the rela-
tive motion is normally much weaker as compared to the
one affecting the center-of-mass motion due to the small
size of the ion crystal as compared to the distance to
the nearest trap electrodes. Therefore, we don’t expect
the motional state of the quantum rotor, i.e. the angular
motion and the stretch motion in the direction of the ori-
entation of the rotor to be changeed by motiona heating
within the time it takes to complete the protocol. Also,
we are not aware of any mechanism that could give rise
to fluctuating geometric phases that could dephase the
state of a rotor in a superposition of two orientations on
the experimentally relevant time scale.

While the quantum rotor mode is spectrally well sepa-
rated from the other normal modes of motion, dispersive
cross-Kerr-like couplings to other modes of relative mo-
tion can shift its frequency if the ions are confined in a
trapping potential with near-degenerate frequencies [67].
This effect can, however, be overcome by ground-state
cooling the other two modes of relative motion.
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Temporal fluctuations of experimental control param-
eters could also give rise to effects similar to decoherence.
In this respect, the most critical parameter is the control
over the dc-voltage used to split the single-well potential
into a double well which would require a relative stability
of about 10−3 which can be realized with programmable
precision voltage sources and a stabilization of the rf-
power fed into the ion trap.

H. Isotopic effects

Trapped ion experiments could be carried out with ion
species (e.g., Ca+ or Yb+) for which coherent manipu-
lation of both bosonic and fermionic isotopes has been
demonstrated in experiments. Because of the different
isotope masses, however, it will not be possible to tune
control parameters such that both trapping frequencies
and ion distance stay the same. Therefore, dynamical
phases arising from the ion transport will likely be dif-
ferent and require independent calibration.
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Hänsch, and P. Treutlein, Nat. Phys. 5, 592 (2009).

[32] A. M. Kaufman, B. J. Lester, and C. A. Regal, Phys.
Rev. X 2, 041014 (2012).

[33] X. Li, T. A. Corcovilos, Y. Wang, and D. S. Weiss, Phys.
Rev. Lett. 108, 103001 (2012).

[34] Supplemental Material containing further information
about the implementation schemes with neutral atoms
and trapped ions.

[35] C. Robens, S. Brakhane, W. Alt, D. Meschede, J. Zopes,
and A. Alberti, arXiv:1611.07952 [quant-ph] (2016).

[36] A. Alberti, C. Robens, W. Alt, S. Brakhane, M. Karski,
R. Reimann, A. Widera, and D. Meschede, New J. Phys.
18, 053010 (2016).

[37] C. Robens, W. Alt, C. Emary, D. Meschede, and A. Al-
berti, Appl. Phys. B 123, 12 (2017).

[38] C. Weitenberg, M. Endres, J. F. Sherson, M. Cheneau,
P. Schauß, T. Fukuhara, I. Bloch, and S. Kuhr, Nature
471, 319 (2011).

[39] M. Karski, L. Förster, J.-M. Choi, A. Steffen,
N. Belmechri, W. Alt, D. Meschede, and A. Widera,

http://dx.doi.org/10.1103/PhysRev.136.B248
http://dx.doi.org/10.1103/PhysRev.136.B248
http://dx.doi.org/10.1007/978-3-540-70626-7_77
http://dx.doi.org/10.1119/1.4704899
http://dx.doi.org/10.1119/1.4704899
http://dx.doi.org/10.1103/PhysRevLett.59.2044
http://dx.doi.org/10.1103/PhysRevLett.59.2044
http://dx.doi.org/10.1126/science.1232572
http://dx.doi.org/10.1126/science.1232572
http://dx.doi.org/10.1126/science.1250057
http://dx.doi.org/10.1038/nature14331
http://dx.doi.org/10.1038/nature15750
http://dx.doi.org/10.1038/348224a0
http://dx.doi.org/10.1038/348224a0
http://dx.doi.org/10.1103/PhysRevLett.76.2840
http://dx.doi.org/10.1103/PhysRevLett.76.2844
http://dx.doi.org/10.1103/PhysRevLett.76.2844
http://dx.doi.org/10.1103/PhysRevLett.81.4790
http://dx.doi.org/10.1103/PhysRevLett.81.4790
http://dx.doi.org/10.1103/PhysRevA.92.063820
http://dx.doi.org/10.1103/physrevlett.83.3978
http://dx.doi.org/10.1103/physrevlett.83.3978
http://dx.doi.org/10.1103/PhysRevLett.104.253604
http://dx.doi.org/10.1103/PhysRevLett.104.253604
http://dx.doi.org/10.1038/nature06011
http://dx.doi.org/10.1103/PhysRevLett.98.070501
http://dx.doi.org/10.1103/PhysRevLett.98.070501
http://dx.doi.org/10.1038/nature16073
http://dx.doi.org/10.1038/nature15263
http://dx.doi.org/10.1119/1.1937827
http://dx.doi.org/10.1038/35005011
http://dx.doi.org/10.1038/35005011
http://dx.doi.org/10.1103/PhysRevLett.104.010502
http://dx.doi.org/10.1103/PhysRevLett.104.010502
http://dx.doi.org/10.1103/PhysRevA.92.022336
http://dx.doi.org/10.1103/PhysRevA.57.1972
http://dx.doi.org/10.1103/PhysRevA.57.1972
http://dx.doi.org/10.1103/PhysRevLett.91.010407
http://dx.doi.org/10.1103/PhysRevLett.91.010407
http://dx.doi.org/10.1073/pnas.1204285109
http://dx.doi.org/10.1073/pnas.1204285109
http://dx.doi.org/10.1103/PhysRevLett.118.065302
http://dx.doi.org/10.1038/nphys1329
http://dx.doi.org/10.1103/PhysRevX.2.041014
http://dx.doi.org/10.1103/PhysRevX.2.041014
http://dx.doi.org/10.1103/PhysRevLett.108.103001
http://dx.doi.org/10.1103/PhysRevLett.108.103001
https://arxiv.org/abs/1611.07952
http://dx.doi.org/10.1088/1367-2630/18/5/053010
http://dx.doi.org/10.1088/1367-2630/18/5/053010
http://dx.doi.org/10.1007/s00340-016-6581-y
http://dx.doi.org/10.1038/nature09827
http://dx.doi.org/10.1038/nature09827


19

New J. Phys. 12, 065027 (2010).
[40] T. Xia, M. Lichtman, K. Maller, A. W. Carr, M. J. Pi-

otrowicz, L. Isenhower, and M. Saffman, Phys. Rev. Lett.
114, 100503 (2015).

[41] A. Bassi, K. Lochan, S. Satin, T. P. Singh, and H. Ul-
bricht, Rev. Mod. Phys. 85, 471 (2013).

[42] T. Groh, S. Brakhane, W. Alt, D. Meschede, J. K.
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