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Abstract. We show that the theory of varifolds can be suitably enriched to open the way to appli-
cations in the field of discrete and computational geometry. Using appropriate regularizations of the
mass and of the first variation of a varifold we introduce the notion of approximate mean curvature
and show various convergence results that hold in particular for sequences of discrete varifolds asso-
ciated with point clouds or pixel/voxel-type discretizations of d-surfaces in the Euclidean n-space,
without restrictions on dimension and codimension. The variational nature of the approach also
allows to consider surfaces with singularities, and in that case the approximate mean curvature is
consistent with the generalized mean curvature of the limit surface. A series of numerical tests are
provided in order to illustrate the effectiveness and generality of the method.

Introduction

Shape visualization and processing are fundamental tasks in many different fields, such as physics,
engineering, biology, medicine, astronomy, art and architecture. This substantially motivates the
extremely active research on image processing and computer graphics, that has been carried out in
the last decades. Due to the large variety of applications and of capture systems, different discrete
models are used for representing shapes: among them we mention polygonal/polyhedral meshes,
level sets, pixel/voxel representations, point clouds, splines, CAD models. Despite the obvious
differences due to variable data sources and application ranges, it makes sense to ask whether or
not different representations might be interpreted as particular instances of a common (and possibly
more general) formalism.

In what follows we shall also distinguish between “structured” and “unstructured” discretiza-
tions: the former being those discrete representations which directly encode dimensional and topo-
logical properties of the underlying shapes (polygonal/polyhedral meshes, level sets), the latter
being those encoding only spatial distribution (point clouds, pixel/voxel-type). Concerning in par-
ticular the unstructured discretizations, which arise from statistical sampling and are typically
produced by most image capture devices, some post-processing is often needed to extract the geo-
metric information that characterize the underlying, “real” surfaces. In this sense, one of the major
tasks is the reconstruction of curvatures.

In the case of point clouds, the reconstruction of curvatures is usually performed by finding
a local smooth surface via regression, and then by computing the curvature of the reconstructed
surface, like in the Moving Least Squares (MLS) technique, introduced in the seminal article [Lev98]
(see also [ABCO+03, AK04]). There exist also techniques based on geometric integral invariants,
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that is on asymptotic behaviour of area, volume, covariance matrix (or other integral quantities)
inside infinitesimal balls, where the leading term contains the wanted geometric information, see
[YLHP06, CRT04] where such approaches are developed on point clouds, [CLL14] on digital shapes
and [MOG09] where robustness to noise is proved. A common drawback of these methods is that
they are not suitable for the reconstruction of curvature in presence of singularities, and convergence
results are generally obtained under quite strong regularity assumptions.

A different approach is followed in [CSM06] and [CCLT09]. There, a notion of second fundamental
measure, valid both for surfaces and for their discrete approximations, is introduced by relying on
the theory of normal cycles developed in seminal works of Wintgen [Win82], Zähle [Zäh86] and
Fu [Fu93] (see also [Mor08]). Roughly speaking, the idea of those papers is to reconstruct curvature
measure information from the offsets of distance-like functions associated with the discrete data.
On the one hand, this approach is quite general as it relies on Geometric Measure Theory (in
principle, the reconstructed curvature measures may contain singular parts allowing for singularities
in the limit shape). On the other hand, this method has been efficiently developed on triangulated
surfaces, while its adaptation to point cloud data is not straightforward, see [CCLT09] for more
details.

In the recent works [Bue14, Bue15] the framework of varifolds has been proposed as a possible
answer to the above question. Varifolds have been originally introduced by Almgren in 1965 [Alm65]
for the study of critical points of the area functional, and as a model of soap films, soap bubble
clusters, and more general physical systems where surfaces or interfaces come into play. Formally, a
d–varifold V is a Radon measure on the product space Rn×Gd,n, where Gd,n denotes the Grassman-
nian manifold of (unoriented) d-planes in Rn, 1 ≤ d < n (see Definition 2.1). Roughly speaking, a
varifold consists of a joint distribution of mass and of “tangent” d–planes. It is natural to associate
a varifold to a smooth d–dimensional surface in Rn, and more generally to a d–rectifiable set with
locally finite d–dimensional Hausdorff measure, possibly endowed with a multiplicity function (see
Definition 2.2). In this sense, varifolds provide a natural generalization of (unoriented, weighted)
surfaces. Varifolds satisfy nice geometric and variational properties (compactness, mass continuity,
criteria of rectifiability) and possess a generalized notion of mean curvature encoded in the so-called
first variation operator [All72, Sim83].

Notwithstanding these nice properties, the theory of varifolds has been essentially developed
and used in the context of Geometric Measure Theory and Calculus of Variations by a quite
restricted number of specialists, and almost no substantial applications of this theory to discrete and
computational geometry, as well as to numerical analysis and image processing, have been proposed
up to now. The only exception we are aware of is the work by Charon and Trouvé [CT13], where
varifolds are employed to perform comparisons between triangularized shapes, with applications to
computational anatomy. The reason for the consistent lack of practical application of the varifold
theory is, probably, twofold. On one hand, most of the theory (and of Geometric Measure Theory in
general) consists of very deep, but also extremely technical results, which make the theory appear
particularly exotic and only meant to address purely theoretical questions. On the other hand,
despite its potentials, the theory of varifolds has been conceived and developed neither for the
discrete approximation of surfaces, nor for the analysis of discrete geometric objects.

The main aim of this paper is to show that varifolds can indeed be successfully used to represent
and analyze not only continuous shapes, like curves, surfaces, and rectifiable sets, but also discrete
shapes, like point clouds, pixel/voxel-type surfaces, polyhedral meshes, etc. Varifolds associated
with discrete shapes will be generically called discrete varifolds. In order to make discrete varifolds
a truly useful tool, a certain extension of the classical theory is required, especially with reference to
approximation results, compactness properties, and the choice of appropriate notions of curvature.

First of all we introduce a regularized first variation of a varifold V as the convolution of the
standard first variation δV (which is a distribution of order 1) with a regularizing kernel ρε. Then
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we convolve the mass ‖V ‖ of the varifold by another kernel ξε and define the approximate mean
curvature vector field HV

ρ,ξ,ε as the regularized first variation divided by the regularized mass (when-

ever the latter is not zero). This way we can define approximate mean curvatures for any varifold.
Of course these notions of mean curvature depend on the choice of the pair (ρε, ξε) of regularizing
kernels. Assuming that ρε and ξε are defined by suitably scaling two given kernels ρ1 and ξ1, the
parameter ε can be understood as a scale at which the mean curvature is evaluated. We remark
that the idea of using convolutions of varifolds and of their first variations is not new, as it already
appears as a technical tool in Brakke’s paper [Bra78] on the mean curvature motion of a varifold.
What to our knowledge is new is the simple, but at the end very effective, idea of taking regular-
izations of the mass and of the first variation in order to give consistent notions of mean curvature
for all varifolds (and in particular for the discrete ones).

The approximate mean curvatures satisfy some nice convergence properties, that are stated
in Theorems 4.3, 4.5 and 4.8. In these results the notion of Bounded Lipschitz distance, a metric
similar to Wasserstein distance (see Definition 2.6), comes into play. By relying on such convergence
theorems one can for instance show Gamma-convergence for a class of Willmore-type functionals
defined on discrete varifolds, that will be presented in a forthcoming paper.

A thorough comparison between our approach and the different notions of discrete (mean) cur-
vature, which have been proposed and studied in the past literature, is out of the scope of this
paper (we refer the interested reader to the extended survey contained in [NR14]). However, as an
illustrative example of the power and the generality of the varifold setting we show in Section 7
the following, remarkable fact: the classical Cotangent Formula, that is widely used for defining
the mean curvature of a polyhedral surface P at a vertex v, can be simply understood as the first
variation of the associated varifold VP applied to any Lipschitz extension of the piecewise affine
basis function ϕv that takes the value 1 on v and is identically zero outside the patch of triangles
around v. In this sense, the Cotangent Formula can be understood as the regularization of δVP by
means of the finite family of piecewise affine kernels {ϕv(x) : v is a vertex of P}.

Moreover, in the last section we provide some numerical simulations that show the efficacy and
generality, as well as the ease of implementation, of our notion of approximate mean curvature. In
particular, our simulations confirm the convergence results proved in Section 4 with even better
rates than those theoretically expected, not only in the case of smooth limit surfaces but also for
a much larger class of generalized surfaces, possibly endowed with singularities.

For the reader’s convenience we provide a more detailed description of the contents of the paper.
In Sections 1 and 2 we set some basic notation and briefly introduce the notion of varifold together

with some essential facts from the theory of varifolds, that will be recalled in the subsequent sections.
We also define the Bounded Lipschitz Distance ∆1,1, which locally metrizes the weak-∗ convergence
of varifolds and will be systematically used throughout the paper. At the end of the section we
define the class of discrete varifolds, focusing in particular on those of “volumetric” and “point-
cloud” type. We then prove an equivalence result, Proposition 2.13, which says that one can switch
between the volumetric and point-cloud types up to paying some explicit price in terms of the ∆1,1

distance.
Section 3 is devoted to the definition of the regularized first variation δV ∗ ρε, as well as to show

some related properties. We point out that, here and in the rest of the paper, we take radially
symmetric kernels with some minimal regularity, as specified in Section 1 (see also Hypothesis 1); we
shall also denote by ρ the one-dimensional profile of the kernel ρ1. A compactness and rectifiability
result using the regularized first variation is shown at the end of the section, see Theorem 3.6. We
stress that Theorem 3.6, a partial extension of a classical result due to Allard [All72], can be used
for showing existence of solutions to variational problems on discrete varifolds.
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The notion of approximate mean curvature HV
ρ,ξ,ε of a varifold V is introduced and studied in

Section 4. The consistency of the notion stems from two approximation results that we show to hold
for rectifiable varifolds with locally bounded first variation. The first one, Theorem 4.3, states the
pointwise convergence of the approximate mean curvature HV

ρ,ξ,ε to the generalized mean curvature

H of V at ‖V ‖-almost every point, without an explicit convergence rate. The second one, Theorem
4.5, shows the following fact: given a rectifiable varifold V with bounded first variation, a sequence
Vi of general varifolds, a sequence of points zi converging to a point x in the support of V , and two
infinitesimal sequences of parameters di, εi, such that the local ∆1,1 distance between V and Vi is
controlled from above by di up to a renormalization (see (4.24)), then one obtains that the modulus

of the difference HVi
ρ,ξ,εi

(zi) − HV
ρ,ξ,εi

(x) can be asymptotically estimated by di+|zi−x|
ε2i

. We remark

that the infinitesimality of the parameter di appearing in the theorem is always guaranteed by the
convergence of Vi to V in the sense of varifolds. Moreover, by combining the above estimate with

Theorem 4.3 one deduces that HVi
ρ,ξ,εi

(zi) converges to H(x) as soon as di+|zi−x|
ε2i

is infinitesimal as

i → ∞. For the last convergence result of the section, Theorem 4.8, we introduce an orthogonal

approximate mean curvature HV,⊥
ρ,ξ,ε(x) which essentially consists in projecting HV

ρ,ξ,ε(x) onto the

“normal space” to V at x. Then we assume that the varifold V is associated with a C2 manifold
M , and take a sequence of varifolds Vi that converge to V with explicit controls on the local ∆1,1

distance between the mass measures ‖V ‖ and ‖Vi‖ as well as on suitably defined, L∞-type local
distances between the “tangential parts” of the varifolds (see assumptions (4.35) and (4.36)). Under
these assumptions the theorem shows better convergence rates with respect to the ones guaranteed
by Theorem 4.5 (basically, we obtain di

εi
instead of di

ε2i
as in the asymptotic convergence estimate

(4.26)).
Section 5 addresses the question whether some specific choice of the pair (ρ, ξ) of kernel profiles

might lead to improved convergence rates in Theorems 4.5 and 4.8. Even though we are not able
to give a completely satisfactory answer to this question, we provide some heuristic motivation
for choosing (ρ, ξ) within a class of kernel pairs that satisfy what we call the Natural Kernel Pair
(NKP) property, defined as follows: we say that a pair of kernel profiles (ρ, ξ) satisfies the (NKP)
property if ρ is monotonically decreasing on [0,+∞) and of class W 2,∞, while ξ is given by the
formula

ξ(t) = − tρ
′(t)

n
.

The (NKP) property relies on an observation that we made after performing a Taylor expansion of
the difference HV

ρ,ξ,ε(x) − H(x) when V is associated with a smooth manifold M of class C3 and

x is a point in the relative interior of M . While it is still unclear whether (NKP) guarantees or
not some better convergence rates than those proved in Theorems 4.5 and 4.8, we have observed
a substantial improvement of convergence and stability in all numerical tests we have performed,
some of which are presented in Section 8.

In the remaining sections we consider some theoretical and applied aspects of discrete varifolds.
In Section 6 we show that point cloud varifolds as well as discrete volumetric varifolds can

be used to approximate more general rectifiable varifolds. Specifically we show in Theorem 6.4
that any rectifiable varifold V with bounded first variation can be approximated by a sequence
Vi of discrete varifolds of the previous types, constructed on generic meshes of the space with
mesh-size δi. If moreover V belongs to the narrower, but quite natural class of piecewise C1,β

varifolds (see Definition 6.2) then we also show in the same theorem an explicit estimate on the

distance ∆1,1(V, Vi), which is proved to be smaller than δβi , up to multiplicative constants and for
i sufficiently large.
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Section 7 is devoted to the illustration of a simple, but remarkable fact concerning the classical
Cotangent Formula, which is one of the fundamental tools in discrete geometry as it allows to define
a vector mean curvature functional Ĥ for a triangulated surface. Using the varifold formalism one
can understand the formula as the first variation of the associated polyhedral varifold V evaluated
on a Lipschitz extension of a generic nodal function ϕ. This fact, which is proved in Proposition 7.1,
gives in our opinion a strong support to the suitability of the varifold approach to discrete geometry.

Finally, we put in Section 8 some numerical tests for confirming the theoretical convergence
properties of the approximate mean curvature as well as the effectiveness of the (NKP) property,
according to the results of Sections 4 and 5. For the sake of computing the exact mean curvture
vector, most of the tests have been made by taking some parametrized shapes (a circle, an ellipse,
a “flower”, an “eight”, a union of two circles, and some standard double bubbles in 2D and 3D)
and by discretizing them as point cloud varifolds. Then we choose various kernel pairs (ρ, ξ) and
compute the approximate mean curvatures (with or without projection on the orthogonal space) for
various choices of the scale parameter ε, as well as the relative error with respect to the theoretical
ones. We also examine the behavior of the approximate mean curvature near the singularities in
the “eight”, in the union of two circles, and in a couple of standard double bubbles in 2D and 3D.
In particular we obtain slightly nicer results by taking averages of HV

ε,ρ,ξ over balls of radius 2ε,
which actually does not affect the validity of our theoretical convergence results. Our tests confirm
the robustness of the notion of approximate mean curvature in both 2D and 3D cases, even in
presence of singularities. We finally conclude the section with two figures showing the intensity of
approximate mean curvatures computed for point clouds representation of a dragon and a statue.

1. Preliminary notations and definitions

We adopt the following notations:

• N and R denote, respectively, the set of natural and of real numbers.
• Given n ∈ N, n ≥ 1, x ∈ Rn and r > 0, we set Br(x) = {y ∈ Rn | |y − x| < r}.
• Aδ =

⋃
x∈ABδ(x) = {y ∈ Rn | d(y,A) < δ}.

• Ln is the n–dimensional Lebesgue measure and ωn = Ln(B1(0)).
• Hd is the d–dimensional Hausdorff measure in Rn.
• If B is an open set, writing A ⊂⊂ B means that A is a relatively compact subset of B.
• Gd,n denotes the Grassmannian manifold of d-dimensional vector subspaces of Rn. A d-

dimensional subspace T will be often identified with the orthogonal projection onto T
(sometimes denoted as ΠT ). Gd,n is equipped with the metric d(T, P ) = ‖T − P‖, where
‖ · ‖ denotes the operator norm on the space L(Rn;Rn) of linear endomorphisms of Rn.
• Given a continuous Rm–valued function f defined in Ω, its support spt f is the closure in

Ω of {y ∈ Ω | f(y) 6= 0}.
• C0

o(Ω) is the closure of C0
c(Ω) in C0(Ω) with respect to the norm ‖u‖∞ = supx∈Ω |u(x)|.

• Given k ∈ N, Ck
c (Ω) is the space of real–valued functions of class Ck with compact support

in Ω.
• C0,1(R) and C1,1(R) denote, respectively, the space of Lipschitz functions and the space

of functions of class C1 with derivative of class Lipschitz on R. On such spaces we shall
consider the norms ‖u‖1,∞ = ‖u‖∞ + lip(u) and ‖u‖2,∞ = ‖u‖∞ + ‖u′‖1,∞, respectively.
• LipL(X) is the space of Lipschitz functions in the metric space (X, δ) with Lipschitz constant
≤ L.
• We denote by |µ| the total variation of a measure µ.
• Mloc(X)m is the space of Rm–valued Radon measures and M(X)m is the space of Rm–

valued finite Radon measures on the metric space (X, δ).

From now on, we fix d, n ∈ N with 1 ≤ d < n. By Ω ⊂ Rn we shall always denote an open set.
5



We also fix the notations and some basic assumptions about the regularizing kernels that will
be used in the sequel. We shall consider radially symmetric, non-negative kernels ρ1, ξ1 defined on
Rn, such that ρ1(x) = ρ(|x|) and ξ1(x) = ξ(|x|) for suitable one-dimensional, even profile functions
ρ, ξ with compact support in [−1, 1]. We also assume the normalization conditionˆ

Rn
ρ1(x) dx =

ˆ
Rn
ξ1(x) dx = 1 ,

which amounts to

nωn

ˆ 1

0
ρ(t)tn−1 dt = nωn

ˆ 1

0
ξ(t)tn−1 dt = 1 .

For any given ε > 0 and x ∈ Rn we set

ρε(x) = ε−nρ1(x/ε) and ξε(x) = ε−nξ1(x/ε) .

We shall at least assume that ρ ∈ C1(R) and that ξ ∈ C0(R). At some point, we shall require extra
regularity on ρ and ξ, namely that ρ ∈W 2,∞ and ξ ∈W 1,∞ (see Hypothesis 1).

2. Varifolds

2.1. Some classical definitions and properties of varifolds. We recall here a few facts about
varifolds, see for instance [Sim83] for more details.
Let us start with the general definition of varifold:

Definition 2.1 (General d–varifold). Let Ω ⊂ Rn be an open set. A d–varifold in Ω is a non-
negative Radon measure on Ω×Gd,n.

An important class of varifolds is represented by the so-called rectifiable varifolds.

Definition 2.2 (Rectifiable d–varifold). Given an open set Ω ⊂ Rn, let M be a countably d–
rectifiable set and θ be a non negative function with θ > 0 Hd–almost everywhere in M . A
rectifiable d–varifold V = v(M, θ) in Ω is a non-negative Radon measure on Ω × Gd,n of the form

V = θHd|M ⊗ δTxM i.e.
ˆ

Ω×Gd,n
ϕ(x, T ) dV (x, T ) =

ˆ
M
ϕ(x, TxM) θ(x) dHd(x) ∀ϕ ∈ C0

c(Ω×Gd,n,R)

where TxM is the approximate tangent space at x which exists Hd–almost everywhere in M . The
function θ is called the multiplicity of the rectifiable varifold. If additionally θ(x) ∈ N forHd–almost
every x ∈M , we say that V is an integral varifold.

Definition 2.3 (Mass). The mass of a general varifold V is the positive Radon measure defined
by ‖V ‖(B) = V (π−1(B)) for every B ⊂ Ω Borel, with π : Ω×Gd,n → Ω defined by π(x, S) = x. In

particular, the mass of a d–rectifiable varifold V = v(M, θ) is the measure ‖V ‖ = θHd|M .

The following result is proved via a standard disintegration of the measure V (see for instance
[AFP00]).

Proposition 2.4 (Young-measure representation). Given a d–varifold V on Ω, there exists a family
of probability measures {νx}x on Gd,n defined for ‖V ‖-almost all x ∈ Ω, such that V = ‖V ‖⊗{νx}x,
that is,

V (ϕ) =

ˆ
x∈Ω

ˆ
S∈Gd,n

ϕ(x, S) dνx(S) d‖V ‖(x)

for all ϕ ∈ C0
c(Ω×Gd,n).
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Definition 2.5 (Convergence of varifolds). A sequence of d–varifolds (Vi)i weakly–∗ converges to
a d–varifold V in Ω if, for all ϕ ∈ C0

c(Ω×Gd,n),

〈Vi, ϕ〉 =

ˆ
Ω×Gd,n

ϕ(x, P ) dVi(x, P ) −−−→
i→∞

〈V, ϕ〉 =

ˆ
Ω×Gd,n

ϕ(x, P ) dV (x, P ) .

We now recall the definition of Bounded Lipschitz distance between two Radon measures. It
is also called flat metric and can be seen as a modified 1–Wasserstein distance which allows the
comparison of measures with different masses (see [Vil09], [PR14]). In contrast, the 1–Wasserstein
distance between two measures with different masses is infinite.

Definition 2.6 (Bounded Lipschitz distance). Being µ and ν two Radon measures on a locally
compact metric space (X, d), we define

∆1,1(µ, ν) = sup

{∣∣∣∣ˆ
X
ϕdµ−

ˆ
X
ϕdν

∣∣∣∣ : ϕ ∈ Lip1(X), ‖ϕ‖∞ ≤ 1

}
.

It is well-known that ∆1,1(µ, ν) defines a distance on the space of Radon measures on X, called the
Bounded Lipschitz distance.

Hereafter we introduce some special notation for the ∆1,1 distance between varifolds.

Definition 2.7. Let Ω ⊂ Rn be an open set and let V,W be two d–varifolds on Ω. For any open
set U ⊂ Ω we define

∆1,1
U (V,W ) = sup

{∣∣∣∣∣
ˆ

Ω×Gd,n
ϕdV −

ˆ
Ω×Gd,n

ϕdW

∣∣∣∣∣ :
ϕ ∈ Lip1(Ω×Gd,n), ‖ϕ‖∞ ≤ 1
and sptϕ ⊂ U ×Gd,n

}
and

∆1,1
U (‖V ‖, ‖W‖) = sup

{∣∣∣∣ˆ
Ω
ϕd‖V ‖ −

ˆ
Ω
ϕd‖W‖

∣∣∣∣ :
ϕ ∈ Lip(Ω), ‖ϕ‖∞ ≤ 1
and sptϕ ⊂ U

}
.

We shall often drop the subscript when U = Ω, that is we set

∆1,1(V,W ) = ∆1,1
Ω (V,W ) and ∆1,1(‖V ‖, ‖W‖) = ∆1,1

Ω (‖V ‖, ‖W‖) ,
thus making the dependence upon the domain implicit whenever this does not create any confusion.

The following fact is well-known (see [Vil09, Bog07]).

Proposition 2.8. Let µ, (µi)i, i ∈ N, be Radon measures on a locally compact metric space (X, d).
Assume that µ(X) + supi µi(X) < +∞ and that there exists a compact set K ⊂ X such that the

supports of µ and of µi are contained in K for all i ∈ N. Then µi
∗−⇀ µ if and only if ∆1,1(µi, µ)→ 0

as i→∞.

We define the tangential divergence of a vector field, as follows. For all P ∈ G and X =
(X1, . . . , Xn) ∈ C1

c(Ω,Rn) we set

divPX(x) =

n∑
j=1

〈∇PXj(x), ej〉 =

n∑
j=1

〈P (∇Xj(x)), ej〉

with (e1, . . . , en) being the canonical basis of Rn. Then we introduce the following definition.

Definition 2.9 (First variation of a varifold, [All72]). The first variation of a d–varifold in Ω ⊂ Rn
is the vector–valued distribution (of order 1) defined for any vector field X ∈ C1

c(Ω,Rn) as

δV (X) =

ˆ
Ω×Gd,n

divPX(x) dV (x, P ) .

7



Remark 2.10. It is convenient to define the action of δV on a function ϕ ∈ C1
c (Ω) as the vector

δV (ϕ) =
(
δV (ϕe1), . . . , δV (ϕen)

)
.

We also notice that δV (X) is well-defined whenever X is a Lipschitz vector field such that the
measure ‖V ‖ of the set of non-differentiability points for X is zero.

The definition of first variation can be motivated as follows. Let ϕXt be the one-parameter group
of diffeomorphisms generated by the flow of the vector field X. Let ΦX

t be the mapping defined on
Rn ×Gd,n as

ΦX
t (x, S) = (ϕXt (x), dϕXt (S)) .

Set Vt as the push–forward of the varifold measure V by the mapping ΦX
t . Then, assuming

spt(X) ⊂⊂ A for some relatively compact open set A ⊂ Ω, one has the identity

δV (X) =
d

dt
‖Vt‖(A)|t=0 .

The linear functional δV is by definition continuous with respect to the C1-topology on C1
c (Ω,Rn),

however in general it is not continuous with respect to the C0
c topology. In the special case when

this is satisfied, that is, for any fixed compact set K ⊂ Ω there exists a constant cK > 0, such that
for any vector field X ∈ C1

c(Ω,Rn) with sptX ⊂ K, one has

|δV (X)| ≤ cK sup
K
|X| ,

we say that V has a locally bounded first variation. In this case, by Riesz Theorem, there exists a
vector–valued Radon measure on Ω (still denoted as δV ) such that

δV (X) =

ˆ
Ω
X · δV for every X ∈ C0

c(Ω,Rn)

Thanks to Radon-Nikodym Theorem, we can decompose δV as

(2.1) δV = −H‖V ‖+ δVs ,

where H ∈
(
L1
loc(Ω, ‖V ‖)

)n
and δVs is singular with respect to ‖V ‖. The function H is called the

generalized mean curvature vector. By the divergence theorem, H coincides with the classical mean
curvature vector if V = v(M, 1), where M is a d-dimensional submanifold of class C2.

2.2. Discrete varifolds. We introduce some types of varifolds, that we call discrete as they are
defined by a finite set of parameters. Although a varifold structure can be of course associated with
any polyhedral complex, we shall essentially focus on “unstructured” discrete varifolds (discrete
volumetric or point cloud, see below). It is however worth noticing that all definitions and results
of Sections 3 and 4 are valid in particular for all sequences of discrete varifolds, including those
of polyhedral type. Concerning the results of Section 6, the construction of approximations Vi
of a rectifiable varifold V , such that ∆1,1(Vi, V ) is infinitesimal, as shown in Theorem 6.4, seems
to be quite delicate in the polyhedral setting, since the tangent directions are prescribed by the
directions of the cells of the polyhedral surface, which are not necessarily converging when the
polyhedral surfaces converge to a smooth one in Hausdorff distance: think of Schwarz Lantern
for instance. (However, a related polyhedral approximation has been obtained in [Fu93], see also
[Feu08]). The construction of such approximations is much simpler in the case of volumetric and
point cloud varifolds.

Let Ω ⊂ Rn be an open set. By a mesh of Ω we mean a countable partition K of Ω, that is, a
finite collection of pairwise disjoint subdomains (“cells”) of Ω such that {K ∈ K : K ∩B 6= ∅} is
finite for any bounded set B ⊂ Ω and

Ω =
⊔
K∈K

K .
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Here, no other assumptions on the geometry of the cells K ∈ K are needed. We shall often refer to
the size of the mesh K, denoted by

δ = sup
K∈K

diamK .

We come to the definition of discrete volumetric varifold (see [Bue15]).

Definition 2.11 (Discrete volumetric varifold). Let K be a mesh of Ω and let {(mK , PK)}K∈K ⊂
R+ ×Gd,n. We define the discrete volumetric varifold

V vol
K =

∑
K∈K

mK

|K|
Ln|K ⊗ δPK , where |K| = Ln(K) .

We remark that discrete volumetric d–varifolds are typically not d–rectifiable (indeed their sup-
port is n–rectifiable, while d < n).

We can similarly define point cloud varifolds.

Definition 2.12 (Point cloud varifolds). Let {xi}i=1...N ⊂ Rn be a point cloud, weighted by the
masses {mi}i=1...N and provided with directions {Pi}i=1...N ⊂ Gd,n. We associate the collection of
triplets {(xi,mi, Pi) : i = 1, . . . , N} with the point cloud d–varifold

V pt =
N∑
i=1

mi δxi ⊗ δPi ,

so that for ϕ ∈ C0
c(Ω×Gd,n),

ˆ
ϕdV pt =

N∑
i=1

miϕ(xi, Pi) .

Of course, a point cloud varifold is not d-rectifiable as its support is zero-dimensional.

The idea behind these “unstructured” types of discrete varifolds is that they can be used to
discretize more general varifolds. For instance, given a d–varifold V , and defining

mK = ‖V ‖(K) and PK ∈ arg min
P∈Gd,n

ˆ
K×Gd,n

‖P − S‖ dV (x, S) ,

one obtains a volumetric approximation of V . Similarly one can construct a point cloud approx-
imation of V . The possibility of switching between discrete volumetric varifolds and point cloud
varifolds, up to a controlled error depending on the size of a given mesh, is shown in the following
proposition.

Proposition 2.13. Let Ω ⊂ Rn be an open set. Consider a mesh K of Ω of size δ = sup
K∈K

diamK

and a family {xK ,mK , PK}K∈K ⊂ Rn × R+ × Gd,n such that xK ∈ K, for all K ∈ K. Define the

volumetric varifold V vol
K and the point cloud varifold V pt

K as

V vol
K =

∑
K∈K

mK

|K|
Ln|K ⊗ δPK and V pt

K =
∑
K∈K

mKδxK ⊗ δPK .

Then, for any open set U ⊂ Ω one obtains

∆1,1
U (V vol

K , V pt
K ) ≤ δmin

(
‖V vol
K ‖(U δ), ‖V

pt
K ‖(U

δ)
)

9



Proof. Let ϕ ∈ Lip1(Rn ×Gd,n) such that sptϕ ⊂ U , then∣∣∣∣∣
ˆ
U×Gd,n

ϕdV vol
K −

ˆ
U×Gd,n

ϕdV pt
K

∣∣∣∣∣ =

∣∣∣∣∣∑
K∈K

mK

|K|

ˆ
K
ϕ(x, PK)Ln(x)−

∑
K∈K

mKϕ(xK , PK)

∣∣∣∣∣
≤

∑
K∈K
U∩K 6=∅

mK

 
K
|ϕ(x, PK)− ϕ(xK , PK)| dLn(x)

≤
∑
K∈K
U∩K 6=∅

 
K

lip(ϕ)︸ ︷︷ ︸
=1

|x− xK | dLn(x) ≤ δ
∑
K∈K
U∩K 6=∅

mK

= δ ‖V vol
K ‖

 ⋃
U∩K 6=∅

K

 = δ ‖V pt
K ‖

 ⋃
U∩K 6=∅

K


≤ δ min

(
‖V vol
K ‖(U δ), ‖V

pt
K ‖(U

δ)
)
,

as wanted. �

Remark 2.14. We note that the first variation of a point cloud varifold is not a measure but only
a distribution: indeed it is obtained by directional differentiation of a weighted sum of Dirac deltas.
On the other hand, the first variation of a discrete volumetric varifold is bounded as soon as the
cells in K have a boundary with Hn−1 finite measure (or even as soon as the cells in K have finite
perimeter), but its total variation typically blows up as the size of the mesh goes to zero (see for
instance Example 6 in [Bue15]). Nevertheless, this bad behavior of the first variation, when applied
to discrete varifolds, can be somehow controlled via regularization, as described in Section 3.

Though the paper does not focus on polyhedral surfaces, we give a notion of polyhedral vari-
fold which will be studied in Section 7, where we evidence the connection between the so–called
Cotangent Formula and the first variation of such a varifold.

Definition 2.15 (Polyhedral varifold). Let M be a d–dimensional polyhedral surface whose set of
d–faces is denoted F . Then, we associate M with the d–varifold

V =
∑
F∈F
Hd|F ⊗ δPF ,

where PF ∈ Gd,n is the vector direction of the face F . Notice that V is an integral d–varifold.

3. Regularized First Variation

Given a sequence of varifolds (Vi)i weakly–∗ converging to a varifold V , a sufficient condition for
V to have locally bounded first variation, i.e. for δV to be a Radon measure, is

(3.1) sup
i
‖δVi‖ < +∞ .

However, the typical sequences of discrete varifolds that have been introduced in Section 2.2 may not
have uniformly bounded first variations, or it may even happen that the first variations themselves
are not measures, as in the case of point cloud varifolds (see Remark 2.14). Nevertheless, δVi are
distributions of order 1 converging to δV (in the sense of distributions). The idea is to compose the
first variation operator δ with convolutions defined by a sequence of regularizing kernels (ρεi)i∈N
as in Definition 3.1 below, and then to require a uniform control on the L1-norm of δVi ∗ ρεi .

We also point out that the parameter εi may be viewed as a “scale parameter”.
10



Besides some technical results, that will be used in the next sections, we prove in Theorem 3.6
a compactness and rectifiability result, which relies on the assumption that δVi ∗ ρεi is uniformly
bounded in L1.

As we are going to regularize the first variation of a varifold V in Ω by convolution, we conve-
niently extend δV to a linear and continuous form on C1

c(Rn,Rn). Let Ω ⊂ Rn be an open set and
V be a d–varifold in Ω with mass ‖V ‖(Ω) < +∞. First of all, we notice that (x, S) 7→ divSX(x) is
continuous and bounded, and that V is a finite Radon measure, thus we set

(3.2) δV (X) =

ˆ
Ω×Gd,n

divSX(x) dV (x, S), ∀X ∈ C1
c(Rn,Rn).

For more simplicity, in (3.2) the extended first variation is denoted as the standard first variation.
We immediately obtain

δV (X) ≤ ‖X‖C1 ‖V ‖(Ω) , ∀X ∈ C1
c(Rn,Rn) ,

which means that the linear extension is continuous with respect to the C1-norm. Notice that the
extended first variation coincides with the standard first variation whenever X ∈ C1

c(Ω,Rn) but
contains additional boundary information if the support of ‖V ‖ is not relatively compact in Ω.

For the reader’s convenience we recall from Section 1 that ρ denotes a non-negative kernel profile,
such that ρ1(x) = ρ(|x|) is of class C1, has compact support in B1(0), and satisfies

´
ρ1(x) dx = 1.

Then, given ε > 0 we set ρε(x) = ε−nρ1(x/ε).

Definition 3.1 (regularized first variation). Given a vector field X ∈ C1
c(Rn,Rn), for any ε > 0

we define

(3.3) δV ∗ ρε(X) := δV (X ∗ ρε) =

ˆ
Ω×Gd,n

divS(X ∗ ρε)(y) dV (y, S) .

We generically say that δV ∗ ρε is a regularized first variation of V .

Of course (3.3) defines δV ∗ρε in the sense of distributions. The following, elementary proposition
shows that δV ∗ ρε is actually represented by a smooth vector field with bounded L1-norm.

Proposition 3.2. Let Ω ⊂ Rn be an open set and V be a d–varifold in Ω with finite mass ‖V ‖(Ω).
Then δV ∗ ρε is represented by the continuous vector field

(3.4) δV ∗ ρε(x) =

ˆ
Ω×Gd,n

∇Sρε(y − x) dV (y, S) =
1

εn+1

ˆ
Ω×Gd,n

∇Sρ1

(
y − x
ε

)
dV (y, S)

and moreover one has δV ∗ ρε ∈ L1(Rn;Rn).

Proof. Taking into account (3.3), for every y ∈ Rn we find divS(X ∗ ρε)(y) = X ∗ ∇Sρε(y) :=∑n
i=1Xi ∗ ∂Si ρε(y), thus by Fubini-Tonelli’s theorem we get

δV ∗ ρε(X) =

ˆ
Ω×Gd,n

(X ∗ ∇Sρε)(y) dV (y, S)

=

ˆ
Ω×Gd,n

ˆ
x∈Rn

X(x) · ∇Sρε(y − x) dLn(x) dV (y, S)

=

ˆ
x∈Rn

X(x) ·

(ˆ
Ω×Gd,n

∇Sρε(y − x) dV (y, S)

)
dLn(x) ,

which proves (3.4). The fact that δV ∗ ρε ∈ L1(Rn;Rn) is an immediate consequence of the fact
that ∇ρε is bounded on Rn. �

Remark 3.3. We stress that δV ∗ ρε is in L1(Rn) even when δV is not locally bounded.
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Remark 3.4. If the support of ‖V ‖ is compactly contained in Ω then using the extended or the
standard first variation in the convolution δV ∗ ρε is equivalent up to choosing ε small enough. In
general, the same equivalence holds up to restricting the distribution δV ∗ ρε to C1

c(Ωε,Rn), where
Ωε = {x ∈ Ω : dist(x, ∂Ω) > ε}, which amounts to restricting the function δV ∗ ρε to Ωε.

In the next proposition we show that the classical first variation of a varifold V is the weak–∗
limit of regularized first variations of V , under the assumption that δV is a bounded measure. This
will immediately follow from the basic estimate (3.5), which is true for all varifolds.

Proposition 3.5. Let Ω ⊂ Rn be an open set and let V be a varifold in Ω with ‖V ‖(Ω) < +∞.
Then for any X ∈ C1

c(Rn,Rn) we have

(3.5) |δV ∗ ρε(X)− δV (X)| ≤ ‖V ‖
(

Ω ∩
(

sptX +Bε(0)
))
‖ρε ∗X −X‖C1 −−−→

ε→0
0 .

Moreover, if V has bounded extended first variation then

(3.6) δV ∗ ρε
∗−−−⇀

ε→0
δV .

Proof. Let X ∈ C1
c(Rn,Rn). Since δV ∗ ρε(X) = δV (ρε ∗X) we obtain

|δV ∗ ρε(X)− δV (X)| = |δV (ρε ∗X −X)| ≤ ‖V ‖(Ω) ‖ρε ∗X −X‖C1 .

On observing that ‖ρε ∗X −X‖C1 −−−→
ε→0

0 we get (3.5). If in addition V has bounded extended

first variation, then for all X ∈ C0
c(Rn,Rn) we obtain

|δV ∗ ρε(X)− δV (X)| ≤ ‖δV ‖ ‖ρε ∗X −X‖∞ −−−→ε→0
0 ,

which proves (3.6). �

The next theorem is a partial generalization of Allard’s compactness theorem for rectifiable
varifolds. It shows that, given an infinitesimal sequence (εi)i of positive numbers and a sequence
of d-varifolds (Vi)i with uniformly bounded total masses, such that δVi ∗ ρεi satisfies a uniform
boundedness assumption, there exists a subsequence of Vi that weakly-∗ converges to a limit varifold
V with bounded first variation. If in addition ‖Vi‖(Br(x)) ≥ θ0r

d for ‖V ‖-almost every x and for
βi ≤ r ≤ r0, with (βi)i∈N an infinitesimal sequence, then the limit varifold V is rectifiable. We
stress that Vi is required neither to have bounded first variation, nor to be rectifiable. Notice also
the appearance of the scale parameters βi providing infinitesimal lower bounds on the radii to be
used for approximate density estimates.

Theorem 3.6 (compactness and rectifiability). Let Ω ⊂ Rn be an open set and (Vi)i be a sequence
of d-varifolds. Assume that there exists a positive, decreasing and infinitesimal sequence (εi)i, such
that

(3.7) M := sup
i∈N
{‖Vi‖(Ω) + ‖δVi ∗ ρεi‖L1} < +∞ .

Then there exists a subsequence (Vϕ(i))i weakly–∗ converging in Ω to a d-varifold V with bounded
first variation, such that ‖V ‖(Ω) + |δV |(Ω) ≤ M . Moreover, if we further assume the existence of
an infinitesimal sequence βi ↓ 0 and θ0, r0 > 0 such that, for any βi < r < r0 and for ‖Vi‖-almost
every x ∈ Ω,

(3.8) ‖Vi‖(Br(x)) ≥ θ0r
d ,

then V is rectifiable.
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Proof. Since M is finite, there exists a subsequence (Vϕ(i))i weakly–∗ converging in Ω to a varifold

V . By Proposition 3.5, for any X ∈ C1
c(Ω,Rn) we obtain∣∣∣δVϕ(i) ∗ ρεϕ(i)(X)− δV (X)

∣∣∣ ≤ ∣∣∣δVϕ(i) ∗ ρεϕ(i)(X)− δVϕ(i)(X)
∣∣∣+
∣∣δVϕ(i)(X)− δV (X)

∣∣
≤ ‖Vi‖(Ω)︸ ︷︷ ︸
≤C<+∞

∥∥∥X ∗ ρεϕ(i) −X∥∥∥
C1

+
∣∣δVϕ(i)(X)− δV (X)

∣∣
−−−→
i→∞

0 .

Consequently, for any X ∈ C1
c(Ω,Rn) one has |δV (X)| ≤ sup

i
‖δVi ∗ ρεi‖L1 ‖X‖∞. We conclude that

δV extends into a continuous linear form in C0
c(Ω,Rn) whose norm is bounded by supi ‖δVi ∗ ρεi‖L1 ,

thus ‖V ‖(Ω) + |δV |(Ω) ≤M .
Assuming the additional hypothesis (3.8), it is not difficult to pass to the limit and prove the

same inequality for ‖V ‖–a.e. x and for all 0 < r < r0. We refer to Proposition 3.3 in [Bue15] for
more details on this point. By Theorem 5.5(1) in [All72] we obtain the last part of the claim. �

4. Approximate Mean Curvature

4.1. Definition and convergence. We now introduce the notion of approximate mean curvature
associated with V , in a consistent way with the notion of regularized first variation. We refer to
Section 1 for the notations and the basic assumptions on the kernel profiles ρ, ξ. We also set

(4.1) Cρ = dωd

ˆ 1

0
ρ(r)rd−1 dr , Cξ = dωd

ˆ 1

0
ξ(r)rd−1 dr .

Definition 4.1 (approximate mean curvature). Let Ω ⊂ Rn be an open set and let V be a d–varifold
in Ω. For every ε > 0 and x ∈ Ω, such that ‖V ‖ ∗ ξε(x) > 0, we define

(4.2) HV
ρ,ξ,ε(x) = −

Cξ
Cρ

δV ∗ ρε(x)

‖V ‖ ∗ ξε(x)
,

where Cρ and Cξ are as in (4.1). We generically say that the vector HV
ρ,ξ,ε(x) is an approximate

mean curvature of V at x.

Example 4.2 (approximate mean curvature of a point cloud varifold). Let us consider a point

cloud varifold V =
∑N

j=1mjδxj ⊗ δPj . We remark that δV is not a measure. An approximate mean
curvature of V is given by the formula

(4.3) HV
ρ,ξ,ε(x) = − δV ∗ ρε(x)

‖V ‖ ∗ ξε(x)
=

1

ε

∑
xj∈Bε(x)\{x}

mj ρ
′
(
|xj − x|

ε

)
ΠPj

xj − x
|xj − x|∑

xj∈Bε(x)

mj ξ

(
|xj − x|

ε

) .

The formula is well-defined for instance when x = xi for some i = 1, . . . , N . The choice of ε here
is crucial: it must be large enough to guarantee that the ball Bε(x) contains points of the cloud
different from x, but not too large to avoid over-smoothing.

If δV is locally bounded then we recall the Radon-Nikodym-Lebesgue decomposition (2.1), which
says that δV = −H‖V ‖+ δVs, where H = H(x) is the generalized mean curvature of V . Note that
the approximate mean curvature introduced in Definition 4.1 can be equivalently defined as the
Radon–Nikodym derivative of the regularized first variation with respect to the regularized mass of
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V . When V is rectifiable, it turns out that formula (4.2) gives a pointwise ‖V ‖–almost everywhere
approximation of H(x), as proved by the following result.

Theorem 4.3 (Approximation I). Let Ω ⊂ Rn be an open set and let V = v(M, θ) be a rectifiable
d–varifold with locally bounded first variation in Ω. Then for ‖V ‖–almost all x ∈ Ω we have

(4.4) HV
ρ,ξ,ε(x) −−−→

ε→0
H(x) .

Proof. For ‖V ‖–almost all x ∈ Ω we have∣∣∣Hρ,ξ,ε(x)−H(x)
∣∣∣ =

∣∣∣∣−CξCρ (−H‖V ‖+ δVs) ∗ ρε(x)

‖V ‖ ∗ ξε(x)
−H(x)

∣∣∣∣
≤
∣∣∣∣CξCρ (H‖V ‖) ∗ ρε(x)

‖V ‖ ∗ ξε(x)
−H(x)

Cξ
Cρ

‖V ‖ ∗ ρε(x)

‖V ‖ ∗ ξε(x)

∣∣∣∣+

∣∣∣∣CξCρ ‖V ‖ ∗ ρε(x)

‖V ‖ ∗ ξε(x)
H(x)−H(x)

∣∣∣∣
+
Cξ
Cρ

|δVs ∗ ρε(x)|
‖V ‖ ∗ ξε(x)

≤
Cξ
Cρ

1

‖V ‖ ∗ ξε(x)

ˆ
y∈Rn
|H(x)−H(y)| ρε(x− y) d‖V ‖(y)

+ |H(x)|
∣∣∣∣CξCρ ‖V ‖ ∗ ρε(x)

‖V ‖ ∗ ξε(x)
− 1

∣∣∣∣+
|δVs| ∗ ρε(x)

‖V ‖ ∗ ξε(x)
.(4.5)

Being V rectifiable, we can assume without loss of generality that the approximate tangent plane
is defined at x, whence

ε−d‖V ‖(Bε(x)) −−−→
ε→0

ωdθ(x) ,(4.6)

εn−d‖V ‖ ∗ ρε(x) =
1

εd

ˆ
Ω
ρ

(
y − x
ε

)
d‖V ‖(y) −−−→

ε→0
θ(x)

ˆ
TxM

ρ(y) dHd(y) = Cρθ(x) > 0 .(4.7)

Thus by (4.6) and (4.7) we obtain

(4.8)

∣∣∣∣CξCρ ‖V ‖ ∗ ρε(x)

‖V ‖ ∗ ξε(x)
− 1

∣∣∣∣ −−−→ε→0
0 .

Again by (4.6) and (4.7), and for ‖V ‖-almost any x ∈ Ω (precisely, at any Lebesgue point x of
H ∈ L1(‖V ‖)), we get

1

‖V ‖ ∗ ξε(x)

ˆ
y∈Rn

|H(x)−H(y)| ρε(x− y) d‖V ‖(y)

≤ ‖ρ‖∞‖V ‖(Bε(x))

εn‖V ‖ ∗ ξε(x)
· 1

‖V ‖(Bε(x))

ˆ
y∈Bε(x)

|H(x)−H(y)| d‖V ‖(y)

= ‖ρ‖∞
ε−d‖V ‖(Bε(x))

εn−d‖V ‖ ∗ ξε(x)︸ ︷︷ ︸
−−−→
ε→0

ωd
Cξ

 
y∈Bε(x)

|H(x)−H(y)| d‖V ‖(y)︸ ︷︷ ︸
−−−→
ε→0

0

−−−→
ε→0

0 .(4.9)

Similarly, for ‖V ‖–almost every x we get

(4.10)
|δVs| ∗ ρε(x)

‖V ‖ ∗ ξε(x)
≤ ‖ρ‖∞

ε−d‖V ‖(Bε(x))

εn−d‖V ‖ ∗ ξε(x)︸ ︷︷ ︸
−−−→
ε→0

ωd
Cξ

|δVs|(Bε(x))

‖V ‖(Bε(x))︸ ︷︷ ︸
−−−→
ε→0

0

−−−→
ε→0

0 .
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Then (4.8), (4.9), (4.10), and (4.5) yield (4.4).
�

Given a rectifiable d-varifold V with locally bounded first variation and a sequence of generic
d-varifolds (Vi)i weakly–∗ converging to V , our goal is now to determine an infinitesimal sequence of
regularization scales (εi)i, in dependence of an infinitesimal sequence (di)i measuring how well the
Vi’s are locally approximating V , in order to derive an asymptotic, quantitative control of the error
between the approximate mean curvatures of Vi and V . In this spirit we obtain two convergence
results, Theorem 4.5 and Theorem 4.8 that we describe hereafter.

In Theorem 4.5 we extend the basic convergence property proved in Theorem 4.3. More specifi-
cally we show the pointwise convergence of HVi

ρ,ξ,εi
to H as i→∞, up to an infinitesimal offset and

for a suitable choice of εi > 0 tending to zero as i→∞. The presence of an offset in the evaluation
of HVi

ρ,ξ,εi
and H (that is, we compare HVi

ρ,ξ,εi
(zi) with H(x), where zi is a sequence of points con-

verging to x) is motivated by the fact that we do not have spt ‖Vi‖ ⊂ spt ‖V ‖ in general. Moreover,
in typical applications one first constructs the varifold Vi (which for instance could be a varifold
solving some “discrete approximation” of a geometric variational problem or PDE) and then, by
possibly applying Theorem 3.6, one infers the existence of a limit varifold V of the sequence (Vi)i,
up to extraction of a subsequence. In this sense, Vi is typically explicit while V is not. We also
provide in (4.26) an asymptotic, quantitative estimate of the gap between HVi

ρ,ξ,εi
(zi) and HV

ρ,ξ,εi
(x)

(notice that for this estimate we take the εi-regularized mean curvatures for both varifolds Vi and
V ) in terms of the parameters εi, di and of the offset |x−zi|. We stress that the regularity of V that
is assumed in Theorem 4.5 is in some sense minimal (for instance the singular part δVs of the first
variation may not be zero). The price to pay for such a generality is a non-optimal convergence
rate, which can be improved under stronger regularity assumptions on V and by using a modified
notion of approximate mean curvature (see Definition 4.6 and Theorem 4.8).

From now on we require a few extra regularity on the pair of kernel profiles (ρ, ξ), according to
the following hypothesis.

Hypothesis 1. We say that the pair of kernel profiles (ρ, ξ) satisfies Hypothesis 1 if ρ, ξ are as
specified in Section 1 and, moreover, ρ is of class W 2,∞ while ξ is of class W 1,∞.

We begin with a technical lemma providing the key estimates that are needed in the proofs of
Theorems 4.5 and 4.8.

Lemma 4.4. Let Ω ⊂ Rn be an open set and let V = v(M, θ) be a rectifiable d–varifold in Ω with
locally bounded first variation. Let (ρ, ξ) satisfy Hypothesis 1. Let (Vi)i be a sequence of d–varifolds.
Then, for every 0 < ε < 1, for ‖V ‖–almost every x, and for every sequence zi → x, one has

εn
∣∣∣‖Vi‖ ∗ ξε(zi)− ‖V ‖ ∗ ξε(x)

∣∣∣ ≤ 1

ε
‖ξ‖W1,∞

(
∆1,1
Bε+|x−zi|(x)(‖Vi‖, ‖V ‖) + |x− zi|‖V ‖

(
Bε+|x−zi|(x)

))(4.11)

and

εn
∣∣∣δVi ∗ ρε(zi)− δV ∗ ρε(x)

∣∣∣ ≤ 1

ε2
‖ρ‖W2,∞

(
∆1,1
Bε+|x−zi|(x)(Vi, V ) + |x− zi|‖V ‖

(
Bε+|zi−x|(x)

))
.

(4.12)

Moreover, if there exist two decreasing and infinitesimal sequences (di)i, (ηi)i, such that for any
ball B ⊂ Ω centered at x one has

(4.13) ∆1,1
B (‖V ‖, ‖Vi‖) ≤ di min

(
‖V ‖(Bηi), ‖Vi‖(Bηi)

)
,
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then for any infinitesimal sequence (εi)i, such that ηi + di + |x− zi| = o(εi) as i→∞, one has

(4.14) lim
i→∞

εni ‖Vi‖ ∗ ξεi(zi)
‖V ‖(Bεi(x))

= ω−1
d

ˆ
Bd1

ξ(|z|) dHd(z) .

Proof. We start with the proof of (4.11). By definition of ∆1,1
B , for all ϕ ∈ Lip(Ω) such that

sptϕ ⊂ B,

(4.15)

∣∣∣∣ˆ ϕ(y) d‖Vi‖(y)−
ˆ
ϕ(y) d‖V ‖(y)

∣∣∣∣ ≤ (‖ϕ‖∞ + lip(ϕ)) ∆1,1
B (‖Vi‖, ‖V ‖) .

Since the function y 7→ ξ
(
|y−zi|
ε

)
is 1

ε lip(ξ)–Lipschitz and supported in Bε+|zi−x|(x), we have

εn
∣∣∣‖Vi‖ ∗ ξε(zi)− ‖V ‖ ∗ ξε(zi)∣∣∣ =

∣∣∣∣ˆ
Ω
ξ

(
|y − zi|

ε

)
d‖Vi‖(y)−

ˆ
Ω
ξ

(
|y − zi|

ε

)
d‖V ‖(y)

∣∣∣∣
≤
(
‖ξ‖∞ +

1

ε
lip(ξ)

)
∆1,1
Bε+|x−zi|(x)(‖Vi‖, ‖V ‖)

≤ 1

ε
‖ξ‖W1,∞∆1,1

Bε+|x−zi|(x)(‖Vi‖, ‖V ‖) since ε ≤ 1 .(4.16)

Then we have

εn
∣∣∣‖V ‖ ∗ ξε(zi)− ‖V ‖ ∗ ξε(x)

∣∣∣ ≤ ∣∣∣∣ˆ
Ω
ξ

(
|y − zi|

ε

)
d‖V ‖(y)−

ˆ
Ω
ξ

(
|y − x|
ε

)
d‖V ‖(y)

∣∣∣∣
≤ lip(ξ)

1

ε

ˆ
Bε+|x−zi|(x)

(∣∣∣|y − x| − |y − zi|∣∣∣) d‖V ‖(y)

≤ 1

ε
‖ξ‖W1,∞

∣∣x− zi∣∣‖V ‖ (Bε+|x−zi|(x)
)

(4.17)

By combining (4.16) and (4.17) we get (4.11).

We similarly prove (4.12). The mapping (y, S) ∈ Ω × Gd,n 7→ ∇Sρ1

(
y − zi
ε

)
has a Lipschitz

constant ≤ 1

ε
‖ρ‖W2,∞ and support in Bε+|x−zi|(x)×Gd,n, therefore

εn
∣∣∣δVi ∗ ρε(zi)− δV ∗ ρε(zi)∣∣∣ =

1

ε

∣∣∣∣∣
ˆ

Ω×Gd,n
∇Sρ1

(
y − zi
ε

)
dVi(y, S)−

ˆ
Ω×Gd,n
∇Sρ1

(
y − zi
ε

)
dV (y, S)

∣∣∣∣∣
≤ 1

ε2
‖ρ‖W2,∞∆1,1

Bε+|x−zi|(x)(Vi, V ) .(4.18)

Moreover one has

εn
∣∣∣δV ∗ ρε(zi)− δV ∗ ρε(x)

∣∣∣ =
1

ε

∣∣∣∣∣
ˆ

Ω×Gd,n
ΠS

(
∇ρ1

(
y − zi
ε

)
−∇ρ1

(
y − x
ε

))
dV (y, S)

∣∣∣∣∣
≤ 1

ε2
lip(∇ρ1)

ˆ
Bε+|zi−x|(x)×Gd,n

∣∣∣|x− y| − |zi − y|∣∣∣ dV (y, S)

≤ |x− zi|
ε2

‖ρ‖W2,∞‖V ‖
(
Bε+|zi−x|(x)

)
.(4.19)

By combining (4.18) and (4.19) we get (4.12).
We finally prove (4.14). We take x in the support of ‖V ‖, such that the approximate tangent

plane TxM is defined and x is a Lebesgue point for the multiplicity function θ (of course we can
16



also assume θ(x) > 0). We thus have

εni ‖V ‖ ∗ ξεi(x) =

ˆ
ξ(|y − x|/εi) d‖V ‖ ∼ εdi θ(x)

ˆ
TxM

ξ(|z|) dHd(z) ,

where ai ∼ bi means that ai = bi + o(bi) as i→∞. Then we notice that

‖V ‖(Bεi(x)) ∼ ωdεdi θ(x) .

By combining the two relations above we obtain

(4.20) εni ‖V ‖ ∗ ξεi(x) ∼ ω−1
d

ˆ
Bd1

ξ(|z|) dHd(z) ‖V ‖(Bεi(x)) ,

which corresponds to (4.14) in the special case zi = x and Vi = V for all i. On the other hand the
general case is easily proved as soon as we check that

Ai =
∣∣∣‖V ‖ ∗ ξεi(zi)− ‖Vi‖ ∗ ξεi(zi)∣∣∣ and Bi =

∣∣∣‖V ‖ ∗ ξεi(zi)− ‖V ‖ ∗ ξεi(x)
∣∣∣

satisfy

(4.21) Ai +Bi = o(εd−ni ) when i→∞.

Indeed we first notice that, since lip(ξεi) = ε−n−1
i lip(ξ) and owing to (4.13), we have up to multi-

plicative constants

Ai ≤ ε−n−1
i ∆1,1

Bεi (zi)
(‖V ‖, ‖Vi‖)

≤ ε−n−1
i di‖V ‖(Bεi+ηi(zi))

≤ ε−n−1
i di‖V ‖(Bεi+ηi+|zi−x|(x))

≤ εd−n−1
i di .(4.22)

Then, we notice that

Bi =

∣∣∣∣ˆ (ξ(|y − x|/εi)− ξ(|y − zi|/εi) d‖V ‖
∣∣∣∣

≤ lip(ξ)|x− zi|
‖V ‖(Bεi+|x−zi|(x))

εn+1
i

∼ Cεd−n−1
i |x− zi|(4.23)

where C = ωd lip(ξ)θ(x). Finally, by combining (4.22) and (4.23) we conclude that for i large
enough

Ai +Bi ≤ Cεd−n−1
i (di + |x− zi|) = o(εd−ni ) ,

i.e., that (4.21) holds true. This proves (4.14) at once. �

Theorem 4.5 (Convergence II). Let Ω ⊂ Rn be an open set and let V = v(M, θ) be a rectifiable
d–varifold in Ω with bounded first variation. Let (ρ, ξ) satisfy Hypothesis 1. Let (Vi)i be a sequence
of d–varifolds, for which there exist two positive, decreasing and infinitesimal sequences (ηi)i, (di)i,
such that for any ball B ⊂ Ω centered in spt ‖V ‖, one has

(4.24) ∆1,1
B (V, Vi) ≤ di min

(
‖V ‖(Bηi), ‖Vi‖(Bηi)

)
.

For ‖V ‖–almost any x ∈ Ω and for any sequence (zi)i tending to x, let (εi)i be a positive, decreasing
and infinitesimal sequence such that

(4.25)
di + |x− zi|

ε2
i

−−−→
i→∞

0 and
ηi
εi
−−−→
i→∞

0 .
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Then we have∣∣∣HVi
ρ,ξ,εi

(zi)−HV
ρ,ξ,εi

(x)
∣∣∣ ≤ C‖ρ‖W2,∞

di + |x− zi|
ε2
i

for i large enough,(4.26)

HVi
ρ,ξ,εi

(zi) −−−→
i→∞

H(x) .(4.27)

Proof. We focus on the proof of (4.26). We have

(4.28)
∣∣∣HVi

ρ,ξ,εi
(zi)−HV

ρ,ξ,εi
(x)
∣∣∣ ≤ Cξ

Cρ

∣∣∣∣ δVi ∗ ρεi(zi)‖Vi‖ ∗ ξεi(zi)
− δV ∗ ρεi(x)

‖V ‖ ∗ ξεi(x)

∣∣∣∣
≤
Cξ
Cρ

|δVi ∗ ρεi(zi)− δV ∗ ρεi(x)|
‖Vi‖ ∗ ξεi(zi)

+
Cξ
Cρ
|δV ∗ ρεi(x)|

∣∣∣∣ 1

‖Vi‖ ∗ ξεi(zi)
− 1

‖V ‖ ∗ ξεi(x)

∣∣∣∣ .
We study the convergence of the first term in (4.28). Notice that assumption (4.24) implies

(4.13) since

(4.29) ∆1,1
B (‖Vi‖, ‖V ‖) ≤ ∆1,1

B (Vi, V ) .

We conveniently set µi = εi + |x− zi|+ ηi. Then owing to Lemma 4.4 (4.14) and (4.24), for i large
enough we obtain

Cξ
Cρ

|δVi ∗ ρεi(zi)− δV ∗ ρεi(x)|
‖Vi‖ ∗ ξεi(zi)

≤
Cξ
Cρ

1

‖Vi‖ ∗ ξεi(zi)
1

εn+2
i

‖ρ‖W2,∞

(
di‖V ‖ (Bµi(x)) + |x− zi|‖V ‖ (Bµi(x))

)
≤ 4

Cρ
‖ρ‖W2,∞

di + |x− zi|
ε2
i

‖V ‖ (Bµi(x))

‖V ‖ (Bεi(x))

≤ 8

Cρ
‖ρ‖W2,∞

di + |x− zi|
ε2
i

,(4.30)

where in the last inequality we have used that

(4.31)
‖V ‖ (Bµi(x))

‖V ‖ (Bεi(x))
=
µdi
εdi

+ o(1) −−−→
i→∞

1

for ‖V ‖-almost every x. It remains to study the second term in (4.28). Applying Lemma 4.4 (4.11)
and (4.14) together with (4.24), (4.29), Theorem 4.3, and (4.31), we obtain for i large enough

Cξ
Cρ
|δV ∗ ρεi(x)|

∣∣∣∣ 1

‖Vi‖ ∗ ξεi(zi)
− 1

‖V ‖ ∗ ξεi(x)

∣∣∣∣
=
Cξ
Cρ

|δV ∗ ρεi(x)|
‖V ‖ ∗ ξεi(x)

1

‖Vi‖ ∗ ξεi(zi)

∣∣∣‖V ‖ ∗ ξεi(x)− ‖Vi‖ ∗ ξεi(zi)
∣∣∣

≤
Cξ
Cρ

|δV ∗ ρεi(x)|
‖V ‖ ∗ ξεi(x)

1

εni ‖Vi‖ ∗ ξεi(zi)
1

εi
‖ξ‖W1,∞

(
di‖V ‖(Bµi(x)) + |x− zi|‖V ‖(Bµi(x))

)
≤
∣∣HV

ρ,ξ,εi
(x)
∣∣ ‖V ‖(Bεi(x))

εni ‖Vi‖ ∗ ξεi(zi)
‖V ‖(Bµi(x))

‖V ‖(Bεi(x))
‖ξ‖W1,∞

di + |x− zi|
εi

≤ 8‖ξ‖W1,∞

Cξ

(
|H(x)|+ 1

)di + |x− zi|
εi

−−−→
i→∞

0 .(4.32)
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Thanks to (4.30) and (4.32), for ‖V ‖–almost any x and for i large enough (possibly depending
on x) one has∣∣∣HVi

ρ,ξ,εi
(zi)−HV

ρ,ξ,ε(x)
∣∣∣ ≤ 8

Cρ
‖ρ‖W2,∞

di + |x− zi|
ε2
i

+
8‖ξ‖W1,∞

Cξ

(
|H(x)|+ 1

)di + |x− zi|
εi

=
8

Cρ
‖ρ‖W2,∞

di + |x− zi|
ε2
i

+O

(
di + |x− zi|

εi

)
,

which implies (4.26).
Finally, thanks to Theorem 4.3, for ‖V ‖–almost any x we find∣∣∣HVi

ρ,ξ,εi
(zi)−H(x)

∣∣∣ ≤ ∣∣∣HVi
ρ,ξ,εi

(zi)−HV
ρ,ξ,εi

(x)
∣∣∣+
∣∣HV

ρ,ξ,εi
(x)−H(x)

∣∣︸ ︷︷ ︸
−−−−→
i→∞

0

,

which combined with (4.26) gives (4.27) at once.
�

Below we prove a third, pointwise convergence result where a better convergence rate shows up
when the limit varifold is (locally) a manifold M of class C2 endowed with multiplicity = 1. First
we notice that HV

ρ,ξ,ε(x) is an integral of tangentially projected vectors, while the (classical) mean
curvature of M is a normal vector. This means that even small errors affecting the mass distribution
of the approximating varifolds Vi might lead to non-negligible errors in the tangential components
of the approximate mean curvature. A workaround for this is, then, to project HV

ρ,ξ,ε(x) onto the
normal space at x. In order to properly define the orthogonal component of the mean curvature of
a general varifold V , we recall the Young measures-type representation of V (see Proposition 2.4):

V (ϕ) =

ˆ
x∈Ω

ˆ
P∈Gd,n

ϕ(x, P ) dνx(P ) d‖V ‖(x), ∀ϕ ∈ C0
c (Ω×Gd,n) .

At this point we can introduce the following definition.

Definition 4.6 (orthogonal approximate mean curvature). Let Ω ⊂ Rn be an open set and let V
be a d–varifold in Ω. For ‖V ‖-almost every x an orthogonal approximate mean curvature of V at
x is defined as

(4.33) HV,⊥
ρ,ξ,ε(x) =

ˆ
P∈Gd,n

ΠP⊥
(
HV
ρ,ξ,ε(x)

)
dνx(P ) .

We first check a basic approximation property of the orthogonal approximate mean curvature
(Proposition 4.7 below, an immediate consequence of Theorem 4.3 and of a classical result due
to Brakke). Then, in Theorem 4.8 we prove a better convergence rate under stronger regularity
assumptions on V and sufficient accuracy in the approximation of V by Vi.

Proposition 4.7. Let Ω ⊂ Rn be an open set and let V = v(M, θ) be an integral d–varifold with
bounded first variation δV = −H ‖V ‖+ δVs. Then, for Hd–almost any x ∈M ∩ Ω we have

(4.34) HV,⊥
ρ,ξ,ε(x) −−−→

ε→0
H(x) .

Proof. As V is integral, we know from a result of Brakke [Bra78] that H(x) ⊥ TxM for Hd–almost
every x ∈M ∩ Ω. Thanks to Theorem 4.3, for Hd–a. e. x ∈M ∩ Ω we conclude that∣∣∣HV,⊥

ρ,ξ,ε(x)−H(x)
∣∣∣ =

∣∣ΠTxM⊥
(
HV
ρ,ξ,ε(x)

)
−ΠTxM⊥H(x)

∣∣
≤
∣∣HV

ρ,ξ,ε(x)−H(x)
∣∣ −−−→
ε→0

0 .

�
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The orthogonal approximate mean curvature introduced in Definition 4.6 is very sensitive to
the pointwise estimate of the tangent space TxM at x. Therefore, it is not possible to use it for
generalizing Theorem 4.5, unless we know that νix is close enough to νx = δTxM . Indeed, under this
stronger assumption (see (4.35) and (4.36) below) we recover the following pointwise convergence
result with a substantially improved convergence rate.

Theorem 4.8 (Convergence III). Let Ω ⊂ Rn be an open set, M ⊂ Ω be a d–dimensional subman-
ifold of class C2 without boundary, and let V = v(M, 1) be the rectifiable d–varifold in Ω associated

with M , with multiplicity 1. Let us extend TyM to a C1 map T̃yM defined in a tubular neigh-
bourhood of M . Let (Vi)i be a sequence of d–varifolds in Ω. Let (ρ, ξ) satisfies Hypothesis 1. Let
x ∈ M and let (zi)i ⊂ Ω be a sequence tending to x and such that zi ∈ spt ‖Vi‖. Assume that
there exist positive, decreasing and infinitesimal sequences (ηi)i, (d1,i)i, (d2,i)i, (εi)i, such that for
any ball B ⊂ Ω centered in spt ‖V ‖ and contained in a neighbourhood of x, one has

(4.35) ∆1,1
B (‖V ‖, ‖Vi‖) ≤ d1,i min (‖V ‖(Bηi), ‖Vi‖(Bηi)) ,

and, recalling the decomposition Vi = ‖Vi‖ ⊗ νix,

(4.36) sup
{y∈Bεi+|x−zi|(x)∩spt ‖Vi‖}

ˆ
S∈Gd,n

‖T̃yM − S‖ dνiy(S) ≤ d2,i .

Then, there exists C > 0 such that

(4.37)
∣∣∣HVi,⊥

ρ,ξ,εi
(zi)−HV,⊥

ρ,ξ,εi
(x)
∣∣∣ ≤ Cd1,i + d2,i + |x− zi|

εi
.

Moreover, if we also assume that d1,i + d2,i + ηi + |x− zi| = o(εi) as i→∞, then

HVi,⊥
ρ,ξ,εi

(zi) −−−→
i→∞

H(x) .

Proof. Let us set

ai :=
1

εi

∣∣∣∣ˆ
y∈Ω

Π
T̃ziM

⊥ ◦Π
T̃yM
∇ρ1

(
y − zi
εi

)[
d‖V ‖(y)− d‖Vi‖(y)

]∣∣∣∣ ,
bi :=

1

εi

∣∣∣∣∣
ˆ
y∈Bεi (zi)

Π
T̃ziM

⊥ ◦Π
T̃yM
∇ρ1

(
y − zi
εi

)
d‖Vi‖(y)

−
ˆ

(y,S)∈Bεi (zi)×Gd,n

ˆ
P∈Gd,n

ΠP⊥ ◦ΠS∇ρ1

(
y − zi
εi

)
dνizi(P )dVi(y, S)

∣∣∣∣∣ ,
ci :=

1

εi

ˆ
y∈Ω

∣∣∣∣ΠT̃xM
⊥ ◦Π

T̃yM
∇ρ1

(
y − x
εi

)
−Π

T̃ziM
⊥ ◦Π

T̃yM
∇ρ1

(
y − zi
εi

)∣∣∣∣ d‖V ‖(y) .

By definition of orthogonal approximate mean curvature, we have∣∣∣HV,⊥
ρ,ξ,εi

(x)−HVi,⊥
ρ,ξ,εi

(zi)
∣∣∣ =

Cξ
Cρ

ai + bi + ci
εni ‖Vi‖ ∗ ξεi(zi)

+

∣∣∣HV,⊥
ρ,ξ,εi

(x)
∣∣∣

εni ‖Vi‖ ∗ ξεi(zi)

∣∣∣‖V ‖ ∗ ξεi(x)− ‖Vi‖ ∗ ξεi(zi)
∣∣∣ .(4.38)

Let ϕi : Rn → Rn be the map defined as

ϕi(y) = Π
T̃ziM

⊥ ◦Π
T̃yM
∇ρ1

(
y − zi
εi

)
.
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Then, ϕi is Lipschitz and for y, w ∈ Rn, if y, w ∈ Rn \ Bεi(zi) then ϕi(y) = ϕi(w) = 0. Thus,
assuming that w ∈ Bεi(zi), one has

|ϕi(y)− ϕi(w)| ≤
∣∣∣∣ΠT̃ziM

⊥ ◦
(

Π
T̃yM
−Π

T̃wM

)
∇ρ1

(
y − zi
εi

)∣∣∣∣
+

∣∣∣∣ΠT̃ziM
⊥ ◦
(

Π
T̃wM

−Π
T̃ziM

)[
∇ρ1

(
y − zi
εi

)
−∇ρ1

(
w − zi
εi

)]∣∣∣∣
≤ ‖T̃yM − T̃wM‖‖∇ρ1‖∞ + ‖T̃wM − T̃ziM‖lip(∇ρ1)

|y − w|
ε

≤ lip(T̃·M)‖ρ′‖∞|y − w|+ lip(T̃·M)
|w − zi|
εi

lip(ρ′)|y − w|

≤ lip(T̃·M)‖ρ‖W2,∞ |y − w| .

where the first inequality follows from the identity Π
T̃ziM

⊥ ◦ Π
T̃ziM

= 0, and the last one since

|w − zi| ≤ εi. Moreover ϕi is uniformly bounded by ‖ρ′‖∞ and supported in Bεi+|x−zi|(x), hence
by (4.35) we obtain

ai =
1

εi

∣∣∣∣ˆ ϕi(y) d‖Vi‖(y)−
ˆ
ϕi(y) d‖V ‖(y)

∣∣∣∣
≤ 1

εi

(
1 + lip(T̃·M |Bεi+|x−zi|(x))

)
‖ρ‖W2,∞∆1,1

Bεi+|x−zi|(x)(‖Vi‖, ‖V ‖)

≤ 1

εi

(
1 + lip(T̃·M |Bεi+|x−zi|(x))

)
‖ρ‖W2,∞d1,i‖V ‖(Bε+|x−zi|+ηi(x)) .(4.39)

Then, for P, S ∈ Gd,n we have∥∥∥∥Π
T̃ziM

⊥ ◦Π
T̃yM
−ΠP⊥ ◦ΠS

∥∥∥∥ ≤ ∥∥∥T̃ziM⊥∥∥∥∥∥∥T̃yM − S∥∥∥+
∥∥∥T̃ziM⊥ − P⊥∥∥∥‖S‖

≤
∥∥∥T̃yM − S∥∥∥+

∥∥∥T̃ziM − P∥∥∥ ,
hence we obtain

bi ≤
1

ε
‖ρ‖W1,∞

ˆ
y∈Bεi (zi)

ˆ
(P,S)∈Gd,n×Gd,n

(∥∥∥T̃yM − S∥∥∥+
∥∥∥T̃ziM − P∥∥∥) dνizi(P )dνiy(S) d‖Vi‖(y)

≤ ‖ρ‖W1,∞
d2,i

ε
‖Vi‖(Bεi+|x−zi|(x)) ,

(4.40)

also owing to (4.36).
By similar computations as those leading to (4.39), the map ψi : Rn → Rn defined by

ψi(z) = Π
T̃zM

⊥ ◦Π
T̃yM
∇ρ1

(
y − z
εi

)
satisfies lip(ψi) ≤ lip(T̃·M)‖ρ‖W2,∞ . Therefore,

(4.41) ci ≤
1

εi
lip(T̃·M |Bεi+|x−zi|(x))‖ρ‖W2,∞ |x− zi|‖V ‖(Bε+|x−zi|(x)) .
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In conclusion, by plugging (4.39), (4.40) and (4.41) into (4.38), and owing to Lemma 4.4 (4.11)-
(4.14) and Proposition 4.7, one has for i large enough that∣∣∣HV,⊥

ρ,ξ,εi
(x)−HVi,⊥

ρ,ξ,εi
(zi)
∣∣∣ ≤ Cξ

Cρ

2‖V ‖(Bεi+|x−zi|+ηi(x))

εni ‖Vi‖ ∗ ξεi(zi)
d1,i + d2,i + |x− zi|

εi

+
(|H(x)|+ 1)

εni ‖Vi‖ ∗ ξεi(zi)
d1,i‖V ‖(Bεi+|x−zi|+ηi(x)) + |x− zi|‖V ‖(Bεi+|x−zi|(x))

εi

= O

(
d1,i + d2,i + |x− zi|

εi

)
,

which concludes the proof.
�

5. Natural kernel pairs

In previous sections we have considered generic pairs (ρ, ξ) of kernel profiles, as introduced in
Section 1 and further specified in Hypothesis 1. One might ask whether or not some special choice
of kernel pairs could lead to better convergence rates than those proved in Theorems 4.5 and 4.8.
Although the pair (ρ, ρ) seems quite natural, as it allows for instance some algebraic simplifications
in the formula for the ε-mean curvature for a point cloud varifold (see also [Bra78], where ρ = ξ =
heat kernel profile), from the point of view of numerical convergence rates there is a better choice.
We thus propose a different criterion for selecting the pair (ρ, ξ), that is related to what we define
as the natural kernel pair property, or shortly (NKP), see Definition 5.1. A heuristic justification
of the (NKP) property is provided by the analytic computations presented below.

Definition 5.1 (Natural Kernel Pair). We say that (ρ, ξ) is a natural kernel pair, or equivalently
that it satisfies the (NKP) property, if it satisfies Hypothesis 1 and

(5.1) ξ(s) = −sρ
′(s)

n
for all s ∈ (0, 1) .

Even though it is not clear whether the (NKP) property may produce improved convergence
rates in the previously mentioned theorems, we shall see in Section 8 its experimental validation.
In particular, all the tests that we have performed showed a significantly augmented convergence
and robustness, even in presence of noise.

We now sketch the argument leading to Definition 5.1. Given 1 ≤ d < n and ρ, ξ as in Hypothe-
sis 1 we set

Cρ,ξ =

´ 1
0 ρ(t) td−1 dt´ 1
0 ξ(t) t

d−1 dt
=
Cρ
Cξ

.

We fix a d–dimensional submanifold M ⊂ Rn of class C3 and define the associated varifold V =
v(M, 1). Then we perform a Taylor expansion of the difference HV

ρ,ξ,ε(x)−H(x) at a point x ∈M
(here H(x) denotes the classical mean curvature of M at x). By focusing on the expression of the
constant term of this expansion, which must be 0 because of Theorem 4.3, we notice that such an
expression (see (5.11)) is proportional toˆ 1

0

(
sρ′(s) + dCρ,ξ ξ(s)

)
sd−1 ds .

On one hand, this integral is 0 for any kernel pair (ρ, ξ), as shown through an integration by parts
coupled with the definition of the constant Cρ,ξ. On the other hand we might want to strengthen
the nullity of the integral by additionally requiring the nullity of the integrand. This precisely
amounts to require (5.1) and thus leads to the definition of the (NKP) property.
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We now give more details on the argument sketched above.
Let M be as above and assume that 0 ∈M and that T0M ' {x = (y, 0) ∈ Rn : y = (y1, . . . , yd)}.

Of course this is always the case up to an isometry. Then M is locally the graph of a smooth function
u : A→ Rn−d, where A is a neighbourhood of 0 ∈ Rd. Clearly our assumptions imply that u(0) = 0
and ∇u(0) = 0, hence

(5.2) u(y) =
1

2
〈∇2u(0)y, y〉+ o(|y|2) , ∇u(y) = ∇2u(0)y + o(|y|) .

For r > 0 small enough we consider the sphere Sr = ∂Br and set Mr = M ∩ Sr. For any
x ∈ Mr we let y = y(x) ∈ Rd be the vector of the first d coordinates of x. We then have
x = (y, u(y)) and |y|2 + |u(y)|2 = |x|2. Note that by (5.2) we also have |y| = |x| + o(|x|2).
Let {ν1, . . . , νn−d} be the standard basis of the orthogonal space (T0M)⊥ ⊂ Rn, so that we have

u(y) =
∑n−d

j=1 uj(y) νj . Whenever x = (y, u(y)) ∈ M is close enough to the origin, there exists an

orthogonal basis {v̂1, . . . , v̂n−d} of T⊥x M , such that

v̂j = −∇uj(y) + νj +O(|y|2) .

Consequently, by noting that |x| = O(|y|), the projection of x onto the tangent space TxM satisfies
the following relation:

xM = x−
n−d∑
j=1

〈x,−∇uj(y) + νj〉 ·
−∇uj(y) + νj
1 + |∇uj(y)|2

+O(|y|3)

= y +

n−d∑
j=1

uj(y)νj +
(
〈∇uj(y), y〉 − uj(y)

)−∇uj(y) + νj
1 + |∇uj(y)|2

+O(|y|3) .

It is then easy to check that

(5.3) xM = y +
n−d∑
j=1

〈D2uj(0)y, y〉νj +O(|y|3) .

We introduce some extra notation. Given r > 0 sufficiently small, we denote by Wr the projection
of Mr onto T0M , that is,

(5.4) Wr = {y : |y|2 + |u(y)|2 = r2} .

We will now prove that Wr is a small deformation of a d-sphere of radius r, with explicit estimates
as r → 0. We thus set Σr = {z ∈ Rd : |z| = r} and define fr : Σr → Wr as fr(z) = (1 + ϕr(z))z,
such that the implicit relation

(5.5) (1 + ϕr(z))
2 − 1 +

n−d∑
j=1

u2
j ((1 + ϕr(z))z)

r2
= 0

is satisfied. Thanks to the implicit function theorem, (5.5) defines ϕr(z) and thus fr(z) when r > 0
is small enough. Moreover, by noticing that |u(y)| = O(r2) thanks to (5.4), one infers from (5.5)
that

(5.6) ϕr(z) = O(r2) .
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Now we estimate the difference HV
ρ,ξ,ε(0) − H(0). We first recall that H(0) =

∑n−d
j=1 ∆uj(0) νj .

Letting V = v(M, 1) we have

HV
ρ,ξ,ε(0)−H(0) =

1

Cρ,ξ

δV ∗ ρε(0)

‖V ‖ ∗ ξε(0)
+H(0)

=
δV ∗ ρε(0) + Cρ,ξ‖V ‖ ∗ ξε(0)H(0)

Cρ,ξ‖V ‖ ∗ ξε(0)

=

´
M

(
ε−n−1ρ′(|x|/ε)xM|x| + Cρ,ξ ε

−nξ(|x|/ε)H(0)
)
dHd(x)

Cρ,ξ‖V ‖ ∗ ξε(0)

=
A

εnCρ,ξ‖V ‖ ∗ ξε(0)
.

Let us apply the coarea formula and rewrite the term A above as follows:

A =

ˆ ε

0

ˆ
Wr

(
ρ′(r/ε)

ε
xM + Cρ,ξH(0)rξ(r/ε)

)
|xM |−1 dHd−1(x) dr .

We then apply the area formula using the map

x = gr(z) = (fr(z), u(fr(z))) , fr(z) = z +O(r2)

and obtain

A =

ˆ ε

0

ˆ
Σr

(
ρ′(r/ε)

ε
xM + Cρ,ξH(0)r ξ(r/ε)

)
|xM |−1 Jgr(z) dHd−1(z) dr ,(5.7)

where Jgr denotes the tangential Jacobian of gr (here we are assuming d ≥ 2, otherwise if d = 1
then Jgr = 1 and the subsequent computations are even simpler). It is now convenient to identify z
with the point of Rn whose first d coordinates are, respectively, z1, . . . , zd. Now we write ϕr instead
of ϕr(z) for more brevity, so that

gr(z) = (1 + ϕr)z +
∑
j

uj((1 + ϕr)z) νj .

Now we fix z ∈ Σr ⊂ Rd and choose a unit tangent vector v ∈ TzΣr. By differentiating gr at z
along the direction v, and taking into account (5.6), we get

∂vgr(z) = ∂vϕr(z)z + (1 + ϕr)v +
∑
j

[∂vϕr ∂zuj((1 + ϕr)z) + (1 + ϕr)∂vuj((1 + ϕr)z)] νj

= (1 +O(r2))v +
∑
j

O(r)νj .(5.8)

Then one can fix an orthonormal basis {v1, . . . , vd−1} for TzΣr, then by (5.8) one finds

(5.9) Jgr(z) = |∂v1gr(z) ∧ . . . ∧ ∂vd−1
gr(z)| =

√
1 +O(r2) = 1 +O(r2) .

Moreover by (5.3) combined with (5.6) one obtains

xM = (1 + ϕr)z + (1 + ϕr)
2
n−d∑
j=1

〈D2uj(0)z, z〉 νj +O(r3)

= z +
n−d∑
j=1

〈D2uj(0)z, z〉νj +O(r3) ,
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hence by exploiting the fact that νj ⊥ z we have |xM | =
√
r2 +O(r4) = r(1 + O(r2)). Plugging

this last estimate and (5.9) into (5.7) we find

A =

ˆ ε

0

ˆ
Σr

ρ′(r/ε)
rε

(
z +

n−d∑
j=1

〈D2uj(0)z, z〉νj +O(r3)
)

+ Cρ,ξH(0) ξ(r/ε)

(1 +O(r2)
)
dHd−1(z) dr .

(5.10)

Now let us focus on the term in the expansion of the right-hand side of (5.10), whose expression
contains neither O(r2) nor O(r3):

A′ =

ˆ ε

0

ˆ
Σr

ρ′(r/ε)
rε

(
z +

n−d∑
j=1

〈D2uj(0)z, z〉νj
)

+ Cρ,ξH(0) ξ(r/ε)

 dHd−1(z) dr

=

ˆ ε

0

ˆ
Σr

ρ′(r/ε)
rε

n−d∑
j=1

〈D2uj(0)z, z〉νj + Cρ,ξH(0) ξ(r/ε)

 dHd−1(z) dr

=

ˆ ε

0

ρ′(r/ε)
rε

n−d∑
j=1

ˆ
Σr

〈D2uj(0)z, z〉 dHd−1(z) νj + Cρ,ξH(0) ξ(r/ε)dωdr
d−1

 dr .

Now, owing to the symmetry of Σr, we can assume up to a rotation that the canonical basis of

T0M ' Rd coincides with the spectral basis for D2uj(0), so that 〈D2uj(0)z, z〉 =
∑d

h=1 λ
j
hz

2
h, where

λjh denotes the h-th eigenvalue of D2uj(0). We thus find

A′ =

ˆ ε

0

ρ′(r/ε)
rε

n−d∑
j=1

d∑
h=1

λjh

ˆ
Σr

z2
h dHd−1(z) νj + Cρ,ξH(0) ξ(r/ε)dωdr

d−1

 dr

=

ˆ ε

0

ρ′(r/ε)
rε

n−d∑
j=1

d∑
h=1

λjhωdr
d+1νj + Cρ,ξH(0) ξ(r/ε)dωdr

d−1

 dr

=

ˆ ε

0

ρ′(r/ε)
rε

n−d∑
j=1

∆uj(0)ωdr
d+1 νj + Cρ,ξH(0) ξ(r/ε)dωdr

d−1

 dr

= ωdH(0)

ˆ ε

0

(
rρ′(r/ε)

ε
+ dCρ,ξ ξ(r/ε)

)
rd−1 dr

= ωdε
dH(0)

ˆ 1

0

(
sρ′(s) + dCρ,ξ ξ(s)

)
sd−1 ds .(5.11)

We can now observe the following two facts about (5.11). First, A′ = 0 for any pair of kernels ρ, ξ
(this can be seen through an integration by parts coupled with the definition of the constant Cρ,ξ).
Second, if we require the additional nullity of the integrand, we come to the differential relation

(5.12) sρ′(s) = −dCρ,ξξ(s) .
At this point we must check whether (5.12) is compatible with the definition of Cρ,ξ. To this aim

we only have to show that if (ρ, ξ) satisfy (5.12), then
´ 1
0 ρ(s) sd−1 ds´ 1
0 ξ(s) s

d−1 ds
= Cρ,ξ. Indeed by integrating

by parts, by using the properties of the kernels, and owing to (5.12), we obtain´ 1
0 ρ(s) sd−1 ds´ 1
0 ξ(s) s

d−1 ds
=
−
´ 1

0 ρ
′(s) sd ds

d
´ 1

0 ξ(s) s
d−1 ds

=
dCρ,ξ

´ 1
0 ξ(s) s

d−1 ds

d
´ 1

0 ξ(s) s
d−1 ds

= Cρ,ξ ,
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as wanted. On the other hand, if we recall that the profiles ρ and ξ must also satisfy

ˆ 1

0
ρ(s)sn−1 ds =

ˆ 1

0
ξ(s)sn−1 ds = 1 ,

we obtain the extra condition that, together with (5.12), uniquely determines the value of Cρ,ξ.
Indeed, assuming (5.12) and integrating by parts we find

dCρ,ξ = dCρ,ξ

ˆ 1

0
ξ(s)sn−1 ds = −

ˆ 1

0
ρ′(s)sn ds = n

ˆ 1

0
ρ(s)sn−1 ds = n ,

whence Cρ,ξ = n
d and thus (5.12) is equivalent to (5.1).

6. Discrete approximations of a varifold

In this section, we prove that the family of discrete volumetric varifolds and the family of point
cloud varifolds approximate well the space of rectifiable varifolds in the sense of weak–∗ convergence,
or ∆1,1 metric. Moreover, we give a way of quantifying this approximation in terms of the mesh size
and the mean oscillation of tangent planes. We start with a technical lemma involving a general
d–varifold.

Lemma 6.1. Let Ω ⊂ Rn be an open set and V be a d–varifold in Ω. Let (Ki)i∈N be a sequence of
meshes of Ω, and set

δi = sup
K∈Ki

diam(K) ∀ i ∈ N .

Then, there exists a sequence of discrete (point cloud or volumetric) varifolds (Vi)i such that for
any open set U ⊂ Ω,

(6.1) ∆1,1
U (V, Vi) ≤ δi‖V ‖(U δi) +

∑
K∈Ki

min
P∈Gd,n

ˆ
(Uδi∩K)×Gd,n

‖P − S‖ dV (x, S) .

Proof. We define Vi as either the volumetric varifold

Vi =
∑
K∈Ki

mi
K

|K|
Ln ⊗ δP iK ,

or the point cloud varifold

Vi =
∑
K∈Ki

mi
KδxiK

⊗ δP iK ,

with

mi
K = ‖V ‖(K), xiK ∈ K and P iK ∈ arg min

P∈Gd,n

ˆ
K×Gd,n

‖P − S‖ dV (x, S) .

Let us now explain the proof for the case of volumetric varifolds, as it is completely analogous
in the case of point cloud varifolds. For any open set U ⊂ Ω and ϕ ∈ Lip1(Rn × Gd,n) with
sptϕ ⊂ U ×Gd,n, we set

∆i(ϕ) =

ˆ
Ω×Gd,n

ϕdVi −
ˆ

Ω×Gd,n
ϕdV
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and obtain

|∆i(ϕ)| =

∣∣∣∣∣∣
∑
K∈Ki

ˆ
K∩U

ϕ(x, P iK)
‖V ‖(K)

|K|
dLn(x)−

∑
K∈Ki

ˆ
(K∩U)×Gd,n

ϕ(y, T ) dV (y, T )

∣∣∣∣∣∣
≤

∑
K∈Ki
K∩U 6=∅

 
x∈K

ˆ
(y,T )∈K×Gd,n

∣∣ϕ(x, P iK)− ϕ(y, T )
∣∣︸ ︷︷ ︸

≤(|x−y|+‖P iK−T‖)

dV (y, T ) dLn(x)

≤ δi
∑
K∈Ki
K∩U 6=∅

‖V ‖(K) +
∑
K∈Ki
K∩U 6=∅

ˆ
K×Gd,n

∥∥P iK − T∥∥ dV (y, T )

≤ δi ‖V ‖(U δi) +
∑
K∈Ki

min
P∈Gd,n

ˆ
(Uδi∩K)×Gd,n

‖P − T‖ dV (y, T ) ,

which concludes the proof up to taking the supremum of ∆i(ϕ) over ϕ. �

In Theorem 6.4 below we show that rectifiable varifolds can be approximated by discrete varifolds.
Moreover we get explicit convergence rates under the following regularity assumption.

Definition 6.2. Let S be a d-rectifiable set, θ be a positive Borel function on S, and β ∈ (0, 1].
We say that the rectifiable d–varifold V = v(S, θ) is piecewise C1,β if there exist R > 0, C ≥ 1 and
a closed set Σ ⊂ S such that the following properties hold:

• (Ahlfors-regularity of S) for all x ∈ S and 0 < r < R

(6.2) C−1rd ≤ Hd(S ∩B(x, r)) ≤ Crd ;

• (Ahlfors-regularity of Σ) for all z ∈ Σ and 0 < r < R

(6.3) C−1rd−1 ≤ Hd−1(Σ ∩B(z, r)) ≤ Crd−1 ;

• (C1,β regularity of S \ Σ) the function

τ(r) = sup{‖TyS − TzS‖ : y, z ∈ S ∩B(x, r), x ∈ S with dist(x,Σ) > Cr}

satisfies

(6.4) τ(r) ≤ C rβ ∀ 0 < r < R ;

• for all 0 < r < ε < R and all z ∈ Σ

(6.5) C−1rHd−1(Σ ∩B(z, ε)) ≤ Hd(S ∩ [Σ]r ∩B(z, ε)) ≤ C rHd−1(Σ ∩B(z, ε)) .

• for Hd-almost all x ∈ S we have

(6.6) C−1 ≤ θ(x) ≤ C .

Remark 6.3. We note that varifolds of class piecewise C1,β form a natural collection of varifolds,
which for instance the so-called (M, ε, δ)-minimal sets of dimension 1 and 2 in R3 in the sense of
Almgren belong to. In other words the rectifiable varifold V = v(S, 1) is of class piecewise C1,β as
a consequence of Taylor’s regularity theory [Tay76] (see also [Dav10] for an extension of Taylor’s
results in higher dimensions). Of course, the family of rectifiable varifolds in R3 that are piecewise
C1,β is much larger than (M, ε, δ)-minimal sets.

In the following theorem we prove an approximation result for rectifiable d–varifolds, that be-
comes quantitative as soon as the varifolds are assumed to be piecewise C1,β in the sense of Defi-
nition 6.2. In order to avoid a heavier, localized form of Definition 6.2 we set Ω = Rn.
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Theorem 6.4. Let (Ki)i∈N be a sequence of meshes of Rn and set δi = supK∈Ki diam(K) for all
i ∈ N. Let V = v(M, θ) be a rectifiable d–varifold in Rn with ‖V ‖(Rn) < +∞. Then there exists a
sequence of discrete (volumetric or point cloud) varifolds (Vi)i with the following properties:

(i) ∆1,1(Vi, V )→ 0 as i→∞;
(ii) If V is piecewise C1,β in the sense of Definition 6.2 then there exist constants C,R > 0

such that for all balls B with radius rB ∈ (0, R) centered on the support of ‖V ‖ one has

(6.7) ∆1,1
B (Vi, V ) ≤ C

(
δβi +

δi
rB + δi

)
‖V ‖(BCδi)

and

(6.8) ∆1,1(Vi, V ) ≤ C
(
δβi +

δi
R

)
‖V ‖(Rn)

Proof. The proof is split into some steps.
Step 1. We show that for all i there exists Ai : Rn → Mn(R) constant in each cell K ∈ Ki, such
that

(6.9)

ˆ
Rn×Gd,n

∥∥Ai(y)− T
∥∥ dV (y, T ) =

ˆ
y∈Rn

∥∥Ai(y)− TyM
∥∥ d‖V ‖(y) −−−−→

i→+∞
0 .

Indeed, let us fix ε > 0. Since x 7→ TxM ∈ L1(Rn,Mn(R), ‖V ‖), there exists A : Rn →Mn(R) ∈
Lip(Rn) such that ˆ

y∈Rn
‖A(y)− TyM‖ d‖V ‖(y) < ε .

For all i and K ∈ Ki, define for x ∈ K,

Ai(x) = AiK =
1

‖V ‖(K)

ˆ
K
A(y) d‖V ‖(y) .

Thenˆ
y∈Rn

∥∥Ai(y)− TyM
∥∥ d‖V ‖(y) ≤

ˆ
y∈Rn

∥∥Ai(y)−A(y)
∥∥ d‖V ‖(y) +

ˆ
y∈Rn

‖A(y)− TyM‖ d‖V ‖(y)

≤ ε+
∑
K∈Ki

ˆ
y∈K

∥∥∥∥ 1

‖V ‖(K)

ˆ
K
A(u) d‖V ‖(u)−A(y)

∥∥∥∥ d‖V ‖(y)

≤ ε+
∑
K∈Ki

1

‖V ‖(K)

ˆ
y∈K

ˆ
u∈K
‖A(u)−A(y)‖ d‖V ‖(u) d‖V ‖(y)

≤ ε+ δilip(A)‖V ‖(Rn) ≤ 2ε for i large enough,

which proves (6.9).
Step 2. Here we make the result of Step 1 more precise, i.e., for all i, we prove that there exists
T i : Rn → Gd,n constant in each cell K ∈ Ki such that

(6.10)

ˆ
Rn×Gd,n

∥∥T i(y)− T
∥∥ dV (y, T ) =

ˆ
y∈Rn

∥∥T i(y)− TyM
∥∥ d‖V ‖(y) −−−−→

i→+∞
0 .

Indeed, let ε > 0 and, thanks to Step 1, take i large enough and Ai : Rn → Mn(R) as in (6.9),
such that ∑

K∈Ki

ˆ
K

∥∥Ai(y)− TyM
∥∥ d‖V ‖(y) < ε .
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As a consequence we findˆ
K

∥∥Ai(y)− TyM
∥∥ d‖V ‖(y) = εiK with

∑
K∈Ki

εiK < ε .

In particular, for all K ∈ Ki, there exists yK ∈ K such that∥∥Ai(yK)− TyKM
∥∥ ≤ εiK
‖V ‖(K)

.

Define T i : Rn → Gd,n by T i(y) = TyKM for K ∈ Ki and y ∈ K, hence T i is constant in each cell
K and

ˆ
Rn×Gd,n

∥∥T i(y)− T
∥∥ dV (y, T ) =

∑
K∈Ki

ˆ
K
‖TyKM − TyM‖ d‖V ‖(y)

(6.11)

≤
∑
K∈Ki

ˆ
K
‖TyKM − Ai(y)︸ ︷︷ ︸

=Ai(yK)

‖ d‖V ‖(y) +

ˆ
Rn×Gd,n

∥∥Ai(y)− T
∥∥ dV (y, T )

≤
∑
K∈Ki

ˆ
K

εiK
‖V ‖(K)

d‖V ‖(y) + ε ≤ 2ε ,

which implies (6.10).
Step 3: proof of (i). We preliminarily show that

(6.12)
∑
K∈Ki

min
P∈Gd,n

ˆ
K×Gd,n

‖P − T‖ dV (y, T ) −−−→
i→∞

0.

Indeed, thanks to Step 2, let T i : Rn → Gd,n be such that (6.10) holds. We have∑
K∈Ki

min
P∈Gd,n

ˆ
K×Gd,n

‖P − T‖ dV (y, T ) ≤
∑
K∈Ki

ˆ
K×Gd,n

∥∥T iK − T∥∥ dV (y, T )

=

ˆ
Rn×Gd,n

∥∥T i(y)− T
∥∥ dV (y, T )

−−−−→
i→+∞

0 ,

which proves (6.12). Then (i) follows by combining (6.12) with Lemma 6.1.
Step 4. Assume that V is piecewise C1,β and let R,C > 0 be as in Definition 6.2. We shall now
prove that for any ball B ⊂ Rn centered on the support of ‖V ‖ with radius rB < R/2 and for any
infinitesimal sequence ηi ≥ Cδi, assuming also i large enough so that δi ≤ (R− 2rB)/(C+ 1), there

exists a decomposition Ki = Kregi t Ksingi such that

(6.13) ‖TxS − TyS‖ ≤ C|x− y|β, ∀K ∈ Kregi , ∀x, y ∈ K ∩ S

and

(6.14) ‖V ‖
(⋃
Ksingi ∩B

)
≤ C ′ δi

rB + ηi
‖V ‖(Bηi) .

Define Ksingi as the set of K ∈ Ki for which Σ(Cδi) ∩K is non-empty, and set Kregi = Ki \ Ksingi .
It is immediate to check that (6.13) holds, thanks to (6.4). Let now B be a fixed ball of radius

0 < rB < R/2 centered at some point x ∈ S. Take K ∈ Ksingi and assume without loss of generality
that K ∩ B is not empty, hence there exists p ∈ K ∩ B and z ∈ Σ such that |p − z| < (C + 1)δi.
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Consequently, B ⊂ B(z, 2rB + (C+ 1)δi). Then K ∩B ⊂ Σ(C+1)δi ∩B(z, 2rB + (C+ 1)δi) and thus,
assuming in addition that ηi < R− rB for i large enough, we obtain

‖V ‖

 ⋃
K∈Ksingi

K ∩B

 ≤ ‖V ‖(Σ(C+1)δi ∩B(z, 2rB + (C + 1)δi)
)

≤ CHd
(
S ∩ Σ(C+1)δi ∩B(z, 2rB + (C + 1)δi)

)
≤ C2(C + 1)δiHd−1

(
Σ ∩B(z, 2rB + (C + 1)δi)

)
,(6.15)

thanks to (6.5) and (6.6). On the other hand, since Cδi ≤ ηi < R− rB one has by (6.2), (6.3) and
(6.6) that

‖V ‖(Bηi) ≥ C−1Hd(S ∩Bηi) ≥ C−2(rB + ηi)
d ≥ C−2(rB + ηi)(rB + Cδi)

d−1

≥ 1

2d−1C2(C + 1)

(rB + ηi)

δi
(C + 1)δi (2rB + (C + 1)δi)

d−1

≥ 1

2d−1C3(C + 1)

(rB + ηi)

δi
C(C + 1)δiHd−1(Σ ∩B(z, 2rB + (C + 1)δi))

≥ 1

2d−1C5(C + 1)

(rB + ηi)

δi
‖V ‖

 ⋃
K∈Ksing

K ∩B

 ,

which by (6.15) gives (6.14) with C ′ = 2d−1C5(C + 1).
Step 5. Define T iK = TyKM for each cell K ∈ Ki and for some yK ∈ K. Set

Ai =
∑
K∈Ki

min
P∈Gd,n

ˆ
(B∩K)×Gd,n

‖P − T‖ dV (y, T ) .

Then for every ball B of radius r > 0, and choosing ηi = Cδi, we have

Ai =
∑
K∈Ki

ˆ
K∩B

‖TyKM − TyM‖ d‖V ‖(y)

=
∑

K∈Kregi

ˆ
K∩B

‖TyKM − TyM‖ d‖V ‖(y) +
∑

K∈Ksingi

ˆ
K∩B

‖TyKM − TyM‖ d‖V ‖(y)

≤
∑

K∈Kregi

ˆ
K∩B

C|yK − y|β d‖V ‖(y) + 2‖V ‖
(⋃
Ksingi ∩B

)
≤ Cδβi ‖V ‖(B) + 2‖V ‖

(⋃
Ksingi ∩B

)
≤ C

(
δβi +

δi
rB + ηi

)
‖V ‖(BCδi)

≤ C
(
δβi +

δi
rB + δi

)
‖V ‖(BCδi)(6.16)

(the constant C appearing in the various inequalities of (6.16) may change from line to line). Then,
the local estimate (6.7) is a consequence of Lemma 6.1 combined with (6.16).
Step 6. For the proof of the global estimate (6.8) we set r = R/2 and apply Besicovitch Covering
Theorem to the family of balls {Br(x)}x∈M , so that we globally obtain a subcovering {Bα}α∈I
with overlapping bounded by a dimensional constant ζn. We notice that I is necessarily a finite
set of indices, by the Ahlfors regularity of M . We now set U = Rn \ M and associate to the
family {Bα}α∈I ∪ {U} a partition of unity {ψα}α∈I ∪ {ψU} of class C∞, so that by finiteness of I
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there exists a constant L ≥ 1 with the property that lip(ψU ) ≤ L and lip(ψα) ≤ L for all α ∈ I.
Moreover, the fact that the support of ψU is disjoint from the closure of M implies that there
exists i0 depending only on M , such that the support of ‖Vi‖ is disjoint from that of ψU for every
i ≥ i0. Then we fix a generic test function ϕ ∈ C0

c (Rn ×Gd,n) and define ϕα(x, S) = ϕ(x, S)ψα(x)
and ϕU (x, S) = ϕ(x, S)ψU (x), so that ϕ(x, S) = ϕU (x, S) +

∑
α∈I ϕα(x, S). By the fact that

lip(ϕα) ≤ lip(ϕ) + lip(ψα) and lip(ϕU ) ≤ lip(ϕ) + lip(ψU ), by the Ahlfors regularity of M , by (6.7),
and for i ≥ i0, we deduce that

|Vi(ϕ)− V (ϕ)| ≤
∑
α∈I
|Vi(ϕα)− V (ϕα)| ≤ (1 + L)

∑
α∈I

∆1,1
Bα

(Vi, V )

≤ C(1 + L)
∑
α∈I

(
δβi +

δi
r

)
‖V ‖(BCδi

α ) ≤ C(1 + L)

(
δβi +

δi
r

)∑
α∈I
‖V ‖(Bα)

≤ C(1 + L)ζn

(
δβi +

δi
r

)
‖V ‖(Rn) ≤ C

(
δβi +

δi
R

)
‖V ‖(Rn)

where, as before, the constant C appearing in the above inequalities can change from one step to
the other. This concludes the proof of (6.8) and thus of the theorem.

�

7. A varifold interpretation of the Cotangent Formula

One of the classical tools of discrete differential geometry is the so-called Cotangent Formula (7.1)
which provides a notion of mean curvature for a triangulated polyhedral surface. The Cotangent
Formula has been introduced in [PP93] as the gradient of a discrete Dirichlet energy defined on
triangulations. Loosely speaking it consists in the definition of a vector mean curvature functional

Ĥ by its action on nodal functions (see [War08]). In Proposition 7.1 we show that the formula can
be interpreted as the action of the first variation of the associated polyhedral varifold V on any
Lipschitz extension of a given nodal function ϕ.

Let T = (F , E ,V) be a triangulation in R3, where V ⊂ R3 is the set of vertices, E ⊂ V × V
is the set of edges and F is the set of triangle faces (we refer to triangulations in the sense of
polyhedral surfaces homeomorphic to a 2d–manifold, as defined for instance in [War08]). We
denote by MT =

⋃
F∈F F the triangulated surface. The nodal function ϕv, v ∈ V, associated with

T is defined on MT by ϕv(v) = 1, ϕv(w) = 0 for w ∈ V, w ≤ v and ϕv affine on each face F ∈ F .

(a) (b)

Figure 1.

Let x ∈ V be a vertex, we denote by V(x) the set of vertices conected to x by an edge and F(x)
the set of faces containing x. For each v ∈ V(x), α = αxv and β = βxv denote the angles opposite
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to the edge (xv). See Figure 1. With these notations, Ĥ is defined by the Cotangent Formula

(7.1) < Ĥ, ϕx >=
1

2

∑
v∈V(x)

(cotαxv + cotβxv) (v − x).

We recall that we can associate with T the 2–varifold

VT =
∑
F∈F
H2
|F ⊗ δPF ,

where PF is the plane containing the face F (see Definition 2.15). We also recall that given
a Lipschitz function g defined on Rn, whose set of points of non-differentiability has zero ‖V ‖
measure, we can compute δV (g) :=

(
δV (g e1), . . . , δV (g en)

)
as stated in Remark 2.10.

Proposition 7.1. Let x ∈ V be a vertex and let ϕ̂x : R3 → R+ be a Lipschitz extension of ϕx.
Then,

(7.2) δVT (ϕ̂x) = − < Ĥ, ϕx >= −1

2

∑
v∈V(x)

(cotαxv + cotβxv) (v − x).

Proof. For each face F ∈ F , ϕ̂x|F is affine, so that ∇PF ϕ̂x is constant in F . Therefore,

δVT (ϕ̂x) =

ˆ
∇Sϕ̂x(y) dV (y, S) =

∑
F∈F

ˆ
F
∇PF ϕ̂x(y) dH2(y)

=
∑

F∈F(x)

ˆ
F

−1

hF

yF − x
|yF − x|

dH2(y) = −
∑
F

H2(F )
−1

hF

yF − x
|yF − x|

.(7.3)

Let us consider a face F ∈ F(x) whose vertices ( 6= x) are denoted w, v as in Figure 1. Then

(7.4) H2(F )
−1

hF

yF − x
|yF − x|

= −1

2
hF |w − v|

1

hF

yF − x
|yF − x|

= −|w − v|
2hF

(yF − x).

As

yF − x =
|w − x| cosα

|w − v|
(v − x) +

|v − x| cos γ

|w − v|
(w − x),

we infer from (7.3) and (7.4) that

H2(F )
−1

hF

yF − x
|yF − x|

=
1

2hF
(|w − x| cosα(v − x) + |v − x| cos γ) (w − x)

=
1

2

(
|w − x| cosα

|w − x| sinα
(v − x) +

|v − x| cos γ

|v − x| sin γ

)
(w − x)

=
1

2
(cotα(v − x) + cot γ(w − x)) .

and

(7.5) δVT (ϕ̂x) = −1

2

∑
v∈V(x)

(cotαxv + cotβxv) (v − x).

�

Remark 7.2. It is not difficult to check that

‖VT ‖(ϕ̂x) =

ˆ
ϕd‖VT ‖ =

1

3

∑
F∈F(x)

‖VT ‖(F )
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which allows us to define the discrete mean curvature at each vertex x of the triangulation as

HVT (x) = − δVT (ϕ̂x)

‖VT ‖(ϕ̂x)
=

3

2

∑
v∈V(x) (cotαxv + cotβxv) (v − x)∑

F∈F(x) Area(F )
.

8. Numerical simulations for 2D and 3D point clouds

In this section we provide numerical computations of the approximate mean curvature of various
2D and 3D point clouds. In particular, we illustrate numerically its dependence on the regular-
ization kernel, the regularization parameter ε, and the sampling resolution. Our purpose is not a
thorough comparison with the many numerical approaches for computing the mean curvature of
point clouds, triangulated meshes, or digital objects, this will be done in a subsequent paper for
obvious length reasons.

Given a point cloud varifold VN =
∑N

j=1mjδxj⊗δPj , its orthogonal approximate mean curvature
is given by

HVN ,⊥
ρ,ξ,ε (xj0) =

ˆ
P∈Gd,n

ΠP⊥H
VN
ρ,ξ,ε(xj0) dνxj0 (P )

= −

N∑
j=1

1{|xj−xj0 |<ε}mjρ
′
(
|xj − x|

ε

)
ΠP⊥j0

(
ΠPj (xj − xj0)

|xj − xj0 |

)
N∑
j=1

1{|xj−xj0 |<ε}mjεξ

(
|xj − xj0 |

ε

) .(8.1)

We focus on the orthogonal approximate mean curvature, for it is at a given resolution more robust
with respect to inhomogeneous local distribution of points than the approximate mean curvature,
as it will be illustrated in Section 8.1.4, and as it can even be seen directly on simple examples.
Take indeed a sampling {xj}N1 of the planar line segment [−1, 1] × {0} with more points having
a negative first coordinate, and let Pj = P = {y = 0}. Assume that there exists j0 such that

xj0 = (0, 0). Then the sum of all vectors
ΠPj (xj−xj0 )

|xj−xj0 |
is nonzero, whereas its projection onto P⊥ is

zero, which is consistent with the (mean) curvature of the continuous segment at the origin.
The formula above involves densities mj , the computation of which for a given point cloud being

a question we have not focused on up to now, despite it is an important issue. Nevertheless, if we
assume that mj = m(1+o(1)) whenever xj belongs to the ball Bε and for some constant m possibly
depending on Bε, then we can cancel mj from formula (8.1) up to a small error. This justifies the

following formula approximating the value of HVN ,⊥
ρ,ξ,ε (xj0):

HVN ,⊥
ρ,ξ,ε (xj0) '

−
N∑
j=1

1{|xj−xj0 |<ε}ρ
′
(
|xj − x|

ε

)
ΠP⊥j0

(
ΠPj (xj − xj0)

|xj − xj0 |

)
N∑
j=1

1{|xj−xj0 |<ε}εξ

(
|xj − xj0 |

ε

) .(8.2)

The advantages of Formula (8.2) are numerous: it is very easy to compute, it does not require
a prior approximation of local length or area, it does not depend on any orientation of the point
cloud (because the formula is grounded on varifolds which have no orientation) and as we shall see
right now, it behaves well from a numerical perspective.

In the next subsection, we study how this formula behaves on 2D point cloud varifolds built from
parametric curves, for different choices of radial kernels and various sampling resolutions. The last
subsection is devoted to 3D point clouds.
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8.1. Orthogonal approximate mean curvature of sampled parametric 2D curves. Let us
start with some comments concerning the implementation. While the algorithmic complexity is
linear in the number of points, a point cloud in 3D typically contains a huge number of points,
so we choose to handle the implementation in C++ for both 2D and 3D cases. We also use
nanoflann [Nan] to build a KD-tree structure which can easily manage neighbor search for defining
local neighborhoods, and perform local regression by means of eigen [Eig]. Point cloud visualization
can be easily done with Matlab, CloudCompare [Clo] or Meshlab [Mes].

8.1.1. Test shapes, sample point cloud varifolds, and kernel profiles. We test the numerical behavior
of formula (8.2) for different choices of 2D parametric shapes, kernel profiles ρ, ξ, numberN of points
in the cloud, and values of the parameter ε used to define the kernels ρε and ξε. We denote as
Nneigh the average number of points in a ball of radius ε centered at a point of the cloud. The 2D
parametric test shapes are (see Figure 2):

(a) A circle of radius 0.5 parametrized as (x(t), y(t)) = 0.5(cos(t), sin(t)), t ∈ [0, 2π];
(b) An ellipse parametrized by x(t) = a cos(t), y(t) = b sin(t), t ∈ (0, 2π) with a = 1 and b = 0.5;
(c) A ”flower” parametrized by r(θ) = 0.5(1 + 0.5 sin(6θ + π

2 ));
(d) An ”eight” parametrized by x(t) = 0.5 sin(t) (cos t+ 1), y(t) = 0.5 sin(t) (cos t− 1), t ∈ (0, 2π).
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Figure 2. 2D parametric test shapes

We test formula (8.2) with some profiles ρ, ξ defined on [0, 1]:

• the “tent” kernel pair (ρtent, ρtent), with ρtent(r) = (1− r);
• the “natural tent” pair (ρtent, ξtent), with ξtent(r) = − 1

nrρ
′
tent(r) = r;

• the “exp” kernel pair (ρexp, ρexp), with ρexp(r) = exp
(
− 1

1−r2

)
;

• the “natural exp” pair (ρexp, ξexp), with ξexp(r) = − 1
nrρ

′
exp(r).

Notice that ρexp, ξexp satisfy Hypothesis 1; on the contrary, ρtent is only in W1,∞ and ξtent is not
even continuous.

To define point clouds from samples of these parametric test shapes, we use two approaches:

• either we compute the exact tangent line T (t) ∈ G1,2 at the N points {0, h, 2h, . . . , (N−1)h}
for h = 2π

N , and we set

(8.3) VN =
N∑
j=1

mjδ(x(jh),y(jh)) ⊗ δT (jh) ,
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• or we compute by linear regression a tangent line T app ∈ G1,2 at each sample point and we
set

(8.4) VN =
N∑
j=1

mjδ(x(jh),y(jh)) ⊗ δTapp(jh) .

For all shapes under study, the exact vector curvature H(t) can be computed explicitly and evalu-
ated at jh, j = 0 . . . N − 1. To quantify the accuracy of approximation (8.2), we use the following
relative average error

(8.5) Erel =
1

N

N∑
j=1

|HVN
ρ,ξ,ε(xj)−H(jh)|
‖H‖∞

,

where xj = (x(jh), y(jh)).

8.1.2. Numerical illustration of orthogonal approximate mean curvature. We first test formula (8.2)
on the ellipse and on the flower with exact normals. We represent in Figure 3 the curvature vectors
computed for N = 105 points and ε = 0.001 with the natural kernel pair (ρexp, ξexp). Arrows
indicate the vectors and colors indicate their norms. Remark that the sample points are obtained
from a uniform sampling in parameter space (polar angle), therefore sample points are not regularly
spaced on the ellipse or the flower. Still, these spatial variations are negligible and (8.2) provides
a good approximation of the continuous mean curvature, as we already know from Theorem 4.8,
and as it will be illustrated numerically in the next section.
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Figure 3. Orthogonal approximate curvature vectors along the discretized ellipse
and flower. Arrows indicate the curvature vectors and colors indicate their norms.

8.1.3. Convergence rate. In this section, we compute and represent the evolution with respect to the

number of points N of the relative average error Erel = 1
N

∑N
j=1

|HN
ε (xj)−H(tj)|
‖H‖∞ for the orthogonal

approximate mean curvature vector (8.2) of point cloud varifolds sampled from the parametric
flower. We compare the convergence rate of this error for the above choices of kernels pairs; more
specifically we compute the convergence error for the varifold defined in (8.3) both in the case
where T (jh) is the exact tangent and in the case where T app is computed by regression in an
R–neighbourhood, with R = ε/2 (this situation is labelled as ”regression” in all figures).

Theorem 4.8 guarantees the convergence under suitable assumptions of the orthogonal approx-

imate mean curvature HVi,⊥
ρ,ξ,εi

, and even provides a convergence rate. First, it is not very difficult

to check that in the case where the point clouds are uniform samplings of a smooth curve, then
the parameters di,1 and ηi of (4.35) are of order respectively 1

N . As we already pointed out, our
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sampling is not globally uniform, but locally almost uniform and we expect the same order for di,1
and ηi. As for di,2 in (4.36), if the tangents are exact, then di,2 is also of order 1

N , otherwise, it
depends essentially on the radius of the ball used to perform the regression. Here we set R = ε/2,
which is not a priori optimal. If we want to estimate the mean curvature at some point x of the
curve, then we will apply formula (8.2) to the closest point in the point cloud, which is at distance
of order 1

N to x (this corresponds to what is denoted |zi − x| in Theorem 4.8). To summarize,
according to these considerations together with Theorem 4.8, we expect to observe convergence
under the assumption

1

Nε
→ 0 ,

with a convergence rate of order
1

Nε
+ ε, at least in the case where the tangents are exact. We

start with studying two different cases: first with 1
Nε = N−1/4, where we expect convergence with

rate at least N−1/4, and then with 1
Nε = 0.01, for which Theorem 4.8 is not sufficient to guarantee

that convergence holds. In both cases, we focus on 1
Nε which is the leading term.
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Figure 4. Average error (log-log scale) for the orthogonal approximate mean cur-
vature of the subsampled parametric flower, for increasing values of N , and with

either ε = 100
N (left) or ε =

(
10
N

)3/4
(right). The number of points in the neigh-

borhood used for estimating the curvature is constant for the left experiment, and
scales as 10N1/4 for the right experiment.

We use a log-log scale to represent the resulting relative average error (8.5) as a function of the

number of sample points N for ε = 100
N (Figure 4(a)) and ε =

(
10
N

)3/4
(Figure 4(b)). We remark

that the number Nneigh of points in a neighborhood Bε(x) is proportional to εN , which takes the

values 100 and 103/4N1/4, respectively, for the above choices of ε. Interestingly, the experiments
show a good convergence rate when choosing a natural kernel pair, even in the cases when 1

Nε
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is constant (thus when it does not converge to 0!). Furthermore, the convergence using natural
kernel pairs and approximate tangents computed by regression is even faster than when using exact
tangents and the tent kernel. We recall that the tent kernel does not satisfy Hypothesis 1 since it is
only Lipschitz, nevertheless the corresponding natural pair (ρtent, ξtent) shows the same convergence
properties as the smooth natural pair (ρexp, ξexp). This suggests that the (NKP) property is even
more effective than the smoothness of the kernel profiles. Finally, when the tangents are not exact
the convergence is slower. This is consistent with the fact that parameter di,2 in (4.36) depends on
the radius R of the ball used to compute the regression tangent line (we recall that R = ε/2) which
represents an additional parameter to be possibly optimized.
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Figure 5. Average error (log-log scale) for the approximate mean curvature of

the subsampled parametric flower, for increasing values of N and ε = (10/N)3/4.

Comparison of the behavior of HVN
ρ,ξ,ε and HVN ,⊥

ρ,ξ,ε on an (almost) uniform and a non

uniform sampling of the flower.

8.1.4. Varying density and projection onto the normal. In all previous numerical tests, we assumed
that mj ' m is true, at least locally, which yields the simplified formula (8.2). This assumption
makes sense for a point cloud with almost uniform distribution of masses, but is less realistic
in the other cases. However, when considering a smooth surface M endowed with a smoothly
varying density function θ, the tangential component of the generalized mean curvature of the
associated varifold is non-zero in general (and related to the tangential gradient of θ) while the
normal component still coincides with the classical mean curvature of M . Therefore formula (8.2)
allows to cancel the tangential perturbations artifacts due to the non-uniformity of the sampling.

In order to illustrate this property of the orthogonal approximate mean curvature HV,⊥
ρ,ξ,ε, we

consider a non-uniform discretization of the flower. To this aim, starting from the uniform dis-
cretization jh of the parametrization interval [0, 2π], with j = 0, . . . , N−1, we define tj = (j+nj)h
where nj are i.i.d. Gaussian random variables with zero mean and variance 1. Then we define

VN exactly as in (8.3) or in (8.4) replacing jh with tj . The relative error Erel is computed also
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by replacing jh with tj in (8.5). We perform the tests using the natural kernel pair (ρexp, ξexp).

The aim is to compare the behavior of HV,⊥
ρ,ξ,ε (default choice in Figure 5) and HV

ρ,ξ,ε (labeled as

“no normal projection” in Figure 5) on the flower, in both uniformly and non-uniformly discretized
cases (respectively labeled as “uniform” and “non uniform” in Figure 5). We also consider the

sub-case of approximate tangents in the non-uniformly discretized case, but only for HV,⊥
ρ,ξ,ε since we

observed that the error associated with HV
ρ,ξ,ε does not converge to zero, even when the tangents

are exact.
Figure 5 shows the plots of the relative errors computed with respect to the number of points

N in a log-log scale, with ε = (10/N)3/4. On the one hand we observe that in both uniformly and
non-uniformly discretized cases the error associated with HV

ρ,ξ,ε does not converge to zero, or even

diverges, which is not incompatible with Theorem 4.5 since we have that di
ε2i
∼
√
N , which of course

is not infinitesimal. On the other hand, for the reason given above, the convergence of HV,⊥
ρ,ξ,ε is

comparable in both uniformly and non-uniformly discretized cases, even when tangent planes are
computed approximately by regression.

8.1.5. Convergence rate in the 2D–smooth case. Up to now, it has been evidenced that in the

smooth case it is reasonable to use HV,⊥
ρ,ξ,ε with a smooth natural kernel pair. The experiments in

Figure 6 are therefore obtained for HV,⊥
ρ,ξ,ε computed with the natural kernel pair (ρexp, ξexp). As

already mentioned, Theorem 4.8 gives a convergence speed of order at least 1
Nε in the case where

the tangents are exact. When the tangents are computed by regression, then the convergence is
of order (at least) d2

ε where d2 is the maximal pointwise error on the tangents resulting from the

regression. We thus plot in Figure 6 the decay of the relative error Erel with respect to this ratio
1
Nε for different choices of ε, N , with either exact or approximate tangents (computed by regression

in a ball of radius R), and with or without an additional Gaussian white noise of variance σ = 1
N .

More precisely, we fix i.i.d. Gaussian random variables (n1
j )j , (n2

j )j with zero mean and variance

σ, and we define from VN in (8.3) a noisy point cloud varifold V σ
N as

either V σ
N =

N∑
j=1

mjδ((x(jh),y(jh)+(n1
j ,n

2
j ))
⊗ δT (jh) or V σ

N =

N∑
j=1

mjδ((x(jh),y(jh)+(n1
j ,n

2
j ))
⊗ δTappj

Here, T appj is computed by linear regression from the noisy positions {(x(kh), y(kh) + (n1
k, n

2
k)}k in

a ball of radius R. The relative error is defined as

Erel =
1

N

N∑
j=1

|HV σN ,⊥
ρ,ξ,ε ((x(jh), y(jh) + (n1

j , n
2
j ))−H(jh)|

‖H‖∞
.

We observe in Figure 6 that the convergence is at least of order 1 with respect to 1
Nε as foreseen

by Theorem 4.8, and even quite better in the case where there is no additional noise. In this latter
case, when the tangents are exact, convergence is still of good quality. But when the tangents are
computed by regression in a ball of radius R, the relative error Erel is very sensitive to the regression
error and thus to R. It seems that, in some cases where additional white noise is introduced, taking
R larger than ε (R = ε9/10 for instance) produces a lower error.

8.2. The approximate mean curvature near singularities. In this section, we illustrate the

specific features of the approximate mean curvatures HV
ε,ρ,ξ and HV,⊥

ε,ρ,ξ near singularities. Consis-

tently with the properties of the classical generalized mean curvature of varifolds, HV
ε,ρ,ξ and HV,⊥

ε,ρ,ξ

both preserve the zero mean curvature of straight crossings, as confirmed by the experiment on the
38



Figure 6. Average error Erel (log-log scale) for the approximate mean curvature

HVN
ρexp,ξexp,ε

of the subsampled parametric flower, plotted with respect to 1
Nε .

”eight” (see Figure 7). In this case using HV,⊥
ε,ρ,ξ does not affect the reconstruction of the zero curva-

ture at the crossing point, while it has the advantage of being more consistent at regular points (see
the discussion in Section 8.1.4). In Figure 7 we plot the curvature vectors and intensities computed
using the natural kernel pair (ρexp, ξexp) on the eight curve sampled with N = 10000 points and
exact tangents, for ε = 100/N = 0.01.

More generally, our model is able to deal correctly with singular configurations whose canonically
associated varifold has a first variation δV which is absolutely continuous with respect to ‖V ‖. To
illustrate this, we show the results of some tests performed on a union of two circles with equal
radius and on a standard double bubble in the plane.

First, we compare the behavior of HV
ε,ρ,ξ and HV⊥

ε,ρ,ξ in a neighborhood of an intersection point

of the two circles (see Figure 8). We define a point cloud as a uniform sampling of the union
of both circles, with a total number of points N = 10000 and with exact tangents. We also
choose (ρexp, ξexp) as natural kernel pair, and ε = 100/N = 0.01 as in the previous test with the
”eight”. Figure 8 (a) and (b) show the curvature vectors and intensities of HV

ε,ρ,ξ, while Figure 8

(c) shows them for HV⊥
ε,ρ,ξ. From the point of view of pointwise almost everywhere convergence,

both approximate curvatures behave equivalently well, since the error in the reconstruction of the
curvature is localized in an ε-neighborhood of the crossing point. On one hand, due to the linearity
of the first variation δV , the expected curvature H of the union C1 ∪ C2 of the two circles at the
crossing point p is the average of the curvatures H1 and H2 of, respectively, C1 and C2 at p. Indeed

δV = H1 dH1
|C1 +H2 dH1

|C2 , whence one deduces that H(p) = H1(p)+H2(p)
2 and if p is an intersection

point of the two circles, |H(p)| =
√

3 ≈ 1.73 which is consistent with the numerical value obtained
at p (see Figure 8 (b)). On the other hand, the crossing point is negligible with respect to ‖V ‖ and
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Figure 7. Curvature vector and intensity computed with the natural kernel pair
(ρexp, ξexp) on the eight sampled with N = 10000 points and with ε = 100/N = 0.01,
with exact tangents. For visualization purposes we only show 5% of the points in
the cloud.

therefore the pointwise value of H(p) is not relevant in the continuous setting. Nevertheless, in the
discrete setting there is a significant difference between the two proposed definitions of approximate
mean curvature. More precisely, the one provided by HV

ε,ρ,ξ enforces a continuous mean curvature

even at the crossing point, where one obtains the expected average value H(p) = H1(p)+H2(p)
2 , see

Figure 8 (b), whereas continuity cannot hold for HV,⊥
ε,ρ,ξ, as one can see in Figure 8 (c).

Second, we consider a standard double bubble in 2 dimensions (see Figure 9(a) and [CLM12]
for details on double bubbles), whose radii of the external boundary arcs are, respectively, 1 and
0.6. The corresponding point cloud varifold V is obtained by a uniform sampling of 800 points
taken on the three arcs of the bubble, each endowed with a unit mass and tangent computed by
regression. Again, we choose (ρexp, ξexp) as natural kernel pair, and ε = 0.15. Figure 9(b) shows
the curvature vectors and intensities of HV

ε,ρ,ξ (up to a fixed renormalization that is applied for a

better visualization). In order to get rid of the oscillation of the curvature near the singularities
(as it occurred in the previous test, see again Figure 8) we have also applied a simple averaging of
the reconstructed curvature at the scale 2ε, which gives the nicer result shown in Figure 9(c). We
remark that the curvature vector defined on points that are very close to the theoretical singularity
is consistent with the one obtained by direct computation on the (continuous) standard double
bubble. More precisely, we obtain a numerical value of (0.107,−0.809) for the mean curvature near
the singularity shown in Figure 9, to be compared with the expected value (0,−0.839), hence with
a relative error of 13%. If we redo the same experiment but with twice the number of points, that
is N = 1600 and ε = 0.075, we get a relative error of 7%. Further tests involving standard double
bubbles will be described in the next section.

40



-0.6 -0.4 -0.2 0 0.2 0.4 0.6

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.926446

1.46318

1.99991

(a)

-0.02-0.015-0.01-0.005 0 0.005 0.01 0.015 0.02

0.415

0.42

0.425

0.43

0.435

0.44

0.445

0.45

0.455

0.926446

1.46318

1.99991

(b)

-0.02-0.015-0.01-0.005 0 0.005 0.01 0.015 0.02

0.415

0.42

0.425

0.43

0.435

0.44

0.445

0.45

0.455

0.917004

1.45846

1.99991

(c)

Figure 8. Curvature vector and intensity computed with the natural kernel pair
(ρexp, ξexp) on two intersecting circles sampled with N = 10000 points and with
ε = 100/N = 0.01, without projection onto the normal in (a) and (b) and with
projection on (c). Tangents are exact.

8.3. Approximate mean curvatures of 3D point clouds. In this last section we present some
tests on 3D point clouds obtained either from parametrized shapes (specifically, a standard double
bubble) or from given point cloud samples (a dragon and a statue).

In the first test (Figure 10, a) we use colors (from blue for smaller values to red for larger values)
to represent the intensities of the approximate mean curvature vectors computed for a point cloud
discretization of the three spherical caps forming the boundary of a standard double bubble in 3D.
The radii of the external caps are, respectively, 1 and 0.7. The cloud contains N = 34378 points
and is endowed with tangents reconstructed via regression at the scale ε ≈ 0.111. We compute
the covariance matrix of centered coordinates (in a ball of radius ε) and we define the normal
as the eigenvector associated with the smallest eigenvalue. The computation of the approximate
mean curvature is performed in a ball of radius ε as well, and we further average the approximate
curvature at the scale 2ε, as done in the test on the 2D–double bubble. Moreover the cloud is
an “almost uniform” discretization of the double bubble in the sense that some small “holes” are
created along three meridian curves, as a consequence of rounding-type discretization errors. All
curvature vectors intensities are shown, but only (minus) the curvature vectors near the singular
arc are represented for the sake of readability. As can be observed, these approximate vectors
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Figure 9. Curvature vectors and intensities computed with the natural kernel pair
(ρexp, ξexp) on a standard double bubble (radii 1 and 0.6) sampled with N = 800
points and with ε = 0.15, without projection onto the normal in (b) and with
additional averaging of the curvature at scale 2ε in (c). Tangents are computed by
regression.

lie essentially in the same expected plane. Even though a more uniform discretization can be
constructed, we have preferred to keep the almost-uniform one in order to show the behavior of
the (averaged) approximate mean curvature. The results of the test show a pattern similar to the
one obtained in the 2D case in proximity of the singular circle (see Figure 10, a)). Moreover, when
numerically computing the average of the intensity of the mean curvature along the singular circle,
we obtain 1.51, to be compared with 1.46 which is an approximate value of the norm of the average
of mean curvature vectors of the three intersecting spheres. Some small deviations from the true
mean curvature are localized near the small “holes”. Of course such deviations can be reduced by
refining the discretization and by taking curvature averages over neighborhoods containing more
points. The overall outcome shows that the reconstruction of the mean curvature near singularities
is consistently enforced by our method. We provide in Figure 10 two more examples with a sampled
double bubble. In b) and c) the bubble has external caps with same radius r = 1. The central cap
is therefore a disk. Again, the consistency of the curvature vectors computed near the singular arc
can be observed. Only these vectors are shown in b), but all (minus) curvature vectors are shown
in c).

Our next 3D test point clouds are a ”dragon” with N = 435 545 points (Figure 11), and a statue
with 543 524 points (Figure 12). We show with colors the norm of the approximate mean curvature
vectors (computed with the natural kernel pair (ρexp, ξexp)) with post-projection onto the normals.
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(a)

(b) (c)

Figure 10. Curvature vectors and their intensities computed with the natural ker-
nel pair (ρexp, ξexp) on sampled 3D–double bubbles (show in full and partial views).
In Figure a), the bubble has external caps with radii 0.7 and 1, is sampled with
N = 34378 points, and the computations are made with ε ≈ 0.111. The curvature
vectors (with minus sign for the sake of readability) are shown only for the points
which are closest to the singular circle. In b) and c), the bubble has externals caps
with same radius 1, is sampled with 33275 points, and ε ≈ 0.131. All curvature
vectors (with minus sign) are shown in c). To improve the visualization, points are
shown with larger size in b) and c).

In both cases, as the tangent plane is not a-priori known, we compute the normal direction at each
point using regression. As the shapes are assumed to be regular, we use Formula (8.2), that is,
with projection onto the normal at the point and without additional averaging.
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