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Abstract

This thesis aims to deepen the relationship between the different forms of proximity that emerge between

economic actors and the consequent influence on their innovative capacity. Over the years, this topic has

generated a great deal of attention in conference proceedings and scientific publications. The first step to

deepen the understanding of this amount of knowledge was to identify a suitable methodology. In so do-

ing, the recent advances of the Machine Learning community – particularly Natural Language Processing

academics - have offered interesting insights. In particular, "Topic Modeling" was identified as a suitable

methodology to bring out latent semantic structures. Therefore, the first chapter tries to study how this

methodology has been implemented in the social sciences and, in particular, in management. The contri-

bution offered is a rationalization of the achievable goals and their relationship with evaluation practices.

Once clarified how to use this algorithm, the second chapter studied the relationship between proximity

and innovation. Using an unsupervised machine learning technique, the research attempts to identify the-

matic management cores in a multifocal literature such as proximity. Together with a qualitative analysis,

the study attempts to bring out the theoretical and empirical contributions offered to the management com-

munity. Once the theoretical and empirical expectations have been clarified, the third chapter introduces a

strategic theme, namely the business model. This section proposes a mediating effect of the business model

concerning the central relationship between proximity and innovation. After a theoretical introduction, the

conceptual model is studied with an exploratory approach. Without any presumption of generalizability and

completeness, a novel analytical key is offered to open further debate in the community of proximity.

Keywords: proximity, innovation, business model, topic modeling.
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Introduction

The rise of globalization questions the relevance of local and distant debate for actors’ cooperation and

coordination. However, even in online settings, the actors’ location influences b2b relations (Lanzolla and

Frankort, 2016), cultural production suffers from physical limitations (Davidson and Poor, 2019), social ties

are geographically bounded (Takhteyev, Gruzd, and Wellman, 2012), and even selling drugs in online drug

crypto-markets appears to suffer from geographical constraints (Norbutas, 2018). In the end, one may ask if

the world is really ‘flat’ as some authors expected (e.g., Friedman, 2006).

Simultaneously, the dilemma of how and why actors organize their economic activities can not be

bounded solely on location. On this line, the Proximity school was fully aware that being close is not only

a matter of geography. Hence, from the seminal contribution of Torre and Gilly (2000) to the structured

and critical studies of Boschma (2005) and Moodysson and Jonsson (2007), more dimensions of closeness

were included in the economic, management, and sociology debate of coordination and collaboration. This

thesis starts from here and proposes a management-flavored analysis of actor closeness. In particular, I

focus on the influence of proximity dimensions on innovation. As it will become apparent, scholars mostly

accept this influence, while less clear is how and why that relation exists. Missing an unambiguous answer

to those questions, this study’s original aim has been decomposed into smaller chunks and limited its atten-

tion to one literature stream, namely management. In so doing, Chapter One introduces topic modeling, a

novel methodology offered by scholars of natural language processing. Inspired by the work of DiMaggio,

Nag, and Blei (2013) and in the light of Hannigan et al. (2019), the review of possible applications of this

methodology to management research guides the author to analyze the enormous variety of conversations

nested under the proximity and innovation debate. Hence, the latter is the focus of Chapter Two, aiming to

uncover the managerial conversations in which proximity scholars took part, collect theoretical mechanisms

justifying proximity influence over innovation, and unveil any empirical consistency concerning effects.

Critically summarizing the proximity literature and placing it within the broader management stream lays

1



Introduction

the foundation for Chapter Three. In this exploratory study, the author proposes the business model as the

set of activities able to translate proximity into innovation.

Reading my work and the articles reviewed through the lens of Delanty and Strydom (2003) and Van

de Ven and Poole (2005), both ontological and epistemological choices can be articulated. The conversation

addressed by the three chapters touches an audience with a more or less clear affiliation to the positivist or

logical empiricist paradigm. Within this conversation, I started my journey through social science believing

in an objective reality that can be understood through science. In so doing, I applied reductionism, deter-

minism, and I preferred collecting empirical data through structured surveys or secondary sources. From an

ontological perspective, the following chapters (and mainly the third) still follow the mainstream approach to

understanding change. Hence, I studied innovation as "made of things in which processes represent change

in things” (Van de Ven and Poole, 2005, p. 1379). In so doing, the contribution of Chapter Three can be

ascribed to variance theory more than process. While writing the thesis conclusions, I soon realized that it

is the absence of diversified ontological and epistemological stances that detriment the most proximity and

innovation field. As it is clear, this thesis has not dealt with these issues at all.

From these ontological and epistemological stances, methodological directions have consequently

emerged. In particular, Chapter One starts with a qualitative coding based on previous knowledge on the

topic, to then test emergent categories against a random sample, and finally proposing normative practice

to follow. Chapter Two applies a quantitative analysis of qualitative data (textual), informed by a deductive

logic in retrieving topic meanings (i.e., using keywords from the Academy of Management). Here, a great

deal of attention is devoted to analysing constructs, their definition, operationalization, and the consequent

p-values, or more generally effects, observed. Similarly, Chapter Three applies an exploratory quantitative

analysis, informed by prior theories, once again in a deduction fashion.

More in-depth, Chapter One is inspired by the development of natural language processing in making

sense of enormous corpora of unstructured textual data. In particular, topic modeling is widely recognized to

offer excellent management (Hannigan et al., 2019) and social sciences opportunities in general (DiMaggio,

Nag, and Blei, 2013). Reviewing recent contributions from 18 top-tier management journals, this chapter

tries to promote convergence of evaluation practices and elaborate on the interdependence between authors’

theoretical expectations and model evaluation choices. Clarifying these aspects, this chapter’s findings offer

a solid foundation for what comes next in this thesis.

Given the multivocality of proximity literature and the need to locate this research stream within the
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broader management literature, topic modeling offers a great opportunity. In particular, following several

outstanding exemplars such as Doldor, Wyatt, and Silvester (2019) and Sieweke and Santoni (2020), this

chapter focuses on topic meanings to uncover latent managerial conversations. To do that, the topic modeling

algorithm has been trained on more than 12,000 abstracts from top-tier management journals. The topics

learned through this phase are then projected on a sample of selected proximity and innovation articles.

Hence, this offered the chance to locate each proximity and innovation contribution within its managerial

conversation. Furthermore, qualitative coding has been build to collect theoretical claims and empirical

findings (when applicable). Hence, sampled articles are manually grouped based on the ‘outcome’ variable

investigated. This process enables me to clarify both the scopes and contributions emerging.

The in-depth analysis of topics and theories at the basis of proximity literature paves the way for

asking — again — how this closeness translates into value for firms. Bringing a strategy topic into the

table, Chapter Three argues that firms’ actions are the means through which closeness to actors may lead to

innovation. In particular, the Business Model is introduced as a mediator of the proximity and innovation

relation. Leveraging on crucial strategy contributions (Amit and Zott, 2015; Baden-Fuller and Haefliger,

2013; McDonald and Eisenhardt, 2020), the author disentangles possible phases of proximity and business

model interactions, and consequent influences over innovation. The theoretical claim is then empirically

explored on a regional sample of firms. Without any request for completeness, causality, or generalization,

the research findings seem likely to open up to further academic debate on an omitted relation, that of

proximity and strategy.

To make sense of the following chapters, I retrospectively reconstruct the steps I went through while

working on my main research question. In particular, this thesis aims to unpack the relationship between

proximity and innovation, claiming the business model as the mean through which this effect unfolds. The

main novelty and contribution of this work are situated in the mediator introduced. However, two steps

were to be made in order to sustain this research proposition. The first was to clarify what mechanisms have

been previously proposed and studied, and with what consequences for managers and firms. This required

reframing the proximity and innovation debate from the lens of management, collocating both the proximity

field and its constituent articles within that broader literature landscape. The latter task necessitated the anal-

ysis of an enormous amount of scientific publications that have been made possible only by textual analysis.

Approaching topic modeling, a methodology that is still emerging in our field, called for a reflection on how

to set-up each step coherently with the final research goal.
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Reading through this introduction, the reader may doubt of business interest toward proximity and

innovation debate. While proximity literature has mainly focused on providing guidelines for local policies

(at different scales, e.g., regional, national), the theoretical and empirical evidence of Chapters Two and

Three makes several elements of regard emerge. In particular, through the lens of transaction cost theory

or absorptive capacity, each dimension of closeness gets into the managerial conversation. Still, it also

adds other critical viewpoints such as knowledge-spillovers, embeddedness, or serendipity coming from

other literature streams. Once businesses fully appreciate the competitive advantage — or disadvantages —

arising from these proximity endowments, closeness gains its place within the business interest. Lastly, the

reader may also ask why focusing so broadly on offline settings while not considering digital advances and

online platforms. While this is a significant omission here, this thesis should be seen as a work in progress

directed there. Studying one side of the story opens up to great questions to be further explored.
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Chapter 1

Topic modeling in management research:

emerging practices and evaluation

guidelines

Abstract

This literature review focuses on the use of topic modeling in management research. In particular, it aims to

investigate the relationship between researchers’ goals and evaluation practices. In so doing, the paper anal-

yses 38 research articles from top-tier management journals through a structured coding scheme. Hence,

studies are categorized based on their semantic interest, distinguishing four units of analysis: classification,

qualitative variables, individual topics, and topology. Additionally, the author collected the evaluation prac-

tices used by each article. These practices are grouped into six larger buckets: heuristic, statistic, eyeballing,

semantic, external, and assessment of the statistical model. Analyzing the relationship between the units

of analysis and the evaluation techniques, the chapter highlights stratified practices by research goal. This

qualitative finding is then tested against a simulated random sample with 10,000 replications. In conclusion,

topic modeling guidelines are introduced and schematically summarized through a flow chart.

Keywords: topic modeling, management, research goals, evaluation practices.
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1.1 Introduction

As the need to make sense of large corpora of unstructured textual data propagates, topic modeling has

attracted significant attention in the organization and management community. For example, scholars have

used topic modeling to investigate subjects such as diversity (Corritore, Goldberg, and Srivastava, 2020),

legitimization (Croidieu and Kim, 2018), leadership development (Doldor, Wyatt, and Silvester, 2019),

identity (Geva, Oestreicher-Singer, and Saar-Tsechansky, 2019), and novelty in markets (Haans, 2019; Ka-

plan and Vakili, 2015). The attention is also documented by literature review and methodological articles,

highlighting both advantages and problems hidden behind topic detection (Hannigan et al., 2019; Kobayashi

et al., 2018; Schmiedel, Müller, and Brocke, 2019). Among difficulties, the results’ valuation is one of the

greatest. Indeed, being an unsupervised learning method, the validation of topic modeling outcomes is less

direct and requires researchers to combine different pieces of evidence (Grimmer and Stewart, 2013).

This paper takes stock of topic modeling practices emerging in the management literature, with a

particular emphasis on ties between researchers’ scopes and evaluation strategies. Drawing on a review of

38 articles from top tier management journals, the author highlights a series of factors that call for further

attention on the part of authors and reviewers. Overall, it emerges a lack of clarity, hampering the integration

of research aims, epistemological approaches, and methodological applications. This disconnectedness is

likely to hinder the whole validation process, thus findings reliability and reproducibility. Moreover, a

clear representation of the set of evaluation models at scholars’ disposal seems missing. To cope with this

complexity and lack of clarity, this research set up a qualitative coding and a simulation design to uncover

emerging research scopes and evaluation practices, offering a set of guidelines to implement topic modeling.

This chapter aims to leverage management scholars’ attention toward different pathways of topic

modeling evaluation. Thus, three distinct contributions are provided. Firstly, I aim to promote convergence

of evaluation practices — in so doing, I also aim at clarifying the expectations authors and reviewers should

have about what constitutes a ‘good’ topic modeling. Secondly, I elaborate on the interdependencies between

the theoretical expectations of authors and model evaluation choices. Thirdly, I create momentum around

the reproducibility of topic modeling in organization and management research.

The chapter is structured as follows. In the next sections, a concise review of topic modeling and eval-

uation strategies briefly introduces the reader to the problem at hand. Then, the methodology is discussed,

providing insights behind the articles’ search and selection. Consequently, emerging practices are identified

and thoroughly analyzed. Next, I introduce a decision tree linking research scopes to findings evaluation.
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Finally, I recap the key messages and conclude.

1.2 Literature Review

Born in the community of computer science, topic modeling algorithms were designed to infer hidden

topical structures from unstructured textual data (Blei, Ng, and Jordan, 2003). In so doing, Topic Model-

ing enables humans to appreciate and organizing large corpus of text (Blei, Ng, and Jordan, 2003). Such

cross-disciplinary applicability appealed scholars from different fields to apply topic modeling with different

goals (e.g., Hall, Jurafsky, and Manning, 2008; Quinn et al., 2010). Once the researchers are provided with

topic modeling results, so probabilities linking words to topics and topics to documents, they can “use this

information to address the analytic questions that motivated the research” (DiMaggio, Nag, and Blei, 2013,

p. 586). However, authors need to validate topic modeling solutions to sustain any further claim (Grimmer

and Stewart, 2013). The subtle link between researchers’ goals and evaluation of the solutions is particularly

evident in studies applying topic modeling for classification purposes. Indeed, for some “extrinsic tasks,

such as information retrieval or document classification” (Wallach, Murray, Salakhutdinov, and Mimno,

2009, p. 1), authors can directly assess the performance looking at the ability of topic modeling to perform

the task at hand, like classifying Twitter users and their posts in different categories of interest (Hong and

Davison, 2010, p. 5). In other cases, in which the aim is to build some qualitative variables, such as diversity

or novelty (Haans, 2019; Kaplan and Vakili, 2015), or to describe meanings of topics (Banks et al., 2019;

Doldor, Wyatt, and Silvester, 2019), the validation is not so straightforward. Researchers are required to

piggyback on different strategies (DiMaggio, Nag, and Blei, 2013; Grimmer and Stewart, 2013; Quinn et

al., 2010). The following paragraphs introduce the topic modeling technique and some common evaluation

practices.

1.2.1 What topic modeling is

This paragraph introduces topic modeling’s main features, referring the reader to previous studies for more

detailed descriptions (e.g. Blei, 2012; Blei, Ng, and Jordan, 2003; DiMaggio, Nag, and Blei, 2013; Han-

nigan et al., 2019). Topic modeling consists of a series of algorithms (e.g., Latent Dirichlet Allocation,

Hierarchical Dirichlet Process) to deduce hidden semantic structures (i.e., meanings). These algorithms

are particularly useful because they allow the researcher to analyze vast amounts of textual data, which is

impossible for a human coder. In short, topic modeling describes each document (e.g., an abstract, article,

tweet) as a set of N topics, and each topic as a set of K words. Probabilities describe topic-document and
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word-topic relationships. The higher the probability, the more critical the topic (word) is in defining the

document (topic). In this review, the focus is on the algorithm called Latent Dirichlet Allocation, a simple

but also versatile one (Blei, 2012).

More specifically, the LDA algorithm assumes that the set of documents to be analyzed (corpus) is

made up of a group of topics. Also, each topic is defined by a distribution of words 1. The first difficulty that

the researcher encounters lies in deciding "a priori" the number of topics to be searched (e.g., 50, 100, 500).

Once you have selected which number to consider, the algorithm generates two results. The first consists in

linking each topic (none excluded) to each document through posterior probabilities. The topic(s) with the

highest probability is (are) also the one that best describes the text’s content. The second links each topic to

the distribution of words, again in the form of posterior probabilities. The words with the highest probability

best describe the topic’s meaning (usually the first ten are used). This whole process helps the researcher to

code the texts he/she is analyzing.

Topic modeling is gaining popularity in the social sciences, but its use requires the reconciliation of

two different perspectives, such as computer and social scientists (DiMaggio, 2015). The social sciences are

attracted by the idea of having a mechanism that, acting as a "super partes", can justify the researchers’ the-

oretical claims. On the contrary, computer scientists, more doubtful in machines’ ability to replicate human

analysis, test such models against human coders. Divergent positions which are nonetheless reconciled by

the concerns related to the evaluation of results obtained through an Unsupervised Learning algorithm such

as LDA. A need to validate findigns that is even stronger when is the researcher to establish the number of

topics to be considered, a priori. Despite the intricate path toward validation, topic modeling remains an

attractive technique given it being explicit, automated, inductive, and able to recognize the relationality of

meanings (DiMaggio, Nag, and Blei, 2013).

As documented by Hannigan et al. (2019), topic modeling is always gaining more attention within

management literature. Analyzing papers using this technique, the authors identified management literature

subsets to which topic modeling has been applied and consequently described the process from unstructured

textual data to theorizing. In particular, they distinguished among rendering corpora, rendering topics, and

rendering theoretical artifacts offering a map of the conceptual and practical steps the researcher should go

through. In this chapter, I focus on what connects rendering topics, id est the identification of appropriate

1To simplify the discussion, all the tasks necessary to prepare the corpus for later analysis are omitted. In general, through
other natural language processing algorithms, the text is subjected to tokenization, lemmatization (or stemming), and stop-words
removal.
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topics, and rendering theoretical artifacts, that is the topics’ relation with theory. In particular, I claim that

appropriateness is contextual to the aims guiding the researcher to apply topic modeling.

1.2.2 Evaluation Practices

The evaluation of topic modeling has been a matter of great interest among scholars from different research

fields (DiMaggio, Nag, and Blei, 2013; Grimmer and Stewart, 2013; Wallach, Murray, Salakhutdinov,

and Mimno, 2009). Many evaluation strategies are at scholars’ disposal, and none of them is exclusive

but complementary. Indeed, the validation of an unsupervised method, such as topic modeling, requires

researchers to “combine experimental, substantive, and statistical evidence” (Grimmer and Stewart, 2013,

p. 271) to sustain their claims. The following discussion takes stock of some key contributions influencing

management scholars on the crucial task of topic modeling evaluation. Thus, five practices are discussed:

heuristic, statistical, eyeballing, semantic, external, and assessment of the statistical model.

Following a heuristic approach, several authors are inclined to train the model on a standard topic

threshold, such as 100 (e.g., Blei and Lafferty, 2007; Hall, Jurafsky, and Manning, 2008). Some researchers

rationalize this approach as a convenience practice or as a direct consequence of their research interest.

However, most times, the 100 threshold is similar to a golden rule that nobody questions.

Statistical evaluation is a practice that aims to validate and lower the complexity of model selec-

tion (Wallach, Murray, Salakhutdinov, and Mimno, 2009), practically speaking, of setting the number of

topics. For example, Blei, Ng, and Jordan (2003) initially assessed topic modeling performance through

a conventional language modeling indicator, the perplexity score. More systematically, Wallach, Murray,

Salakhutdinov, and Mimno (2009) examined several statistical methods for topic modeling evaluation in the

search for a universal routine. The interest in statistical evaluation caused the rise of several complementary

indicators (e.g. Arun, Suresh, Madhavan, and Narasimha Murty, 2010; Cao et al., 2009; Mimno, Wallach,

Talley, Leenders, and Mccallum, 2011), see Appendix A.2 for further details. Applying statistical evalua-

tion, scholars can follow different paths, employing a single statistical measure or comparing the outcome

of more than one (e.g Lappas, Sabnis, and Valkanas, 2016).

For what concerns eyeballing practices, we can distinguish among keywords per topic inspection and

visualization. In both cases, the aim is to assess the quality of the topic model (e.g Chuang, Manning, and

Heer, 2012) and to “aid the user in interpreting individual topics” (Sievert and Shirley, 2014, p. 52). Experts

go through a list of high probability words (keywords) for each topic in the first case (e.g. Atkins et al., 2012;
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Mimno, Wallach, Talley, Leenders, and Mccallum, 2011). In the second case, visualization techniques such

as Termite (Chuang, Manning, and Heer, 2012) or LDAvis (Sievert and Shirley, 2014) offer the analyst some

more information such as terms salience or relevance and intuitive visualization of the semantic space.

For what concerns semantic evaluation, the aim is to ensure topics to discriminate between different

meanings, thus interpretability (DiMaggio, Nag, and Blei, 2013; Grimmer and Stewart, 2013; Quinn et al.,

2010). From a quantitative fashion, Chang et al. (2009) describes word and topic intrusion as measures of

semantic meaning. In both cases, a human evaluator is required to select the ‘intruder’ word (topic) among

a list composed of high probability words (topics) and a randomly included ‘intruder’ for a specific topic

(document). The task results are then used to generate quantitative indicators (see Appendix A.2). From a

more qualitative perspective, other evaluative paths are at the researcher’s disposal. For example, digging

into terms’ meanings, the algorithm assignment of a single word to different topics should be humanly

comprehensible. Thus, the analyst may try to appreciate the polysemy of words affiliated with multiple

topics (DiMaggio, Nag, and Blei, 2013). Furthermore, researchers can verify topics quality inspecting those

documents in which a specific topic shows a high probability. Authors may also require a human coder

(often an expert) to assess the goodness of topic modeling results.

A further evaluation practice concerns comparing variation in topic usage to some exogenous event,

without any claim on the relationship’s direction (Quinn et al., 2010). Indeed, some external event (not

related to the measurement process) should be associated with an increase in some topic attention more

than others (DiMaggio, Nag, and Blei, 2013; Grimmer and Stewart, 2013). For example, Quinn et al.

(2010) showed the increase of words included in those topics concerning symbolic speeches in support of

the military and other public servants immediately after 9/11.

Lastly, topic modeling can also be evaluated assessing the statistical model’s ability to perform some

extrinsic tasks, such as classification (Wallach, Murray, Salakhutdinov, and Mimno, 2009). For example,

Hong and Davison (2010) set up two classification tasks, the first aiming to classify messages among tweets

and retweets, the second to group users and messages into topical categories. In the first case, they employed

three evaluation metrics, namely, Precision, Recall, and F-measure. In the second case, authors rely simply

on an accuracy metric. These and other classification metrics are discussed in Appendix A.2.
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1.3 Methodology

Our literature review is built on contributions from 12 top management journals. The articles’ retrieval pro-

cess has been performed within Scopus and ISI web of knowledge, and further complemented and validated

within Google Scholar and each Journal website. Firstly, I selected a list of keywords and a cluster of 18

journals 2. Then, I performed two queries: (i) one within Scopus looking at articles’ title, abstract, and

keywords; (ii) the other within ISI web of knowledge among all fields 3. In so doing, I obtained 33 unique

research articles. Looking at articles’ content, I excluded studies just citing topic modeling as a matter of

reference (Moe and Schweidel, 2017) or not related to topic modeling (Johnson, Safadi, and Faraj, 2015).

Thus, I discounted nine studies. Besides, I performed a Google Scholar and Journals’ websites search with

identical parameters but considering the whole articles’ text. I discarded articles briefly mentioning topic

modeling (Miric, Boudreau, and Jeppesen, 2019) or citing it as reference or future research advance (Oca-

sio, Laamanen, and Vaara, 2018). This led to the inclusion of fifteen articles. During the analysis phase, I

discarded a further study not clear on its topic modeling aim. The final set of 38 articles has a timespan rang-

ing from 2013 to 2019, with two articles still in press (Corritore, Goldberg, and Srivastava, 2020; Sieweke

and Santoni, 2020). Figure 1.1 describes the temporal distribution of retrieved articles. Overall, growing

attention comes to light. The most active journals on this topic are MIS Quarterly and Information Systems

Research, but awareness is rising among all management streams (see Table A.1 in the Appendix).

1.3.1 Coding Scheme

Through an iterative process, a coding scheme was outlined to analyze the retrieved articles. Firstly,

the author went through five articles and generated meticulous annotations. Information was collected con-

cerning study features, dataset, textual pre-processing, estimation, and evaluation practices in this phase.

Next, an in-depth analysis of the dimensions and variables worth to be investigated has been performed.

This led to an updated coding structure that has been again tested on a set of five articles to check for ro-

bustness. Consequently, the whole set of retrieved articles were codified. In this phase, new variables’ items

were detected and considered, thus enlarging the initial items’ collection. The whole corpus examination

leads to a final coding scheme where two main domains have been identified: goals and evaluation practices

2Keywords: "topic modeling", "topic model*", "natural language processing", "nlp", "latent dirichlet", "LDA". Journals:
Academy of Management Journal, Administrative Science Quarterly, Entrepreneurship Theory and Practice, Industrial and Cor-
porate Change, Information Systems Research, Journal of Business Venturing, Journal of Management, Journal of Management
Studies, Journal of Product Innovation Management, Leadership Quarterly, Management Science, MIS Quarterly, Organization
Science, Organization Studies, Research Policy, Strategic Entrepreneurship Journal, Strategic Management Journal, Strategic Or-
ganization.

3Search performed on January 2nd , 2020. See Appendix A.1 for further detail on search queries.
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Figure 1.1: Number of Articles per Year
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Notes. The year 2019 includes two articles In-press by January 2020. At this date, the total population of
retrieved articles amounts to 38.

(see Table 1.1).

Goals concern the reasons moving researchers to adopt topic modeling. Here, a first distinction comes

with ‘substantial semantic interest’ (value 1) or its absence (value 0). In the first case, the researcher inves-

tigates either the single topics (category 2) or the topology (category 3). While, authors without any ‘sub-

stantial semantic interest’ are usually concerned with classification tasks (category 0) or crafting qualitative

variables (category 1).

For what concerns evaluation practices, the coding scheme distinguishes between heuristic, statistical,

eyeballing, semantic, external, and assessment of the statistical model. Each of these dimensions and their

subdimensions was operationalized as a dummy variable, where 0 applies to studies not employing a specific

practice and 1 otherwise. No practice is exclusive with respect to others. I coded as heuristic those studies

fixing an a priori number of topics (e.g., 100, 200, 500), usually relying on crystallized practices (Chang

et al., 2009; Hall, Jurafsky, and Manning, 2008). Similarly, I categorized as statistical all research providing

metrics to inform and justify the number of selected topics. This evaluation category is populated by several

measures described in Appendix A.2. Furthermore, I searched for eye-balling practices such as scrutinizing

words with high probability (Mimno, Wallach, Talley, Leenders, and Mccallum, 2011) or visualizing topics
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Table 1.1: Coding Scheme

Domain Variable Synopsis

Goals
Substantial Seman-
tic Interest

[0 = No; 1 = Yes]

Unit of Analysis
[0 = Classification; 1 = Qualitative Variables; 2 = Individ-
ual Topics; 3 = Topology]

Evaluation
Practices

Heuristic [0=No; 1=Yes]

Statistical [0=No; 1=Yes]
Arun et al. 2010 [0=No; 1=Yes]
Cao et al. 2009 [0=No; 1=Yes]
Deveud et al. 2014 [0=No; 1=Yes]
Dispersion of Residuals [0=No; 1=Yes]
Document-completion Held-out likelihood [ 0 = No; 1 =
Yes]
Frequency and Exclusivity - FREX [ 0 = No; 1 = Yes]
Griffiths and Steyvers 2004 [0=No; 1=Yes]
Perplexity [0=No; 1=Yes]
Semantic Coherence [0=No; 1=Yes]
Silhoutte Coefficient [0=No; 1=Yes]

Eyeballing [0=No; 1=Yes]
Keywords Inspection [0=No; 1=Yes]
Visual Inspection [0=No; 1=Yes]

Semantic [0 = No; 1 = Yes]
Word Intrusion [0=No; 1=Yes]
Topic Intrusion [0=No; 1=Yes]
Polysemy Inspection [0=No; 1=Yes]
Topic to Document Inspection [0=No; 1=Yes]
Human Coder Agreement [0=No; 1=Yes]

External [0=No; 1=Yes]
Assessment of the
statistical model

[0 = No; 1 = Yes]

Accuracy [0=No; 1=Yes]
Area Under the ROC Curve [0=No; 1=Yes]
F-measure (or F1-score) [0 = No; 1 = Yes]
Precision [0 = No; 1 = Yes]
Recall [0 = No; 1 = Yes]
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and words to topics distributions (Chuang, Manning, and Heer, 2012; Sievert and Shirley, 2014). Hence,

I coded as semantic those studies approaching this evaluation practice both quantitatively or qualitatively:

word and topic intrusion offer quantitative indicators of goodness (Chang et al., 2009); polysemy, topic to

document inspection, and human coder agreement represents qualitative alternatives or complements. Then,

I coded as external those articles providing comparisons between topic probabilities and exogenous events

(Quinn et al., 2010). Lastly, those researches that evaluate topic modeling looking at task’s effectiveness

were coded as assessing the statistical model. This evaluation practice is populated by several metrics

described in Appendix A.2.

1.4 Semantic Interest

Authors can approach topic modeling with or without ‘substantial semantic interest’. To have a ‘substantial

semantic interest’ means to possess some theoretical concern regarding the semantic space. This goal can

be pursued by analyzing single topics’ meanings or studying the topology, thus explaining relations among

topics in time or space. Authors not possessing any theoretical goal are interested in classifications or in

crafting qualitative variables. In so doing, authors perceive the semantic space as instrumental and are not

concerned with appreciating meanings, relations or variations.

Figure 1.2 describes the change of semantic interest by years. In general, management research

is largely populated by studies without substantial semantic interest. The wide majority of these articles

approach topic modeling to craft qualitative variables. Nonetheless, growing attention seems to raise around

meanings, thus, for a substantial semantic interest. In particular, authors show concern for both individual

topics and topology.

1.4.1 Without Substantial Semantic Interest

Six studies employed topic modeling to perform Classification tasks within the sampled articles, while

twenty-two to craft Qualitative Variables. The community of information systems scholars mainly popu-

lates both groups. Nonetheless, many strategy and organization authors show interest in the second unit of

analysis.

Articles concerned with Classification employ topic modeling to organize documents in homogeneous

groups. In particular, management scholars use topic modeling to classify patents (Ruckman and McCarthy,

2017), apps (Wang, Li, and Singh, 2018), conversations (Abbasi, Zhou, Deng, and Zhang, 2018), and
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Figure 1.2: Semantic interest, number of articles per year
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detect constructs fallacy (Larsen and Bong, 2016). For example, Ruckman and McCarthy (2017) aimed

to compare licensed patents to not licensed alternatives. To this end, the authors applied topic modeling

matching these two groups based on their similarity. The core idea is to create a set of alternative patents

that could have been licensed, but — in fact — have not. In so doing, authors were able to better control

for patents’ characteristics, and uncover the effect of licensors. Another example is provided by Larsen

and Bong (2016), who employed topic modeling (and other natural language processing techniques) to

investigate behavioral constructs overlaps. In particular, their goal was to find constructs that reference

similar phenomena, hence grouping them based on ‘construct identity’. Similarly, Wang, Li, and Singh

(2018) employed topic modeling as a baseline comparison algorithm in the task of app classification. Here,

the aim was to match the original mobile application with their copycats.

Articles concerned with crafting Qualitative variables employ posterior probabilities to create infra-

topic or infra-sample dissimilarity measures or to be included as regressors into the econometric analysis.

In so doing, scholars studied novelty (Kaplan and Vakili, 2015), distinctiveness (Haans, 2019), rhetorical

signals (Antons, Joshi, and Salge, 2019), and culture (Corritore, Goldberg, and Srivastava, 2020). For ex-

ample, Choudhury, Wang, Carlson, and Khanna (2019) investigate the tendency of leaders to vary thematic

focus. To operationalize this tendency, the authors applied topic modeling on a corpus of leaders’ interviews

to obtain the hidden semantic structure. Then, computed an entropy measure for each interview to grasp

its heterogeneity regarding the topic discussed. Corritore, Goldberg, and Srivastava (2020) offer another

great example. In particular, the authors aimed at capturing cultural heterogeneity, crafting two variables,

intrapersonal and interpersonal cultural heterogeneity. In so doing, they leveraged on posterior probabilities

obtained training the topic modeling algorithm on employees’ reviews, to then calculate the Jensen–Shannon

divergence and Herfindahl index. Besides, Bapna, Benner, and Qiu (2019) provide an example for the in-

clusion of posterior probabilities within the econometric model. This research aims to understand how

companies nurture online communities, looking at what firms publish. In so doing, authors employed topic

modeling to control latent topics associated with engagement. Hence, they trained the LDA algorithm on

posts and included the topics obtained as regressors.

1.4.2 With Substantial Semantic Interest

Ten studies show a substantial semantic interest. Of these, six studied meanings conveyed by single topics,

while four embarked on the study of typology. Among this set of articles, information systems scholars’

presence drastically decreases (a single study); thus, diversified management interests emerge (e.g. leader-
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ship, organization, innovation).

Authors approaching Individual Topics are interested in uncovering gender differences (Doldor, Wy-

att, and Silvester, 2019; Wu, 2013), analyzing research fields (Sieweke and Santoni, 2020), discovering

financial risks (Bao and Datta, 2014), capturing firms’ recruiting signals (Banks et al., 2019), and exam-

ining online responses (Lappas, Sabnis, and Valkanas, 2016). For example, Doldor, Wyatt, and Silvester

(2019) aimed to reveal gender differences in leadership development. Hence, analyzing the text of leaders’

developmental comments, they employed topic modeling to derive 12 first-order topic summaries. Then,

scrutinizing each topic in-depth, authors identified second-order messages by gender, revealing a sensible

feedbacks’ heterogeneity. Analogously Wullum Nielsen and Börjeson (2019) studied research outcomes in

relation to the authors’ gender. In so doing, authors leveraged on topic modeling to identify topics of interest

for 25,000 articles, to later compare with gender concentration. Another interesting application comes from

Banks et al. (2019). The authors’ goal is to understand domestic and international recruiting signals of multi-

national enterprises. To do so, they analyzed companies’ website data through topic modeling, uncovering

hidden topics; hence the sought recruiting signals.

Articles with interest in topology attempt to appreciate meanings’ relationships and evolution. Here,

the authors’ interest span from literature stream evolution (Antons, Kleer, and Salge, 2016; Hopp, Antons,

Kaminski, and Salge, 2018), to legitimation mechanisms (Croidieu and Kim, 2018), and changes in the

cultural context (Giorgi, Maoret, and J. Zajac, 2019). As an example, Croidieu and Kim (2018) studied

mechanisms of legitimation in the radio movement of US amateurs. In this case, topic modeling informed

researchers’ effort towards theorizing. Indeed, raw topics were analyzed and classified as the first-order

construct and further grouped in second-order ones. Then, exploring the historical path of these second-

order themes, authors could reveal four mechanisms of legitimation. Similarly, Hopp, Antons, Kaminski,

and Salge (2018) analyzed journal articles uncovering a set of themes able to give an insightful topical map

of disruption research. In so doing, they individuated two disconnected components in the topic network and

offered an in-depth analysis of the evolutionary trajectories of each topic both individually and in relation

to others. Giorgi, Maoret, and J. Zajac (2019) provide another compelling example. Here, the authors use

topic modeling to study the emergence and diffusion of meanings in the automobile field.
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1.5 Evaluation Practices by Unit of Analysis

In this section, evaluation practices are discussed by the unit of analysis (see Table A.2 in the Appendix for

further details). Overall, Figure 1.3 offers details on each evaluation approach popularity within management

research. In particular, management scholars largely rely on Eyeballing (60,5%), Statistical (47,4%) and

Semantic (39,5%) practices. A smaller portion of our sample evaluated topic modeling using the other

three approaches (Heuristic 15,8%, Assessment of the Statistical Model 15,8%, and External 5,3%). For the

following paragraphs, Figures 1.4 and 1.5 summarize several information such as practices popularity and

their combination by the unit of analysis (see figures description).

Figure 1.3: Evaluation practices within management research

Heuristic Statistical Eyeballing Semantics External Ass.Stat.Mod
0

5

10

15

20

Co
un

t o
f S

tu
di

es

1.5.1 No Substantial Semantic Interest: Classification

As shown in Figure 1.4, articles concerned with Classification follow similar evaluation paths. Indeed, all

articles in this category chose practices of the ‘Assessment of the Statistical Model’ group. For example,

Ruckman and McCarthy (2017) experiment three models with different numbers of topics and choose the

best one based on performance: “The 500 topic model performed well on random checks of the patents” (p.

22). More rigorously, Larsen and Bong (2016) created a ‘gold standard’ dataset annotated by experts that

“is used as the “solution” against which the design performance is assessed” (p. 563). Then, they compared

the obtained results focusing on the false positive and false negative. They further compute some typical
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measures, namely precision, recall, and F-measure. A similar evaluation path is followed by Wang, Li, and

Singh (2018), Abbasi, Zhou, Deng, and Zhang (2018), Guo et al. (2017), and He, Fang, Liu, and Li (2019).

Noteworthy, this group is the sole to chose ‘Assessment of the Statistical Model’ techniques to evaluate topic

modeling.

1.5.2 No Substantial Semantic Interest: Qualitative Variables

As Figure 1.4 highlights, authors that aim to craft ‘Qualitative Variables’, embrace different evaluation

strategies 4. Eyeballing, and in particular keywords inspection, is the most common one. For example,

Huang, Lehavy, Zang, and Zheng (2018) provided a table showing the top 20 words for the top 10 topics

retrieved, and labeled each topic to “validate that LDA is able to discern the underlying economic content of

the topics” (p. 2836). Similarly, Corritore, Goldberg, and Srivastava (2020) validated their topics showing

the highest-weighted words for a topics’ subsample. A less employed eyeballing technique is the visual

inspection. A good example is offered by Gong, Abhishek, and Li (2018) that evaluate the obtained topics

through two visualizations. The first (p. 814) is a network of the top 10 words for each topic that shows

topic membership and links among topics based on shared words. The second (p. A3) depicts a sample of

keywords and topics, where bubbles represent the posterior probability of a word to be part of a topic; the

higher the bubble size higher the probability.

The second strategy for popularity is statistical evaluation. Five indicators are employed and here pre-

sented in decreasing order of usage: Griffiths and Steyvers (2004), Arun, Suresh, Madhavan, and Narasimha

Murty (2010), Cao et al. (2009), Deveaud, SanJuan, and Bellot (2014), and Perplexity. The latter measure

is used by both Huang, Lehavy, Zang, and Zheng (2018) and Yue, Wang, and Hui (2019) to identify and

validate the optimal number of topics. Often, authors prefer to combine the results of these indicators to

provide a more robust evaluation. For example, Choudhury, Wang, Carlson, and Khanna (2019) identified

the optimal number of topics “triangulating across several different measures of model fit” (p.19), using all

the first four indicators cited above. Analogously Geva, Oestreicher-Singer, and Saar-Tsechansky (2019)

collapsed the same four metrics into a single sensitivity score to find the optimal number of topics.

The third most employed evaluation strategy is the semantic one, in particular topic to document

inspection. For example, Haans (2019) validated the obtained topics and their ability to capture homogeneity

and diversity, by returning “to the website of several highly average firms, finding them to indeed be very

4For completeness, Huang, Lehavy, Zang, and Zheng (2018, p. 2836) is the sole study leveraging on external evaluation;
therefore, it is not discussed here.
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similar” (p. 14). The author provides a series of examples corroborating the ability of topic modeling

“to model the (in)distinctiveness” (p. 15). For what concerns other semantic evaluation practices, Huang,

Lehavy, Zang, and Zheng (2018) offer a good example of human coder agreement and polysemy inspection.

For what concerns the former, authors “compare the LDA’s topic assignment to that of a human coder” (p.

2836), thus analyzing differences among automated topic assignment and manual assignment. In the case of

polysemy, the author shows that the word price “is related to both “valuation” and “raw materials and input

price” in the capital good industry” (p. 2836); thus, providing evidence for the ability of topic modeling to

disentangle multiple meanings.

Following the example of Kaplan and Vakili (2015), five articles embrace a heuristic approach. In-

deed, the former authors pointed out some criticisms towards best-fit models (statistical evaluation), there-

fore choosing to “constrain the number of topics” (p. 1442) to 100. In so doing, they followed the guidance

of some computer science studies such as Blei and Lafferty (2007) and Hall, Jurafsky, and Manning (2008).

In partial compliance with this approach, Haans (2019) “set the number of topics to 100 – balancing be-

tween having too many topics to be interpretable and too few to allow meaningful variation” (p. 13). On

the other hand, Corritore, Goldberg, and Srivastava (2020) employed heuristics but from a different angle.

In this case, the authors’ goal is “not to maximize the coherence or distinctiveness of the topics” as they are

interested only “in the distribution of content between and within reviewers” (pp. 14-15). Thus, they run

topic modeling with a larger number of topics, 500.

These techniques are not mutually exclusive and, as shown in Figure 1.4, eleven studies combined

two or more practices. In particular, eyeballing and statistic evaluation is the most common dyad with seven

occurrences. In five cases, eyeballing is also related to semantic evaluation.

1.5.3 Substantial Semantic Interest: Individual Topics

Figure 1.5 highlights that articles concerned with studying individual topics have a preference for semantic,

statistical, and eyeballing practices. Noteworthy, the heuristic approach does not receive any attention among

these articles, while Bao and Datta (2014) is the sole study leveraging on external evaluation.

The most employed semantic validation practice is topic to document inspection. Banks et al. (2019)

offer a great example. Indeed, to “confirm that the topics emerging from the text were robust and represent

the underlying data”, they “compared the text data to the emerging topics as well as back to the existing

literature on the topic” (p. 486). Authors completed this evaluation focusing on topics similarity, dissimilar-
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Figure 1.4: Evaluation practices of articles without semantic interest
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Notes: the upset chart (Lex et al., 2014) collects the following information. Full dots connected by lines
characterize the set of evaluation practices used. The horizontal bar chart shows the frequency for each
evaluation practice, the vertical bar chart (‘Intersection size’) describes the count of studies interested in a
particular set of practices, and the scatter plot (‘UoA’) provides information on the unit of analysis of each
study interested in that set (‘0’: Classification; ‘1’: Qualitative Variables)
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ity, and reasons for dissimilarity. Another example is provided by Doldor, Wyatt, and Silvester (2019) that

validated topic modeling results analyzing the “65 most representative feedback comments for each topic

(top 5%)” (p. 6). Another semantic practice employed is to ask a human coder to evaluate the results of topic

modeling. For example, Bao and Datta (2014) asked two human annotators to go through topic modeling

results in order to assess the goodness of retrieved topics. Similarly, Banks et al. (2019) use two experts to

revise their results. Lastly, both Bao and Datta (2014) and Doldor, Wyatt, and Silvester (2019) employ word

intrusion, thus providing quantitative metrics to show the human ability to select the intruder word.

Statistical and eyeballing practices show a similar occurrence in this cohort of articles. For what

concerns the former, six indicators are employed and here presented in decreasing order of usage: perplex-

ity, semantic coherence, dispersion of residuals, frequency and exclusivity, document-completion held-out

likelihood, and silhouette coefficient. The majority of articles employ a single measure of fit, in partic-

ular perplexity (Lappas, Sabnis, and Valkanas, 2016; Wullum Nielsen and Börjeson, 2019) and semantic

coherence (Sieweke and Santoni, 2020). On the contrary, Doldor, Wyatt, and Silvester (2019) compare

different indicators (semantic coherence, dispersion of residuals, frequency and exclusivity, and document-

completion held-out likelihood) to select the number of topics, while Bao and Datta (2014) choose the

number of topics through perplexity and further validated cluster quality on the basis of silhouette coeffi-

cient metric comparing different topic modeling alternatives. For what concerns eyeballing, Sieweke and

Santoni (2020) provide an example of both keyword and visual inspection. Indeed, they report a term-topic

matrix, showing the top ten words per topic, and a dynamic visualization, displaying inter-topic distances

and top-30 most frequent and salient terms per topic.

As shown in Figure 1.5, all articles in this group combine multiple evaluation techniques to assess the

goodness of topic modeling results. In particular, semantic and statistic evaluations are the most common

dyad, occurring in five cases out of six. Often, eyeballing is added to the former evaluation practices.

1.5.4 Substantial Semantic Interest: Topology

Similarly to articles with interest in individual topics, Figure 1.5 highlights that topology studies still em-

brace semantic, statistical, and eyeballing practices. In so doing, all four articles go through statistical

evaluation. In particular, Antons, Kleer, and Salge (2016), Croidieu and Kim (2018), and Hopp, Antons,

Kaminski, and Salge (2018) rely on the Griffiths and Steyvers (2004) metric. Alternatively, Giorgi, Maoret,

and J. Zajac (2019) compared results of Arun, Suresh, Madhavan, and Narasimha Murty (2010) and De-

veaud, SanJuan, and Bellot (2014) metrics “to check for the correctness of the assumed range of topics
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chosen” (p.825). Additionally, eyeballing and semantic evaluation practices are largely diffused. For ex-

ample, Antons, Kleer, and Salge (2016) combine both. Hence, they firstly went through “the top 15 terms

per each topic together with the title, abstract, keywords, and author information of the five highest load-

ing articles per topic” (p.732). Then, the same information is given to a pool of 14 academic researchers

and disagreements are resolved through discussion. Also in this cohort, Figure 1.5 shows that all articles

combine different practices. Indeed, statistic is often used together with semantic and eyeballing.

1.6 Stratification in Evaluation practices

This section aims to deepen the relationship between units of analysis and evaluation practices. In particular,

the goal is to investigate whether the evaluation choice is lead by popularity or by the emergence of crys-

tallized practices by unit of analysis 5. In so doing, the empirical distribution is compared with randomly

simulated data with two aims. First, I want to assess whether evaluation in each unit of analysis is concen-

trated among a smaller set of practices than what expected under random assignment. Second, I investigate

whether any evaluation practice has higher chances to occur within a unit of analysis than what expected

with random choice.

To perform these analyses, the author went through the following steps. First, the independent prob-

abilities of occurrence for both units of analysis and evaluation practices were calculated over the empirical

sample. Then, 38 articles and the relative choices were simulated, taking into account the empirical proba-

bilities. In this way, the real popularity of each scope and practice is considered. At this point, the mean of

evaluation practices employment by the unit of analysis are generated (obtaining a matrix 4× 6). Then, a

Herfindahl score is calculated per each unit of analysis:

H = ∑
e
(
∑

a
A Dea

E
)2 (1.1)

D is a dichotomic variable that takes value 1 if a certain evaluation e is employed by an article a, grouped

within a specific unit of analysis. Hence, ∑
a
A Dea identifies the times a practice is employed by articles

of the same scope. This is divided by E that identifies the total amount of evaluation decisions by that

scope category and then squared. Finally, the Herfindahl score is the sum of all individual scores for each

evaluation category within the unit of analysis under investigation. This process is then repeated 10,000

times. Lastly, I calculated the mean and standard deviation for both H-indexes and means.

5The analysis provided by Zuckerman, Kim, Ukanwa, and Von Rittmann (2003) offers crucial guidance to this end
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Figure 1.5: Evaluation practices of articles with substantial semantic interest
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Notes: the upset chart (Lex et al., 2014) collects the following information. Full dots connected by lines
characterize the set of evaluation practices used. The horizontal bar chart shows the frequency for each
evaluation practice, the vertical bar chart (‘Intersection size’) describes the count of studies interested in a
particular set of practices, and the scatter plot (‘UoA’) provides information on the unit of analysis of each
study interested in that set (‘2’: Individual Topics, ‘3’: Topology).
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To answer the first goal, the Herfindahl measure (H) for the empirical distribution has been compared

with mean (µHS) and standard deviation (σHS) of the simulated Herfindahl index through the z-score:

ZH =
H−µHS

σHS
(1.2)

Results are displayed in Table 1.2. Comparing z-scores obtained with standard normal distribution, it

emerges a significant concentration within Classification. This means that articles falling in this category

rely on a smaller set of evaluation possibilities than what expected. On the contrary, the other scopes do not

highlight any significant concentration if compared to a random assignment.

Table 1.2: Concentration of evaluation practices by unit of analysis

Simulated Data
UoA Observed Score Mean Std Z-Score
Classification 1.000 0.393 0.180 3.373
Qualitative Variable 0.284 0.267 0.043 0.399
Individual Topics 0.301 0.393 0.183 -0.501
Topology 0.289 0.477 0.240 -0.782

To answer the second goal, the mean (M) for the empirical distribution has been compared with mean

(µMS) and standard deviation (σMS) of the simulated means through the z-score:

Z =
M−µMS

σMS
(1.3)

Results are displayed in Table 1.3. In this case, several interesting and significant 6 z-scores emerge. For

what concerns Classification, z-score for the Herfindahl index find a clear explanation. Indeed, this cohort

of articles widely prefer Assessment of the Statistical Model, obtaining a z-score of 7.387. In the case of

Qualitative Variables subgroup, the choice for Heuristic and Eyeballing is largely higher than under random

assignment, with z-scores values of 2.371 and 3.426, respectively. Looking at Individual Topics category,

four evaluation practices are significant: Statistic, Eyeballing, Semantic, and External. Here, Semantic is the

one receiving the greatest z-score equal to 4.242. This is also the second-largest score in Table 1.3. Lastly,

Topology articles have a large preference for both Statistical and Semantic practices than expected, with

2.965 and 2.244, respectively.

What emerges from Tables 1.2 and 1.3 depicts the emergence of practice stratification within each

unit of analysis. These results are robust to single evaluation practice popularity. Framing Table 1.3 in terms

6With a P at least 0.95.
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Table 1.3: Preference for evaluation practices by unit of analysis

Z-Scores
UoA Heuristic Statistical Eyeballing Semantic External Assessment
Classification -0.684 -1.317 -1.556 -1.152 -0.377 7.387
Qualitative Variable 2.371 1.632 3.426 0.656 0.483 -1.407
Individual Topics -0.677 2.997 2.363 4.242 1.847 -0.677
Topology 1.057 2.965 1.614 2.244 -0.293 -0.541

of ‘substantial semantic interest’, it appears that articles concerned with meanings chose both Statistical and

Semantic practices more than what expected under random assignment. When there is a lack of interest in

meanings, diversified paths based on the unit of analysis emerge.

1.7 Discussion

The results described in the previous paragraphs offer interesting insights for those approaching topic mod-

eling. In particular, the distinction between having or not having a substantial semantic interest clarifies this

methodology’s potential immediately. Subsequently, the separation between the different units of analysis

allows researchers to have useful reference points. Once the studies are placed in their respective fields of

interest, the analysis goes through evaluation practices, aiming to highlight the relationships between the

purpose of the research and the evaluation of the results. Figures 1.4 and 1.5, together with the analysis of

the z-scores, made it possible to grasp a nascent stratification of practices by scope. In particular, each unit

of analysis highlights the adoption of some specific valuation practices more than a random choice.

The aggregation of these results can be summarized in the flow chart represented in Figure 1.6. In

particular, the first question that any researcher interested in this methodology must ask is whether or not

there is a substantive semantic interest. In our sample, twenty-eight studies do not show this interest, while

ten do. Going down the left branch, the second question to ask is what the primary purpose of the search

is. Six articles opted to use topic modeling as a Classification method at this crossroads, while twenty-

two opted to use qualitative variables. On the contrary, going down the right branch, scholars interested in

meanings can choose between an individual study of the topics or a topological study. To this choice, six

articles preferred the first unit of analysis, while four preferred the second.

At this point, we can enter into the specificity of the evaluation practices for each unit of analysis.

Regarding the Classification studies, the use of procedures to evaluate the model in carrying out the specific

task emerges unequivocally. In this case, the ideal would be to sample multiple models with many topics
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Figure 1.6: From scope to evaluation, emerging guidelines
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and then compare them based on the traditional indices that consider the relationship between true positives,

true negatives, false positives, and false negatives. Thus, obtaining an evaluation of the task for which topic

modeling is used. An excellent example is offered by Larsen and Bong (2016). They use an annotated

database to compare the algorithm’s results and calculate the classic measurements of Precision, Recall, and

F-1. With regards to studies interested in crafting Qualitative Variables, the indication that emerges from

the z-scores is to set a high level of topics (e.g., 100, 200, 500), which must be evaluated with standard

eyeballing practices. A suggestion that can be grasped between the lines is to make sure that the topics

emerged are useful for the authors’ purpose. In particular, measuring uniqueness presupposes comparing

the actors on issues suited to the sense of distinctiveness sought. Haans (2019) and Kaplan and Vakili (2015)

offer an example of combining a heuristic approach to eyeballing, with a particular focus on the significance

of the qualitative measures created.

The authors’ attention shifts to different practices in studies with a substantive interest in meanings.

Regarding the studies interested in analyzing the individual topics, we tend to prefer a relatively low topic

sampling and guided by statistical methods. Once the statistical optimum has been identified, the resulting

topics are semantically analyzed. Adding an external analysis to these two steps can give a more robust

justification of the meanings given to the individual topics. On the contrary, being reduced to just the use

of eyeballing practices seems insufficient and superfluous if combined with more rigorous analyzes of a

semantic or external nature. Doldor, Wyatt, and Silvester (2019) offer an example of combining different

statistical methods to find the best model, sampling 12 topics. Subsequently, by analyzing the meanings,

the authors can offer sufficient evidence of the identified topics’ goodness. Concerning topology studies,

statistical practices are once again required to sample a relatively limited number of topics to be semantically

validated. However, additional effort is required for topology studies involving experts who can guarantee

face validity. For example, Antons, Kleer, and Salge (2016) statistically sample 57 topics then semantically

evaluated by the authors. Later, these same topics are first assessed by a group of 14 academics. Then, for

each topic where the authors and scholars’ interpretations differ, an in-depth discussion is conducted with a

panel of experts.

The flow chart in Figure 1.6 summarizes these results by offering a clear outline useful for structuring

a coherent research design. It also allows us to understand how the research aims are related to the necessary

evaluation methodologies. Finally, it offers a further opportunity in the search for reproducibility.
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1.8 Conclusion

From the analysis of 38 management articles that use topic modeling, this research has tried to highlight the

link between purposes and methods of evaluation. In this way, the study stands as a complement to Hannigan

et al. (2019), which has the great merit of having summarized technicalities, challenges, and opportunities

related to topic modeling. Concerning the Annals piece, this study explores the relationship between what

the authors identify as ’rendering of topics’ and ’rendering of theoretical artifacts’. Therefore, by placing

the selected articles in homogeneous classes and comparing their evaluation practices, the author drew up

a flow chart that helps to clarify the relationship between researchers’ scope and evaluation practices. In

so doing, this work sheds light on the expectations that authors and reviewers must have by offering the

following contributions. First, it provides an overview of the various evaluation practices present, promoting

convergence in their use. Second, it provides a simple and generalizable classification of topic modeling

uses, necessary to connect evaluation purposes and tools. Finally, it offers useful insights to improve the

reproducibility of topic modeling in managerial sciences.

The study has limitations too. Having analyzed topic modeling in the early stages of introduction into

management research, the categories identified may be subject to change. In this sense, the author’s effort

has been to favor generalizability rather than specificity. Besides, the list of assessment practices identified

cannot be considered exhaustive and is inevitably subject to becoming obsolete. For example, in the first

steps of topic modeling, perplexity was the primary statistical measure. Today there are at least nine more.

Finally, having focused attention on the management literature was necessary not to disperse the research’s

objective. Nevertheless, this choice has apparent limitations.

Before concluding, some final reflections on threats and opportunities may be shared. As researchers,

we must critically reflect on what a technique is made for, avoiding to burdening it with expectations that

it cannot and must not meet. In particular, topic modeling cannot substitute the researcher’s effort to ob-

tain valid findings or interpretations. Topic modeling is no "Deus ex Machina". At the same time, social

scientists must be aware of the challenges involved in this methodology by consciously learning and taking

inspiration from computer scientists’ work. In so doing, we must avoid methodologically blind applications.

Convergence and dialogue among social and computer scientists represent an enormous opportunity to ad-

vance science (e.g., DiMaggio, Nag, and Blei, 2013), exploring synergies with different epistemological

paradigms toward novel ways of theorizing and novel theories.
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Chapter 2

Proximity and innovation: Tracking down

management theory with topic modeling

Abstract

This literature review focuses on the relationship between proximity and innovation. In particular, it pro-

poses a flavored managerial analysis of the research advances up to 2019. In so doing, this chapter analyses

98 articles from top journals through topic modeling, applying a folding-in strategy and a structured coding

scheme. Combining computational text analysis with qualitative analysis offers greater chances to repre-

sent the knowledge produced fairly. Firstly, the topic modeling algorithm is trained over a sample of more

than 12,000 abstracts from top-tier management journals. This step allowed to ‘project’ the 98 sampled re-

search over the trained topic modeling, uncovering the managerial conversations in which each article took

part. Secondly, the review deepens proximity and innovation dimensions definitions and operationalizations.

Then, it focuses on theoretical claims unveiling mechanisms of influence of each proximity dimension on

innovation. Lastly, it classifies articles by innovation outcome interest and produces tables collecting em-

pirical findings. The evidence provided by the topic modeling and coding scheme offered the chance to

articulate ambiguities and inconsistencies and what contribution this research stream supplied to the greater

management one.
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Keywords: Proximity, innovation, management, topic modeling.

2.1 Introduction

The count of studies with interest in external factors leading to innovation has risen in management research.

In particular, the last twenty years have seen an increasing amount of contributions dealing with actors’ prox-

imity from many management literature fields. This fervent debate on the relationship between proximity

and innovation has seen developing the French school’s initial work on proximity (Torre and Gilly, 2000) to

more sophisticated and complex frameworks of analysis (Balland, Boschma, and Frenken, 2015; Boschma,

2005; Knoben and Oerlemans, 2006; Moodysson and Jonsson, 2007; Zeller, 2004). Also, this transfer from

economic geography to management research, together with the access to more sophisticated methodolo-

gies, has broadened the scope of this research stream. However, the beauty of such a variety of contributions

is not without drawbacks, leaving the reader dazed and confused.

This work aims to provide a review on this topic and refocus the debate on proximity and inno-

vation. In particular, it deals with the scarce theoretical and analytical clarity arising and the consequent

inconsistency of empirical findings (Capaldo and Petruzzelli, 2014; Lazzeretti and Capone, 2016). In so

doing, it sets the research boundaries to contributions with interest to management. Hence, it posits three re-

search questions: What are the managerial conversations laying under this debate? What are the theoretical

mechanisms investigated? What is the stratified contribution? Reviewing 98 articles from top management

journals, which show a relevant interest in the relationship between proximity and innovation, this chapter

provides evidence of research areas that need further discussion. In particular, it emerges scarce attention

towards proximity as a multi-dimensional concept, a low agreement on variable measurements, a scarce

theoretical and empirical debate on proximity influence mechanisms over innovation, and a consequent lack

of theoretical falsification that could benefit the development of this research stream.

To decrease the ambiguities arising and avoid widening too much the conceptual boundaries of prox-

imity, which will cause an inevitable loss of significance, the proximity debate must be refocused. Hence,

this chapter aims to provide the following contributions. Firstly, it offers momentum on the theoretical

claims at the ground of proximity and innovation relation. Secondly, it places each contribution into its

respective management conversation, defining the proximity debate’s boundaries into the management lit-

erature field. Thirdly, it uncovers the stratified contribution offered by proximity scholars to the innovation
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debate. Lastly, it provides a discussion of what topics are needed to advance this stream of research.

The chapter is structured in eight sections. In the next one, a brief introduction to the proximity debate

is provided, recalling the key contributions which lay the foundation of this research stream. In section three,

methodological strategies are covered, discussing articles retrieval, detection of managerial topics, and the

coding schema employed. Then, the sampled articles’ characteristics are discussed, focusing on managerial

topics, proximity, and innovation dimensions. The fifth section describes theoretical claims discussed in

the sampled articles, while the sixth deals with theoretical and empirical results. The last two sections are

devoted to discussions and conclusions.

2.2 Proximity, a long lasting debate

Actors’ closeness and its effect on economic activities has attracted scholars since the first half of the nine-

teenth century, with the famous contribution of Marshall (1920). The idea of an ‘industrial atmosphere’

pushed scholars to further investigate relations among actors in a spatial framework. Indeed, space and co-

location were at the heart of industrial district (Becattini, 1990) and cluster (Porter, 1990) literature, which

provided evidence of both pros and cons of such economic structures. Then, the discussion has expanded

including new dimensions of closeness (Jaffe, 1989; Kirat and Lung, 1999; Torre and Gilly, 2000). This

academic debate has been formalized by two great contributions — Zeller (2004) and Boschma (2005) —

which provided analytical frameworks with their roots in both sociology, economics, and management.

Hereinafter, the multi-dimensional essence of proximity has been consecrated to the broader academic

community, with ambiguities too. This point was made clear by both Knoben and Oerlemans (2006) and

Moodysson and Jonsson (2007), which offered their conceptualization of the proximity framework. Even

though these contributions aimed at decreasing complexity and ambiguity, the path to always more granular

and varied dimensions of proximities has been unaltered. This path has been recognized by several authors,

with a call for community-based debate to solve conceptual inconsistencies (Capaldo and Petruzzelli, 2014;

Lazzeretti and Capone, 2016).

In the last years, the evolution of this framework has also faced the advent of globalization, which

legitimized many famous writers to claim the inevitable loss of significance of space (Friedman, 2006). To

these claims many theoretical and empirical answers were offered, such as Morgan (2004)1 or Morescalchi

1‘Because information diffuses rapidly across organizational and territorial borders, it wrongly assumes that understanding does
too’ Morgan (2004, p. 3)
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et al. (2015), and today geographical proximity still remains the pillar of this literature stream (as this study

will show). Apart from the role of space, the framework has been further enriched by a temporal compo-

nent, which takes into account the evolution of relations and the consequent role of proximity through time

(Balland, Boschma, and Frenken, 2015). In so doing, the framework has been applied to study collaboration

networks (Crescenzi, Nathan, and Rodríguez-Pose, 2016; Ter Wal, 2014), power dynamics (Hansen and

Mattes, 2018), and learning processes (Davids and Frenken, 2018). In this progress, proximity essence is

always more laying at the intersection of sociology, economics, and management literature.

2.3 Methods

This research focuses on theoretical and empirical contributions analyzing the influence of proximity on

innovation. In particular, the focus is on both spatial and non-spatial proximity dimensions, their influence

on innovation, and on the consequent contribution provided to management literature. In line with this aim,

98 research articles have been selected and analyzed as follows.

2.3.1 Proximity and Innovation articles retrieval process

Articles retrieval has been performed through Scopus, querying for the terms ‘proxim*’ and ‘innovat*’

among title, abstract, and keywords of papers published in journals from social sciences, business, and eco-

nomics between 1990 and 20192. This search provided 1,227 articles. Hence, I selected only contributions

from journals ranked 3, 4, and 4* by the Academic Journal Guide 2018, which guarantees high publication

standards from a great variety of management sub-fields. So, 329 studies were selected.

Then, the author went through the abstract or full paper (when necessary) of each article, in order

to select those contributions with a substantive interest for the relationship of proximity and innovation. In

particular, contributions with an exclusive interest on knowledge, research papers interested on relations

among proximity dimensions and not innovation, articles employing any proximity dimension only as con-

trol variable, and literature reviews were discarded.

The final sample is composed by 98 articles from 32 journals (see Table B.1 in the Appendix for

number of retrieved articles by journal). The proximity and innovation articles included were published

between 1997 and 2019, see Figure 2.1. A part from year 2000, for which there are no observation, the

2The following query has been performed the 9th of Jannuary 2020: TITLE-ABS-KEY (“proxim*” AND “innovat*”) AND (EXCLUDE (PUBYEAR,
2020) OR EXCLUDE (PUBYEAR, 1989) OR EXCLUDE (PUBYEAR, 1988) OR EXCLUDE (PUBYEAR, 1987) OR EXCLUDE (PUBYEAR, 1986) OR EXCLUDE (PUBYEAR, 1985) OR
EXCLUDE (PUBYEAR, 1984) OR EXCLUDE (PUBYEAR, 1982) OR EXCLUDE (PUBYEAR, 1981) OR EXCLUDE (PUBYEAR, 1979) OR EXCLUDE (PUBYEAR, 1978) OR EXCLUDE
(PUBYEAR, 1977) OR EXCLUDE (PUBYEAR, 1975) OR EXCLUDE (PUBYEAR, 1974) OR EXCLUDE (PUBYEAR ,1973) OR EXCLUDE (PUBYEAR, 1972) OR EXCLUDE (PUBYEAR,
1970) OR EXCLUDE (PUBYEAR, 1969)) AND (LIMIT-TO (SUBJAREA, “SOCI”) OR LIMIT-TO (SUBJAREA, “BUSI”) OR LIMIT-TO (SUBJAREA, “ECON”)) AND (LIMIT-TO (DOCTYPE,
“ar”) OR LIMIT-TO (DOCTYPE, “re”))
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academic attention towards this topic seems constant and — in general — increasing.

Figure 2.1: Number of articles per year
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2.3.2 Mangement conversations

This chapter leverages on topic modeling (Blei, 2012; Blei, Ng, and Jordan, 2003) to identify the managerial

conversations to which proximity and innovation articles refer. The potentials of topic modeling for social

sciences are extremely broad (DiMaggio, Nag, and Blei, 2013; Hannigan et al., 2019), as some researches

from the management field prove (Antons, Kleer, and Salge, 2016; Sieweke and Santoni, 2020). In particu-

lar, this methodology enables the analysis of enormous amount of text, for which manual coding will be not

feasible. In the analysis, I employ the Latent Dirichlet Algorithm (LDA), the most common and versatile

topic modeling algorithm (Blei, 2012). The outcomes of LDA are a posterior probability linking a word to a

topic, and a posterior probability linking a topic to a document. Hence, a topic is described by a collection of

words, and a document is described by a collection of topics. Notably, each topic is assigned with different

probabilities to each document (abstracts, in my case). This enables the retrieval of multiple topics of inter-

est in a single document. For example, a paper dealing with technology adoption and competitive dynamics

in international markets, will be characterized by two topics referring to ‘technology’ and ‘competition’.

Since the proximity and innovation articles come from different research fields (e.g. economic geog-

raphy, innovation, entrepreneurship), I followed the methodological strategy of Sieweke and Santoni (2020).

In particular, I build a database composed by 12,762 abstracts from eight top organization and management
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theory journals3 (see Table B.2 for journals and number of articles). This database (training set) has been

used to train the topic modeling algorithm in order to learn management topics. Then, the abstracts of the

98 proximity and innovation articles were analyzed through the trained algorithm, thus retrieving the same

topics learned in the training set.

The execution of this methodological design required five steps. Firstly, the training set was pre-

processed to remove unnecessary noise from the dataset. Secondly, I selected an appropriate number of

topics for the LDA. In particular, since this algorithm requires to specify an a-priori number of topics, I

run a coherence score metrics (Mimno, Wallach, Talley, Leenders, and McCallum, 2011) on a range of

±20 topics from 64, which is the number of keywords assigned by the Academy of Management to the

Organization and Management Theory division. Indeed, these keywords should provide a fair representation

of theoretical and empirical topics discussed in the training set (composed by organization and management

theory journals). Forty-seven is the number of topics for which the coherence score achieves its maximum

value, thus indicating the most suitable solution. Thirdly, LDA-Mallet4 was run on the training set, obtaining

the distribution of the 47 topics in the training set. During this step I applied some eyeballing techniques

(textual and visual inspection of most frequent words per topic) in order to evaluate the goodness of the

retrieved topics. Then, I applied similar pre-processing techniques on the 98 proximity and innovation

abstracts as in the first step. Lastly, I retrieved the topic learned during the third step in the proximity

and innovation abstracts. The topic assignment to each document has been extensively analyzed through

semantic evaluation and some topics dealing with methodological or technical issues have been excluded

from this analysis. Appendix B.2 provides a detailed discussion of the steps here summarized.

2.3.3 Setting-up the coding schema

In order to uncover underlying structures and paths, I took a qualitative approach to complement the topic

modeling analysis (see Doldor, Wyatt, and Silvester, 2019 or Croidieu and Kim, 2018 for great examples).

In particular, I set up a coding schema to extract rich textual information on both proximity and innovation

relations.

The coding schema has been outlined through an iterative process. Firstly, the author analyzed a set

of ten papers. At this stage the author collected data on proximity variables, innovation dimensions, the

underlying theoretical mechanisms, and findings. After a second screening on a similar set of articles, the

3The collection has been performed the 11th of January 2020
4Mallet is a Java-based topic modeling toolkit that uses an optimized version of collapsed Gibbs sampling
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author came up with the final version of the coding schema. This schema was employed to analyze the full

sample of 98 papers, its structure is reported in Table 2.1.

The schema is divided in five distinctive domains: Scope, Proximity, Innovation, Theoretical Mecha-

nisms, and Findings. The former gathers information on both the Research Aims and Literature Gaps that the

paper aims to address. Given the richness and diversity of scopes moving researchers, both data were stored

as text. For what concerns Proximity domain, on top of the five dimensions identified by Boschma (2005)

(geographic, cognitive, institutional, organizational, and social), I gathered information also on ‘technologi-

cal’ proximity (Knoben and Oerlemans, 2006) and on ‘others’ (e.g. functional or relational, see Moodysson

and Jonsson, 2007). Each proximity dimension was coded as covered [Yes = 1] or not [No = 0]. Further-

more, I also stored the definition given and the operationalization (for quantitative studies) of each proximity

dimension. For what concerns the innovation domain, I distinguished three different interests: (i) outcome,

containing studies analyzing product or process innovation, radical or incremental innovation, or innovation

performance; (ii) process, including studies that analyze different phases of innovation process, and those

interested in innovation diffusion and adoption; (iii) network, grouping studies with a substantive interest

on tie formation in innovation collaborations. The presence [Yes = 1] or absence [No = 0] of each innova-

tion focal interest has been retrieved, with the variable operationalization (stored as text). Furthermore, the

Theoretical Mechanism domain aims to collect the reasons put forward for the sought relationship. Hence,

for each proximity dimension, I stored quote from text disentangling the underlying mechanism. In line

with the recommendations of Martin (2015), I also summarized the intellectual skeleton of theoretically

complex papers. Lastly, the Findings domain stores information on research findings and explanation for

the effect found. Also, for each proximity dimension I collected the uncovered effect as present [Significant

(Important) = 2], somewhat present [Mixed = 1] or not [Not Significant (Not Important) = 0].

2.4 Sample Description

This section introduces the three sets of variables analyzed in this review, namely management con-

versations, proximity dimensions, and innovation dimensions, and their characteristics within the sampled

articles.

2.4.1 Management conversations

Among the 47 topics obtained training the LDA on the sample of 12,762 organization and management

theory abstracts, 12 topics result as most discussed in the 98 proximity and innovation articles selected. In
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Table 2.1: Coding Schema

Domain Variables [Synopsis]

Scope Literature Gap [quote from text]
. . . . . . . . . . . . . . . . . . . . . . . . . . Research Aim [quote from text]
Proximity Geographic proximity [No=0; Yes=1]
. . . . . . . . . . . . . . . . . . . . . . . . . . Cognitive proximity [No=0; Yes=1]
. . . . . . . . . . . . . . . . . . . . . . . . . . Institutional proximity [No=0; Yes=1]
. . . . . . . . . . . . . . . . . . . . . . . . . . Organizational proximity [No=0; Yes=1]
. . . . . . . . . . . . . . . . . . . . . . . . . . Social proximity [No=0; Yes=1]
. . . . . . . . . . . . . . . . . . . . . . . . . . Technological proximity [No=0; Yes=1]
. . . . . . . . . . . . . . . . . . . . . . . . . . Other proximity [No=0; Yes=1]
. . . . . . . . . . . . . . . . . . . . . . . . . . Proximity definitions [quote from text]
. . . . . . . . . . . . . . . . . . . . . . . . . . Proximity measurements [quote from text]
Innovation Innovation outcome [No=0; Yes=1]
. . . . . . . . . . . . . . . . . . . . . . . . . . Innovation process [No=0; Yes=1]
. . . . . . . . . . . . . . . . . . . . . . . . . . Innovation network [No=0; Yes=1]
. . . . . . . . . . . . . . . . . . . . . . . . . . Innovation measurements [quote from text]
Theoretical Mechanisms Geographic proximity and innovation [quote from text]
. . . . . . . . . . . . . . . . . . . . . . . . . . Cognitive proximity and innovation [quote from text]
. . . . . . . . . . . . . . . . . . . . . . . . . . Institutional proximity and innovation [quote from text]
. . . . . . . . . . . . . . . . . . . . . . . . . . Organizational proximity and innovation [quote from text]
. . . . . . . . . . . . . . . . . . . . . . . . . . Social proximity and innovation [quote from text]
. . . . . . . . . . . . . . . . . . . . . . . . . . Technological proximity and innovation [quote from text]
. . . . . . . . . . . . . . . . . . . . . . . . . . Other proximity and innovation [quote from text]
. . . . . . . . . . . . . . . . . . . . . . . . . . Intellectual skeleton [summary]
Findings Geographic proximity effect [Not significant (important) = 0; Mixed

= 1; Significant (important) = 2]
. . . . . . . . . . . . . . . . . . . . . . . . . . Cognitive proximity effect [Not significant (important) = 0; Mixed =

1; Significant (important) = 2]
. . . . . . . . . . . . . . . . . . . . . . . . . . Institutional proximity effect [Not significant (important) = 0; Mixed

= 1; Significant (important) = 2]
. . . . . . . . . . . . . . . . . . . . . . . . . . Organizational proximity effect [Not significant (important) = 0;

Mixed = 1; Significant (important) = 2]
. . . . . . . . . . . . . . . . . . . . . . . . . . Social proximity effect [Not significant (important) = 0; Mixed = 1;

Significant (important) = 2]
. . . . . . . . . . . . . . . . . . . . . . . . . . Technological proximity effect [Not significant (important) = 0;

Mixed = 1; Significant (important) = 2]
. . . . . . . . . . . . . . . . . . . . . . . . . . Other proximity effect [Not significant (important) = 0; Mixed = 1;

Significant (important) = 2]
. . . . . . . . . . . . . . . . . . . . . . . . . . Research findings and explanation [quote from text]
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particular, I looked at the most ‘relevant’ topics (in terms of posterior probability) per each document, and

retained the first (topic with the highest posterior probability for that document). Figure 2.2 shows the count

of studies in which the 12 topics appeared as first or second best. Here, Topic 3 emerges as the most relevant,

followed by Topic 37 and 46. Topic 6 and 36 received somewhat attention, while the others characterized

a small set of the sample. Table 2.2 displays the ten most important lemmas for each of the 12 topics (see

Table B.4 for the full set of 47 topics). To interpret and label each topic I leveraged on these keywords and

the proximity and innovation articles in which they appear as dominant.

Figure 2.2: First and Second most relevant topic occurrences

3 5 6 9 19 32 33 36 37 41 45 46
Topic Id

0

10

20

30

40

50

Co
un

t o
f S

tu
di

es

First
Second

As Figure 2.2 shows, Topic 3, 6, 36, 37, and 46 represents the most prominent conversations. Topic 3

collects articles with an interest on Technology & Production. In particular, authors attention includes tech-

nological spaces of interactions (Ardito, Messeni Petruzzelli, Pascucci, and Peruffo, 2019; Phene, Fladmoe-

Lindquist, and Marsh, 2006), technological intensive companies (Li, Qiu, and Wang, 2019) and their ex-

pansion (Zeller, 2004), or technological production (mainly in the form of patents, e.g. Schwartz, Peglow,

Fritsch, and Günther, 2012; Sonn and Storper, 2008). Topic 6 is characterized by a focus on Portfolio of

Alliances. Hence, researchers deal with topics such as portfolio diversity (Van de Vrande, 2013), knowledge

integration within alliances (Capaldo and Petruzzelli, 2014), and global pipelines connecting international

partners (Fitjar and Rodríguez-Pose, 2011). Topic 36 shifts the attention towards Knowledge & Learning.

Here, papers explores determinants and effects of knowledge spillovers (Ghio, Guerini, and Rossi-Lamastra,

2016; Ponds, Oort, and Frenken, 2010), knowledge creation (Moodysson, 2008; Moodysson, Coenen, and

Asheim, 2008), transfer (Weidenfeld, Williams, and Butler, 2010), and acquisition (Parra-Requena, Ruiz-
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Ortega, García-Villaverde, and Rodrigo-Alarcon, 2015). Topic 37 contains researches with an appeal for

Networks & Embeddedness. In particular, authors deal with network structures and characteristics, such as

direct/indirect ties (Liang and Liu, 2018), network centrality (Whittington, Owen-Smith, and Powell, 2009),

and triadic closure (Ter Wal, 2014), or collaboration in general (Lazzeretti and Capone, 2016; Steinmo

and Rasmussen, 2016) and embeddedness (Knoben and Oerlemans, 2012; Owen-Smith and Powell, 2004).

Topic 46 includes articles with an interest in Local & Distant relations. In so doing, authors focus on lo-

cal innovation capacity (Cabrer-Borras and Serrano-Domingo, 2007), institutional and cross border flows

(Morescalchi et al., 2015; Weidenfeld, 2013), and the coexistence of local and non-local dynamics (Thomas

III, 2004; Wang and Wu, 2016).

Topic 5, 9, 19, 32, 33, 41 and 45 refer to managerial conversations toward which less attention has

been devoted. In particular, Topic 5 is focused on innovation as an evolutionary process (Kirat and Lung,

1999), Topic 9 on corporate governance (such as the role of ‘outside’ directors in innovation activities, see

Balsmeier, Buchwald, and Stiebale, 2014), Topic 19 on trust and collaboration (Bunduchi, 2013), Topic

32 on experiences (such as pre-entry experiences, see Weterings and Koster, 2007), Topic 33 on business

and entrepreneurship (Letaifa and Goglio-Primard, 2016), Topic 41 on firms entry, growth, and survival

(Weterings and Koster, 2007) and Topic 45 on the strategic role of markets for product development (such

as market intelligence, see Cornish, 1997).

2.4.2 Proximity dimensions

Figure 2.3: Number of articles per year
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Fig 2.3 sub-plot A shows the frequency of occurrence for each proximity dimension (studies con-

cerned with ‘other proximity’ dimensions are discussed in Appendix B.3). The sample shows a clear unbal-

ance of research attention toward geographical proximity, with almost all articles showing their interest to

this category. On the other hand, non-spatial proximities are by far less investigated. This is in clear contrast

with the examples and calls for the analysis of non spatial proximities received from several authors such as

Torre and Gilly (2000), Zeller (2004), Boschma (2005). The reason for this lack may be sought in the words

of Moodysson and Jonsson (2007, p. 118):

‘However, all these conceptualizations face problems when applied in empirical studies like the

one carried out in this article. The categories employed by Torre and Gilly are too vague and

loosely defined to be operational, while those of Boschma and Zeller include too many points

of overlap to provide a consistent framework.’

Unfortunately, neither the Moodysson and Jonsson (2007) categorization of functional and relational prox-

imities, nor the great analysis and conceptualization offered by Knoben and Oerlemans (2006) lead to a path

brake in the analysis of non spatial proximities in innovation research.

Even though geographical proximity has kept the scholars attention towards the whole period con-

sidered, Fig 2.3 sub-plot B shows a slight increase of interest towards some non-spatial dimensions at least

in the last few years. After 2009, a rising attention towards organizational, cognitive, technological, and

social proximity emerges. On the contrary, the institutional dimension falls behind. To further dig into

the multi-dimensional characterization of the proximity concept, Fig 2.4 traces out the different combina-

tion of proximity investigated in my sample of articles. In so doing, it focuses on 28 studies (theoretical

or empirical) with an interest in at list two dimensions 5. Even in this sub-sample, the spatial dimension is

over-represented, with all studies combining this proximity with others. Noteworthy, geographic and organi-

zational dimensions represent the most explored dyad (18 studies). The Boschma, 2005 framework has been

approached as a whole by four more articles (Davids and Frenken, 2018; Hall and Jacobs, 2010; Lazzeretti

and Capone, 2016; Letaifa and Rabeau, 2013), while other five researches leaved the institutional dimension

out (Broekel and Boschma, 2012; Crescenzi, Nathan, and Rodríguez-Pose, 2016; Dolfsma and Van der Eijk,

2016; Jespersen, Rigamonti, Jensen, and Bysted, 2018; Steinmo and Rasmussen, 2016). Furthermore, two

qualitative studies (Brink, 2018; Cantù, 2010) combined the technological and cognitive dimensions, two

5Hence, the figure excludes 57 articles interested in the sole geographical proximity, 2 in cognitive, 1 in institutional, 3 in
technological, and 6 articles considering ‘other’ dimensions alone or together with geographical proximity.
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categories not easy to distinguish (see Knoben and Oerlemans, 2006). Lastly, Fig 2.4 provides the temporal

distribution of articles for each set. In particular, only 6 articles concerned with multiple proximity dimen-

sions were published before 2010, while 13 came out in the last five years. Multi-dimensional proximity is

still an emergent topic.

For what concerns definition and measurement of proximity dimensions, the sampled articles show

— in general — a great level of agreement on definitions, but a scarce convergence on measurement strate-

gies. The following discussion tries to summarize and display the most evident trends inside my sample (a

collection of all measurements is available in the Appendix B.3). Even though consensus has diffused on

defining geographical proximity as ‘physical or spatial distance’ among actors (Capaldo and Petruzzelli,

2014; Crescenzi, Nathan, and Rodríguez-Pose, 2016; Letaifa and Rabeau, 2013), great variety has risen in

its measurement. Indeed, while some authors measure this proximity as a crude distance among two ac-

tors (Chu, Tian, and Wang, 2019; Shearmur, 2011; Ter Wal, 2014), others add different degrees of ‘human

intrusion’. In so doing, many authors prefer (i) ‘time travel’ distances which are tied to human infrastruc-

tures (Drejer and Ostergaard, 2017; MacPherson, 1998; Ponds, Oort, and Frenken, 2010), (ii) co-location

in the same cluster, region, or nation (Kapetaniou and Lee, 2019; Lazzeretti and Capone, 2016; Presutti,

Boari, Majocchi, and Molina-Morales, 2019), or (iii) individual perception of distance (e.g. Fernandes and

Ferreira, 2013 and Stephan, 2014). In the case of organizational proximity, two main definitions coex-

ist in my sample. The first is inspired by the logic of belonging and similarity posed by Torre and Gilly

(2000) and Torre and Rallet (2005), which involves also a cognitive valuation. The other comes from the

Boschma (2005) framework and distinguishes among the rate of autonomy and degree of control exerted

by partners. The variable measurement reflects these positions, with some authors looking at membership

to the same research or business group (Capaldo and Petruzzelli, 2014; Crescenzi, Nathan, and Rodríguez-

Pose, 2016), or at partnership with actors of the same type (Broekel and Boschma, 2012) or sharing similar

organizational mechanisms (Jespersen, Rigamonti, Jensen, and Bysted, 2018), while others at hierarchies

and at the distance generated by those hierarchies (Dolfsma and Van der Eijk, 2016). For what concerns

cognitive proximity, a great part of authors agreed on defining this dimension as the similarity in the way

actors ‘perceive, interpret, understand and evaluate the world’ (Cantù, 2010; Lazzeretti and Capone, 2016;

Letaifa and Rabeau, 2013; Steinmo and Rasmussen, 2016; Taura and Radicic, 2019) 6. A similar cohesion

does not recur in the variable measurement, where some employ patents or technological similarity (Broekel

6Furthermore, some authors link cognitive proximity to the overlap on ‘knowledge bases’ (Broekel and Boschma, 2012; Jes-
persen, Rigamonti, Jensen, and Bysted, 2018), other to a ‘similar knowledge background’ more than knowledge bases (Davids
and Frenken, 2018), or to the ‘degree of similarity in routines, culture, habits, common values and norms between organizations’
(Parra-Requena, Ruiz-Ortega, García-Villaverde, and Rodrigo-Alarcon, 2015, p. 151).
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and Boschma, 2012; Crescenzi, Nathan, and Rodríguez-Pose, 2016), while others ask respondent to assess

closeness on ‘knowledge bases’ or relatedness of technological disciplines (Dolfsma and Van der Eijk, 2016;

Jespersen, Rigamonti, Jensen, and Bysted, 2018; Taura and Radicic, 2019). On the other hand, authors with

an interest towards technological proximity show higher levels of agreement on both definition and mea-

surement. Indeed, this dimension seeks to capture shared technological knowledge base and experience of

economic actors (Cantù, 2010; Guan and Yan, 2016; Zeller, 2004), and the great majority of sampled arti-

cles leveraged on differences or similarities among patents’ classes 7 to measure actors’ proximity (Ardito,

Messeni Petruzzelli, Pascucci, and Peruffo, 2019; Balsmeier, Buchwald, and Stiebale, 2014; Capaldo and

Petruzzelli, 2014). For what concerns social proximity, authors are mostly aligned with Boschma (2005)

definition, which is deeply rooted in the works of Granovetter (1985) and Uzzi (1997). Hence, this proximity

dimension aims to represent the social embeddedness of actors, which involves trust based on friendship and

experience (Broekel and Boschma, 2012; Letaifa and Rabeau, 2013; Ter Wal, 2014). Most researches tend

to measure social proximity on the base of experience in previous collaborations (Broekel and Boschma,

2012; Crescenzi, Nathan, and Rodríguez-Pose, 2016; Lazzeretti and Capone, 2016; Marrocu, Paci, and

Usai, 2013), while other asked respondents to state some relations’ qualities (Dolfsma and Van der Eijk,

2016; Jespersen, Rigamonti, Jensen, and Bysted, 2018). Lastly, the researches dealing with Institutional

proximity refer to this dimension as the cultural codes and economic institutions (Davids and Frenken,

2018), which provide the context (Boschma, 2005; Thomas III, 2004) or framework (Marrocu, Paci, and

Usai, 2013; Zeller, 2004) that regulate business and non-business transactions (Letaifa and Rabeau, 2013).

The few measures adopted in the sample take as unit of analysis economic actors (Lazzeretti and Capone,

2016; Liang and Liu, 2018), or international discrepancies (Marrocu, Paci, and Usai, 2013; Thomas III,

2004).

2.4.3 Innovation dimensions

The innovation dimensions investigated in the sample have been grouped in three sets, namely: Outcome,

Network, and Process. In particular, the first set is composed by articles with an interest in the role of

proximity in fostering or hindering the outcome of innovation, such as product or process, and radical or

incremental innovation. On the contrary, studies aiming to investigate collaborative ties formation, compose

the Network set. Lastly, articles dealing with the influence of proximity in the different phases of innovation

are grouped into the Process set. Both theoretical and empirical articles have been grouped on the basis of

this classification. Also, articles with multiple aims that fall in different categories, have been included in

7Most of authors employed or adapted the technological proximity measure of Jaffe (1986, p. 986) and Jaffe (1989, p. 88)
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both sets, but discussing only the relevant research component to the relative innovation category.

Figure 2.5: Number of articles per year
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Figure 2.5 subplot C shows the vast majority of sampled articles (a count of 67) being clustered

into the Outcome set. Network and Process studies account for a third of the total, with 18 and 13 studies

respectively. Figure 2.5 subplot D displays the temporal evolution of authors interest. What emerges is a

increase of articles dealing with innovation Outcome after 2005, while Network studies maintain a somewhat

constant but lower attention. Articles dealing with Process do not show any clear temporal pattern, resulting

in some spotted contributions. Similarly to proximity dimensions, the complexity of data collection and

variable measurement could be ascribed as the cause of this great unbalance.

In terms of variable measurement, the Outcome set has been distinguished in four sub-groups on the

basis of the specific innovation measures employed, namely: technological innovation, product & process

innovation, innovation novelty, and economic value of innovation. The articles in the first set build their

measures on patents applications or citations. Those dealing with product & process innovation mainly

employ a count of introduced innovations or a dichotomous indicator for that introduction. The third sub-

set mainly measures novelty distinguishing between new-to-the-market or new-to-the-firm, while the last

sub-group employs turnover as a weighting strategy. For what concerns Network studies, information on

collaboration ties have been collected, with some articles adding a temporal component to ties. Lastly, the

Process sub-group has fewer quantitative contributions, mainly dealing with innovation adoption measured

as a dichotomous variable. The full collection of innovation measures is summarized from Table B.12 to

Table B.17 in Appendix B.3.
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2.5 Theoretical claims and mechanisms

In this sections, theoretical claims on the influence of proximity dimensions over innovation are discussed.

In particular, a report is provided of the most prominent explanations of how and why each dimension could

contribute or not to innovation outcome, network, or process. Even though theoretical positions varies, the

central components are the voluntary or involuntary relations among economic actors. Hence, proximity

dimensions are a mean to explain the essence of dyadic and network-level structures of innovation-related

actions.

2.5.1 Spatial proximity

To explain how and why spatial propinquity is related to innovation, authors took different stances. In

particular, the most discussed argument concerns knowledge, thus its degree of tacitness and appropriability.

Indeed, the key point raised is that ‘tacit knowledge resides in the heads and practices’ of its producers and

requires ‘direct, face-to-face interactions’ to be transferred (Geerts, Leten, Belderbos, and Van Looy, 2018,

p. 155). Hence, actors should benefit more of closeness when the knowledge involved in a project is tacit

(Ter Wal, 2014). Also, other authors highlight that knowledge is hard to be fully appropriated by its producer,

this in turn makes that knowledge spills over firms’ boundaries, but with a pace that decays with distance

(Wang and Wu, 2016). Indeed, Oerlemans and Meeus (2005, p. 94) describe the ‘non-rival nature of the

locally accumulated knowledge’ which ‘spills unintentionally and in particular over to firms located in the

region’. Torre (2008) devotes a part of his work on the analytical mismatch of these two claims. In particular,

he points out the ‘contradiction between the appropriability of the knowledge involved in spillovers and the

non-appropriability of tacit knowledge’ (p. 873). This concern seems to be left apart by later contributions

in the sample.

Together with knowledge externalities, being proximate is seen to offer other economic advantages to

take into account for partner selection and coordination effectiveness in innovation-related projects. Indeed,

‘considerations of knowledge spill-over and sunk cost advantages are integral parts of this management

problem’ (Broström, 2010, p. 1312). In particular, the access to closer knowledge could be motivated by

cost economizing choices (Divella, 2017), or by the decrease of risk perceived in the context of asymmetry

(Maietta, 2015), or by lower transaction or re-orientation costs (Bindroo, Mariadoss, and Pillai, 2012; Taura

and Radicic, 2019). Also, actors bounded rationality impedes them from complete searches, thus pushing

them to choose ‘the spatially and socially most proximate and cognitively satisfying solutions’ (Dornbusch

and Neuhäusler, 2015, p. 1362).
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A part from knowledge externalities and transaction costs, geographical proximity has other mecha-

nisms with which could influence innovation paths. For example, propinquity may enhance serendipitous

encounters, reciprocity, and trust (Funk, 2014; Geerts, Leten, Belderbos, and Van Looy, 2018; Morgan,

2004). Also, it may enhance the likelihood of relations such those of the ‘club cliche’ cited by Davis and

Greve (1997), or local ‘buzzes’ which are not only related to knowledge but also to inspiration (Funk, 2014).

Furthermore, being co-located may enhance the creation of common ‘codes of communication’ (Weterings

and Boschma, 2009, p. 747), or the ‘emergence of idiosyncratic languages’ (Capaldo and Petruzzelli, 2014,

p. 68). Also, knowledge infrastructures may explain the influence of proximity on innovation in the light of

the Christallerian central place theory, as discussed by Shearmur and Doloreux (2015). Lastly, other authors

cited the accessibility to a skilled labor force and to high job turnovers as possible means of innovation

(Leten, Landoni, and Van Looy, 2014; Sonn and Storper, 2008). In this case, the labor force is seen as a

vector of knowledge, and propinquity as a facilitator of ‘searching and matching’ (Sonn and Storper, 2008,

p. 1022).

2.5.2 Non-spatial proximity

In the case of organizational proximity, authors take diversified initial theoretical positions such as the em-

beddedness of Granovetter (1985), bounded rationality and routines as per Nelson and Winter (1982), the

faultline theory as cited by Dolfsma and Van der Eijk (2016), or the Boschma (2005) framework. How-

ever, the majority agrees with the idea that this proximity enables actors lowering uncertainty, opportunistic

behavior, and - thus - transaction costs. The diffused concern is monitoring partners (Crescenzi, Nathan,

and Rodríguez-Pose, 2016; Marrocu, Paci, and Usai, 2013). Also, authors characterizing organizational

proximity with a cognitive dimension, underline this as a way to foster interactive learning between actors

(Oerlemans and Meeus, 2005; Zeller, 2004).

For what concerns cognitive proximity, authors mainly cite the contributions of Cohen and Levinthal

(1990) and Nooteboom (1999) as theoretical roots. Indeed, this dimension enables communication and

understanding on the base of actors’ ‘prior related knowledge’ (Enkel and Heil, 2014, p. 244). The affiliation

to Cohen and Levinthal (1990) idea of absorptive capacity lays at the bases of technological proximity too.

However, the difference relies on the type of knowledge considered, at least theoretically (Cantù, 2010;

Knoben and Oerlemans, 2006).

Articles dealing with social dimension lay their theoretical foundations on strong and weak ties (Gra-

novetter, 1973), embeddedness (Granovetter, 1985), and social capital (Coleman, 1988). Even in this case
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the reason of the effect on innovation are due to costs that actors bare during transactions. Indeed, ‘in

situations of high risk and high cost to opportunistic behavior, actors have a clear preference to form ties

embedded in dense structures’ (Ter Wal, 2014, p. 597). Hence, the trust rising in this relations should fos-

ter knowledge flow and consequently innovation (Crescenzi, Nathan, and Rodríguez-Pose, 2016; Steinmo

and Rasmussen, 2016). Similarly, institutional proximity is acknowledged as decreasing actors transaction

costs. Indeed, ‘institutions, such as laws and norms, can provide a set of standard procedures and mecha-

nisms which are shared by agents and, therefore, taken for granted’ (Marrocu, Paci, and Usai, 2013, p. 1485).

This in turn decrease actors uncertainty and bared costs (Liang and Liu, 2018).

Much of non-spatial proximity discussion deals also with negative influences of an excessive degree of

proximity, and many of them are aligned with the Boschma (2005) framework. In particular, the paradoxes

of embeddedness (Uzzi, 1997) and competency traps (Levitt and March, 1988) are highlighted as potentially

detrimental.

2.6 Theoretical and Empirical results

In this section, a detailed discussion of research findings is provided. In particular, per each innovation

dimension investigated, managerial conversations and research findings are reported. As Fig 2.6 depicts,

the vast majority of authors closer to Technology & Production are interested on innovation outcomes, and

the same is true also for Portfolio of Alliances, Knowledge & Learning, and Local & Distant conversations.

Studies with an interest toward the Network & Embeddedness topic frequently deal with innovation outcome

and networks.

2.6.1 Outcome

In this section studies with an interest toward innovation outcome are collected. With a count of 67 articles,

this group is the largest and it has been divided in four sub-groups of interest, namely: technological inno-

vation, product & process innovation, innovation novelty, and economic value of innovation. Some articles

fall outside this second layer of classification, showing interest toward less discussed topics, such as innova-

tion frequency (Taura and Radicic, 2019), speed (Carbonell and Rodriguez, 2006), capability (Romijn and

Albaladejo, 2002), or other innovation peculiarities (Dornbusch and Neuhäusler, 2015).
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Figure 2.6: Managerial conversations and innovation dimensions

Note: this figure has been realized on the basis of a python script shared by the Bokeh library
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Technological Innovation

Twenty articles show an interest toward the relationship between proximity and technological performance,

which has been explored through quantitative means. In so doing, six researches touch upon Technology

& Production (Topic 3), five Knowledge & Embeddedness (Topic 37), three Local & Distant (Topic 46),

and two Portfolio of Alliances (Topic 6). Also, Corporate Governance (topic 9), Trust & Collaboration

(Topic 19), Business & Entrepreneurship (Topic 33), and Knowledge & Learning (Topic 36) are represented

conversations.

Researchers closer to Technology & Production span from technological conglomerates and access

to new technology (Li, Qiu, and Wang, 2019), technological exploration and exploitation (Geerts, Leten,

Belderbos, and Van Looy, 2018), the influence on technological performance of buyers-suppliers or universities-

firms relations (Isaksson, Simeth, and Seifert, 2016; Leten, Landoni, and Van Looy, 2014), to the study

of project characteristics and the consequent influence over innovation (Schwartz, Peglow, Fritsch, and

Günther, 2012). Articles dealing with Knowledge & Embeddedness deepen the relation between network

structural characteristics and innovation (Funk, 2014; Liang and Liu, 2018; Owen-Smith and Powell, 2004;

Whittington, Owen-Smith, and Powell, 2009). Those researches dealing with Local & Distant theme focus

on inter- and intra-regional relations (Cabrer-Borras and Serrano-Domingo, 2007; Marrocu, Paci, and Usai,

2013; Parent and Riou, 2005), while those close to Portfolio of Alliances topic dig the structure and effects

of knowledge-related alliances (Capaldo and Petruzzelli, 2014; Van de Vrande, 2013). Lastly, the article

dealing with Topic 9 discusses the role of executives in the innovation of firms they advice (Balsmeier,

Buchwald, and Stiebale, 2014), the one close to Topic 19 touch upon the effect of customer-supplier relation

(Chu, Tian, and Wang, 2019), that closer to Topic 33 deals with the role of science park (Link and Scott,

2003), while the one approaching Topic 36 discusses academic knowledge spillovers and their effect on

regional innovation (Ponds, Oort, and Frenken, 2010).

For what concerns results, this sub-sample shows a great level of agreement on the effect of geograph-

ical proximity on technological innovation. This is not without some caution, as suggested by Whittington,

Owen-Smith, and Powell (2009):

‘These results demonstrate that location in one of three key clusters is a source of advantage

but show that these effects depend on the degree to which an organization is centrally connected,

both within and beyond a home region. (. . . ) Propinquity and centrality are both wellsprings of

innovation, however, they offer at least partially exclusionary advantages. Thus understanding
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the effects of networks on innovation requires concern with physical location, and vice versa’

(pp. 114-115)

Hence, we should avoid taking the effect of space as autonomous. Other authors refers to knowledge

spillovers to explain spatial effects detected (Marrocu, Paci, and Usai, 2013; Ponds, Oort, and Frenken,

2010). For what concerns technological dimension, this proximity seems to play a manly positive role in

innovation (Balsmeier, Buchwald, and Stiebale, 2014; Li, Qiu, and Wang, 2019), even though it is not al-

ways significant (Isaksson, Simeth, and Seifert, 2016; Liang and Liu, 2018). Lastly, the other dimensions

are far less investigated. Noteworthy is the disagreement over organizational proximity influence, which

shows manly negative results (Capaldo and Petruzzelli, 2014; Dolfsma and Van der Eijk, 2016). Empirical

evidences are summarized in Table 2.3.

Product & Process Innovation

This group of studies is composed by seventeen articles, of which twelve investigate both product and

process innovation, four only product innovation, and one only process innovation. For what concerns

management conversations, the most represented topic is Technology & Production (Topic 3) with a count

of seven studies. Also, four studies deal with Network & Embeddedness (Topic 37), three with Local &

Distant (Topic 46), two with Portfolio of Alliances (Topic 6) , and one with Knowledge & Learning (Topic

36). Of these studies, fifteen employed a quantitative design, a single study a qualitative one, and one offers

a theoretical contribution.

Articles dealing with Technology & Production are generally interested on the effects of spatial deter-

minants on the innovative performance. In so doing, authors explore knowledge intensive business services

(Brunow, Hammer, and McCann, 2020; Shearmur and Doloreux, 2015), industrial clusters dynamics (Cal-

lois, 2008; Molina-Morales and Martínez-Fernández, 2010), the space of university-industry collaborations

(Maietta, 2015), the relation between space and firms characteristics (Presutti, Boari, Majocchi, and Molina-

Morales, 2019), and more in general the influence of face-to-face contact on firms outcome (Weterings and

Boschma, 2009). On the other hand, articles with an interest in Network & Embeddedness discuss the

characteristics of actors’ relationships as influenced by proximity dimensions, and the consequent effect on

innovation (Hall and Jacobs, 2010; Huggins and Johnston, 2010; Jespersen, Rigamonti, Jensen, and Bysted,

2018; Oerlemans and Meeus, 2005). Also, authors closer to the Local & Distant conversation deals with

different layers of actors’ location (Doran, Jordan, and O’Leary, 2012; Rammer, Kinne, and Blind, 2020),

and influence of foreign firms on locals (Wang and Wu, 2016). Lastly, researches dealing with Portfolio of
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Table 2.3: Effect detected on technological innovation

Studies Geo Org Cog Tech Soc Inst

Ardito, Messeni Petruzzelli, Pascucci, and Peruffo, 2019 NS NS

Balsmeier, Buchwald, and Stiebale, 2014 +

Capaldo and Petruzzelli, 2014 + −

Chu, Tian, and Wang, 2019 +

Dolfsma and Van der Eijk, 2016 NS Bus.: NS + NS

Hier.: −

Funk, 2014 +

Geerts, Leten, Belderbos, and Van Looy, 2018 +

Isaksson, Simeth, and Seifert, 2016 NS

Leten, Landoni, and Van Looy, 2014 +

Li, Qiu, and Wang, 2019 + +

Liang and Liu, 2018 − NS NS

Link and Scott, 2003 NS

Marrocu, Paci, and Usai, 2013 + + + +

Owen-Smith and Powell, 2004 +

Parent and Riou, 2005 ±

Ponds, Oort, and Frenken, 2010 + | NS

Schwartz, Peglow, Fritsch, and Günther, 2012 NS

Van de Vrande, 2013 ∩

Whittington, Owen-Smith, and Powell, 2009 NS | +

Note: for consistency, the effect of those articles investigating ‘distance’ and not ‘proximity’ has been
reversed. For what concerns symbols, + stands for significant and positive, − significant and negative, ±
significant but conflicting, ∩ for inverted-U shaped relation, and NS not significant. Proximity dimensions
treated as control variables are not included.
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Alliances discuss collaboration with geographical heterogeneous private or public partners (Beise and Stahl,

1999; Fitjar and Rodríguez-Pose, 2011), while the article facing Knowledge & Learning topic talks about

knowledge spillovers and transfer (Fernandes and Ferreira, 2013).

For what concerns results, it is not clear weather geographical proximity has an influence or not.

For example, Fitjar and Rodríguez-Pose (2011, p. 1264) find a non significant effect of closeness in prod-

uct/process innovation, thus concluding:

‘Firms that develop international partnerships are likely to innovate, firms that rely on na-

tional and local interaction are not, meaning that the transfer mechanisms of knowledge and

innovation within close geographical proximity are either broken or less prominent than previ-

ously thought.’

An even more negative conclusion on the effect of spatial closeness is pointed out by Presutti, Boari, Ma-

jocchi, and Molina-Morales (2019), who claim a lock-in effect able to isolate firms. On the other hand,

authors such as Fernandes and Ferreira (2013) or Rammer, Kinne, and Blind (2020) provide a somewhat

different conclusion. In so doing, it emerges a weak equilibrium result which recalls the Boschma (2005)

idea of a spatial proximity that is neither sufficient nor necessary (Weterings and Boschma, 2009). Table 2.4

summarizes the results of this sub-group.

Innovation Novelty

This sub-sample is composed by twelve articles dealing with innovation novelty mainly through quantita-

tive means (only two articles take a qualitative angle). For what concerns managerial conversations, seven

articles discuss the Technology & Production theme (Topic 3), while only two deal with Network & Em-

beddedness. Also, Portfolio of Alliances (Topic 6), Trust & Collaboration (Topic 19), and Local & Distant

(Topic 46) are touched by one article each.

Authors interested in Technology & Production are generally involved in the influence of external

knowledge sources and spatial characteristics in innovation (Phene, Fladmoe-Lindquist, and Marsh, 2006;

Shearmur, 2011). In particular, articles discuss the effects of closeness to supplier or customer clusters

(Bindroo, Mariadoss, and Pillai, 2012; Pillai and Bindroo, 2019), open innovation (Kapetaniou and Lee,

2019), recombinative innovation (Guan and Yan, 2016), and knowledge intensive business services (Do-

loreux and Shearmur, 2012). For what concerns Network & Embeddedness conversation, researchers dis-
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Table 2.4: Effect detected on product & process innovation

Studies Geo Org Cog Tech Soc Inst

Beise and Stahl, 1999 NS | +

Brunow, Hammer, and McCann, 2020 Product: + | NS

Process: +

Doran, Jordan, and O’Leary, 2012 Product: ±

Process: ±

Fernandes and Ferreira, 2013 Product: +

Process: +

Fitjar and Rodríguez-Pose, 2011 NS

Hall and Jacobs, 2010 M M M M M

Huggins and Johnston, 2010 +|NS

Jespersen, Rigamonti, Jensen, and Bysted, 2018 NS | − + | NS + | −* NS | +

Maietta, 2015 Product: +

Process: NS

Molina-Morales and Martínez-Fernández, 2010 +

Oerlemans and Meeus, 2005 +|NS

Presutti, Boari, Majocchi, and Molina-Morales, 2019 −

Rammer, Kinne, and Blind, 2020 +

Shearmur and Doloreux, 2015 NS

Wang and Wu, 2016 +

Weterings and Boschma, 2009 NS

Note: for consistency, the effect of those articles investigating ‘distance’ and not ‘proximity’ has been
reversed. For qualitative studies M stands for mixed proximity required. For quantitative studies, + stands
for significant and positive, − significant and negative, ± significant but conflicting, and NS not significant.
Theoretical studies and articles concerned with‘other proximity’ dimensions are not displayed in this table.
* : here the positive symbol is for ‘cognitive-technology proximity’, while the negative for ‘cognitive-market
proximity’
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cuss the influence of ego-network configuration (Knoben and Oerlemans, 2012) and boundary stretching

collaborations (Enkel and Heil, 2014) on novelty. Lastly, the article dealing with Topic 6 takes care of local

knowledge and global pipelines (Fitjar and Rodríguez-Pose, 2011), the one closer to Topic 19 concerns the

role of trust in partner selection (Bunduchi, 2013), while the last article deals with micro-geography and

knowledge spillovers from the angle of Topic 46 (Rammer, Kinne, and Blind, 2020).

For what concerns results, this sub-sample show a great heterogeneity. Indeed, it is not clear whether

spatial proximity is positively associated with novelty (e.g. Bindroo, Mariadoss, and Pillai, 2012), or if it has

a not significant or negative effect (e.g. Shearmur, 2011). Also, not clear results are shown by those studies

dealing with other dimensions. Results are summarized in Table 2.5.

Table 2.5: Effect detected on innovation novelty

Studies Geo Org Cog Tech Soc Inst

Bindroo, Mariadoss, and Pillai, 2012 +

Bunduchi, 2013 M

Doloreux and Shearmur, 2012 Rad.Proc: −

Rad.Prod.: NS

Enkel and Heil, 2014 M

Fitjar and Rodríguez-Pose, 2011 NS

Guan and Yan, 2016 ∩

Kapetaniou and Lee, 2019 Firm: +

Mark: NS

Knoben and Oerlemans, 2012 NS

Phene, Fladmoe-Lindquist, and Marsh, 2006 ±*

Pillai and Bindroo, 2019 NS

Rammer, Kinne, and Blind, 2020 +

Shearmur, 2011 Rad.Proc.: −

Rad.Prod.: NS | +

Note: for consistency, the effect of those articles investigating ‘distance’ and not ‘proximity’ has been
reversed. For qualitative studies M stands for mixed proximity required. For quantitative studies, + stands
for significant and positive,− significant and negative,± significant but conflicting, ∩ for inverted-U shaped,
and NS not significant. Theoretical studies and articles concerned with‘other proximity’ dimensions are not
displayed in this table. *: the effect of technological proximity is by construction linked to the geographical
dimension.
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Economic value of innovation

Seven articles are members of this last sub-group, investigating innovation performance through quan-

titative means. Of these, Portfolio of Alliances (Topic 6) and Network & Embeddedness (Topic 37) attracted

two articles each, while Technology & Production (Topic 3), Entry, Growth, & Survival (Topic 41), and Lo-

cal & Distant (Topic 46) are discussed by a single contribution each. In particular, articles closer to Topic 6

are concerned with stakeholders and university-industry collaboration (Li, Xia, and Zajac, 2018; MacPher-

son, 1998), those dealing with Topic 37 take care of knowledge networks and firms’ ego-networks (Broekel

and Boschma, 2012; Knoben and Oerlemans, 2012), the article with an interest in Topic 3 discusses face-to-

face interactions (Weterings and Boschma, 2009), the one closer to Topic 41 pre-entry working experiences

of the founder (Weterings and Koster, 2007), and the last article deals with Topic 46 showing interest toward

regional characteristics and their influence on innovation.

For what concerns results, geographical proximity is either not significant or it exerts a positive in-

fluence over the economic value of innovation (MacPherson, 1998; Weterings and Koster, 2007). A single

study deals with multiple dimensions of proximity, showing a positive influence of social proximity, a non

significant effect of organizational proximity, and a negative effect of cognitive dimension (Broekel and

Boschma, 2012). Table 2.6 summarizes the results found.

Table 2.6: Economic value of innovation novelty

Studies Geo Org Cog Tech Soc Inst

Broekel and Boschma, 2012 + NS − +

Czarnitzki and Hottenrott, 2009 + | NS

Knoben and Oerlemans, 2012 NS

Li, Xia, and Zajac, 2018 +

MacPherson, 1998 +

Weterings and Boschma, 2009 NS

Weterings and Koster, 2007 NS

Note: for consistency, the effect of those articles investigating ‘distance’ and not ‘proximity’ has been
reversed.+ stands for significant and positive, − significant and negative, ± significant but conflicting, and
NS not significant. Results concerning ‘other proximity’ dimensions are not displayed in this table.

2.6.2 Network

In the sample, eighteen studies show an interest toward proximity influence over tie formation in innovation

related projects. In so doing, nine studies jump into the conversation of Network & Embeddedness (Topic
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37), four of Technology & Production (Topic 3), and two of Local & Distant (Topic 46). The last three

articles discuss Portfolio of Alliances (Topic 6), Business & Entrepreneurship (Topic 33), and Knowledge &

Learning (Topic 36) respectively. Of these studies, eleven employed a quantitative design, five a qualitative

one, and one offers a purely theoretical momentum.

Researchers dealing with Network & Embeddedness focus on individual networks (Crescenzi, Nathan,

and Rodríguez-Pose, 2016; Ter Wal, 2014), firms knowledge collaborations (Moodysson and Jonsson,

2007), ties between public research organizations and firms (Drejer and Ostergaard, 2017; Steinmo and Ras-

mussen, 2016), and collaboration at cluster level (Giuliani, 2007; Lazzeretti and Capone, 2016; Letaifa and

Rabeau, 2013). Also, some of them describe proximity influence over tie formation through time (Crescenzi,

Nathan, and Rodríguez-Pose, 2016; Lazzeretti and Capone, 2016; Ter Wal, 2014). In this conversation,

Boschma (2005) contributes uncovering theoretical mechanisms of proximity influence over coordination.

On the other hand, authors interested in Technology & Production topic, discuss factors influencing col-

laboration relationships on technological knowledge (Cantù, 2010), firms’ international expansion of R&D

and technology (Zeller, 2004), cooperation on technological capability development (Divella, 2017), or the

relationship between innovation-related external linkages and internal resources (Freel, 2003). Furthermore,

both articles aligned with Local & Distant debate are concerned with the influence of physical distance in

innovative linkages (Morescalchi et al., 2015; Sternberg, 1999). Lastly, the article closer to the Portfolio

of Alliances topic discusses the influence of space and university quality in firms’ collaboration choices

(Laursen, Reichstein, and Salter, 2011), the one closer to Business & Entrepreneurship discusses collabora-

tive or individual entrepreneurship, and the one interested in Knowledge & Learning talks about knowledge

spillovers and collaboration with higher education institutions (Freel, 2003).

For what concerns research findings, authors tend to agree on the relevance of geographical proximity

for tie formation, but disagree on the effect. On one side, Morescalchi et al. (2015, p. 661) state:

‘Contrary to the widespread notion that the importance of distance has been decreasing over

time due to globalization and technological advancement, our results show that the constraint

imposed by geographical distance on R&D inter-regional links seem to have actually increased

in three of the networks analyzed’

Prior to this, Zeller (2004) highlighted the geographical selectivity of knowledge flow, and the tendency

of rivals to ‘fight over privileged access to the spatially concentrated technological bases’ (p. 105). Addi-
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tionally, from an evolutionary perspective, a group of studies shows the greater influence played by spatial

closeness in early stages, when knowledge is mainly tacit, consequently diminishing on later ones (Cantù,

2010; Lazzeretti and Capone, 2016; Ter Wal, 2014). However, taking a critical stance from the Marshallian

idea of ‘industrial atmosphere’, Giuliani (2007) describes the ‘uneven and selective’ (p. 162) distribution

of knowledge inside clusters8. Hence, she highlights the scarce relevance of closeness in the absence of a

strong knowledge base. Similarly, Letaifa and Rabeau (2013) shows the inability of geographical proxim-

ity to foster collaborative ties. Also, Freel (2003) points out that ‘novel innovator’ are characterized by a

spatially reach network of collaborations. Apart from geographical proximity, authors seem to agree on a

positive association of social, organizational, and cognitive dimensions with collaboration ties (Crescenzi,

Nathan, and Rodríguez-Pose, 2016; Lazzeretti and Capone, 2016; Ter Wal, 2014). Also, some evidences

of a positive association of technological (Cantù, 2010) and institutional (Lazzeretti and Capone, 2016)

proximity emerge. Table 2.7 summarizes the empirical results of this sub-group.

2.6.3 Process

Thirteen studies show an interest toward the relationship of proximity dimension and processes of innova-

tion. In particular, eight disentangle effects of closeness on diffusion and adoption, while five on several

innovation phases. For what concerns management conversations, Technology & Production (Topic 3) and

Network & Embeddedness (Topic 37) are discussed by three articles each, while Corporate Governance

(Topic 9) and Knowledge & Learning (Topic 36) by two articles. Also, Entry, Growth & Survival (Topic

41), Markets (Topic 45), and Local & Distant (Topic 46) find their space in this sub-group. Of these studies,

six employed a quantitative design, three a qualitative one, two mixed qualitative and quantitative evidences,

and two articles offer a theoretical framework of analysis.

Authors closer to Technology & Production conversation discuss diffusion of technological process

(Baptista, 2001), development of technological capabilities (Divella, 2017), and university-industry cooper-

ation in relation with different phases of the R&D cycle (Broström, 2010). Those with a foot on Network

& Embeddedness cover the temporal dimension of co-location (Torre, 2008), bench-marking and emulation

(Still and Strang, 2009), and the relationship between proximities and type of knowledge produced (Davids

and Frenken, 2018). Authors interested on Corporate Governance depict mechanisms of diffusion of cor-

porate practices (Davis and Greve, 1997; Mohliver, 2019), while those closer to Knowledge & Learning dig

into the spatial dimension of learning and knowledge transfer (Moodysson, 2008; Weidenfeld, Williams,

8Giuliani (2007) does not directly test the influence of proximity on knowledge network, but it is an indirect result given by her
research design as discussed at page 162
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Table 2.7: Effect detected on collaboration and tie formation

Studies Geo Org Cog Tech Soc Inst

Cantù (2010) I+ I+ I+

Crescenzi, Nathan, and Rodríguez-Pose (2016) ± + ± +

Divella (2017) ±

Drejer and Ostergaard (2017) +

Fernandes and Ferreira, 2013 +

Freel (2003) ±

Giuliani (2007) NI

Laursen, Reichstein, and Salter (2011) ±

Lazzeretti and Capone (2016) + + + + ±

Letaifa and Rabeau (2013) I− I+

Letaifa and Goglio-Primard (2016) I+ I+ I+

Morescalchi et al. (2015) +

Steinmo and Rasmussen (2016) M M M M

Sternberg (1999) ±

Ter Wal (2014) + +

Zeller (2004) I+ M I M

Note: for consistency, the effect of those articles investigating ‘distance’ and not ‘proximity’ has been
reversed. For qualitative studies I+ stands for positive influence, I− stands for negative influence, NI no
influence, and M for mixed influence. For quantitative studies, + stands for significant and positive, −
significant and negative,± significant but conflicting, and NS not significant. Theoretical studies and articles
concerned with‘other proximity’ dimensions are not displayed in this table.
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and Butler, 2010). Lastly, articles dealing with topic 41, 45, and 46 discuss respectively the adoption of cor-

porate venture capital programs (Gaba and Meyer, 2008), the process of market intelligence in innovation

(Cornish, 1997), and the influence of international mobility on innovation diffusion (Weidenfeld, 2013).

For what concerns results, among articles dealing with adoption and diffusion, a positive influence

of geographical proximity prevails. For example, Baptista (2001, p. 43) stated that ‘the diffusion of pro-

cess innovations tend to grow stronger as the geographical unit of reference becomes smaller’. A similar

conclusion is depicted by Gaba and Meyer (2008, p. 992), who highlight that ‘adoption by peers in close

geographic proximity to a focal firm increases its probability of adoption’. Also some corporate strategies

seem to follow some spatial logic in their diffusion (Davis and Greve, 1997; Mohliver, 2019). On the other

hand, Still and Strang (2009) show that closer firms are not more likely than others to be taken as bench-

mark, and Divella (2017) finds a not significant relationship (or sometimes positively related to distance)

between partner location and adoption. For what concerns studies that investigate differential influence of

proximity in innovation phases, results seems to scantly converge. This divergence could be associated with

the differences in innovation stages investigated. In general, it emerges a complex influence which varies

phase by phase. Lastly, only Davids and Frenken (2018) deal with multiple proximity dimensions. Table 2.8

provides an overview of the studies discussed.

2.7 Discussion

The following section aims to join the different components discussed in previous sections, offer answers to

my research questions, and provide some guidance on future actions to take. In so doing, Fig 2.7 summarizes

the relationships investigated in the sampled articles, and it is a useful reference for the following discussion.

Some introductory and general considerations are necessary. First, even though the multi-dimensional

essence of proximity seems to be conceptually well-established, it is not in practice. Hence, less than a third

of the articles deals with more than one dimension, and the vast majority focuses only on the geographical

one. Here, two main explanations are possible: (i) either there is no real agreement among management

scholars on the necessity to have multiple dimensions, or (ii) ambiguities are so wide to prevent researchers

from actually using them. Also, as a third explanation, this could be ascribed to difficulties in retrieving

data, which — in the case is true — should be in part smoothed by the enormous amount of data offered

by the Internet. Second, disagreement is not on definitions, but more on measures, except technological

proximity. This is true also for geographical proximity, in which translation into numbers is sometimes
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Table 2.8: Effect detected on processes of innovation

Studies Geo Org Cog Tech Soc Inst

Baptista (2001) +

Broström (2010) Early: +

Late: +|NS

Cornish (1997) Early: I+

Late: M

Davids and Frenken (2018) Research: L L H M H

Develop.: H H L M H

Market: H L L M H

Davis and Greve (1997) +|NS

Divella (2017) −|NS

Gaba and Meyer (2008) +

Mohliver (2019) +

Moodysson (2008) Brainst.: H

Prob. Solv.: L

Des. & Redes.: M

Diss.: L

Prot.: H

Comm.: L

Still and Strang (2009) NS

Weidenfeld, Williams, and Butler (2010) I+

Note: for consistency, the effect of those articles investigating ‘distance’ and not ‘proximity’ has been
reversed. For qualitative studies I+ stands for positive influence, H for high proximity, L low proximity, and
M for mixed proximity required. For quantitative studies, + stands for significant and positive,− significant
and negative,± significant but conflicting, and NS not significant. Theoretical studies and articles concerned
with‘other proximity’ dimensions are not displayed in this table.
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Figure 2.7: Beaten paths and open routes

Notes: the size of lines does not refer to the count of studies in each set, but the count of relations each
set has with the others. For example, an article of topic 37 discussing both geographic and technological
proximity will generate two distinct relations to be represented.
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less straightforward than its definition. Lastly, even though great methodological advancements have been

achieved and applied to proximity and innovation research, conceptual inconsistencies remain that hinder

these new methods’ potential explanatory power.

Keeping in mind these considerations, I can now answer the three research questions moving this

article. First, proximity and innovation scholars have mainly contributed to two management topics, namely

Technology & Production (Topic 3) and Network & Embeddedness (Topic 37). Other topics arousing some

interest are Local & Distant (Topic 46), Knowledge & Learning (Topic 36), and Portfolio of Alliances (Topic

6). This first representation of authors’ interests suggests too wide attention placed on outcomes more than

on reasons of that influence. Second, scarce attention has been paid to mechanisms, leaving theoretical

claims as for ‘granted’. This is a great gap hindering the scholars’ discussion over proximity influence,

with few articles analyzing in detail ‘how’ and ‘why’ each dimension matters. The risk is to focus only

on regression signs and p-values, speculating on results without sound empirical evidence. Third, given

scarce theoretical clarity, the consequent empirical contribution remains limited. This also emerges from

the heterogeneous results discussed in the previous section. Moreover, given the scarce multi-dimensional

attention, we can discuss the stratification of results only for the geographic dimension. This has a role for

sure, but it can not be considered as an ‘independent’ effect (Boschma, 2005; Giuliani, 2007; Whittington,

Owen-Smith, and Powell, 2009).

In light of these findings, two main recommendations for further research arise. First, we should

re-focus the discussion on each proximity dimension’s theoretical roots, leveraging that multidisciplinary

background to further enhance the debate. In so doing, it is needed to explore further the relations with

other research streams, such as the homophily literature (McPherson, Smith-Lovin, and Cook, 2001). The

proximity scholars’ engagement with economic sociology has always been beneficial, as some later contri-

butions prove (Balland, Boschma, and Frenken, 2015). Also, as Fig 2.7 shows, scarce attention has been

paid to some crucial management conversations, such as Trust & Collaboration (Topic 19), or not enough

to others, such as Knowledge & Learning (Topic 36). A greater discussion over these topics could further

enhance the proximity framework. Second, a greater emphasis on empirical studies (both qualitative and

quantitative) to uncover and prove how each dimension affects innovation would be essential to foster a

productive discussion.
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2.8 Conclusion

The multidisciplinary nature of proximity literature is both a strength and a weakness, requiring writers to

synthesize a great variety of knowledge in vectors representing specific characteristics of dyads. In the last

years, always more interest has risen over the proximity topic, with contributions growing in numbers. This

large amount of theoretical and empirical works contributed to generate a diffused confusion. In such a

scenario, this article tries to offer the following contributions. Firstly, it provides a summary of fundamental

dimensions and measurements to uncover not only operational but also theoretical mismatches. Secondly, it

defines the thematic boundaries as nested in the broader managerial literature, thus identifying the audience

to which each contribution is directed. Thirdly, it reports both established and less prominent claims over the

relationship between proximity and innovation, with a particular focus on crucial theoretical inputs. Also,

it tries to highlight the contribution offered to literature with a great effort of synthesis of empirical results.

Furthermore, it reports some suggestions for issues that require the whole academic attention to enhance

a community discussion. Lastly, the appendix of this chapter offers a collection of all measures employed

by the sample. Nonetheless, this chapter comes with some limitations. First, the synthesis required by this

research has inevitably imposed the loss of more rich information contained in the retrieved articles. Sec-

ond, such a research design’s subjectivity has been smoothed only partially by applying the topic modeling

technique. Lastly, the narrow attention to top journals’ managerial contributions is mainly due to the writer’s

limited capacity.

A final reflection on the steps I believe necessary to advance the proximity framework is here sketched.

A great absence from the articles reviewed is a sound discussion on both ontology and epistemology. The

dearth of debate on the former generated literature full of variance contributions and almost nonexistent

process ones. Whereas, in the case of epistemology, a clear hegemony of neopositivists stances seems to

impede other scientific paradigms to take part in the debate on proximity. In so doing, proximity literature

is stuck in a deterministic approach to science, that conceives change as separate and almost independent

states. If we want to create momentum, we need a more inclusive field not just on multidisciplinarity. At

the same time, we need to reflect on the assumptions our field bears. Questioning assumptions, critically

reflecting on what resonates with society & science advances and what does not, it is a must. Then, we need

to ask more "how" and "why". Understanding mechanisms underlying the observed effects to really test our

theories and, perhaps, discard them.

Unfortunately, the next chapter will disappoint the expectations expressed therein about how to ad-

65



Proximity and Innovation

vance this field of research. Nonetheless, the chapter introduces a mediator who can explain, albeit partially,

how proximity can count in the innovation process. In particular, it leverages on a strategic argument, that

is the business model, which links themes such as cognition, learning, and embeddedness. These topics can

act as bridges and advance our understanding of the proximity effect within companies strategizing.
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Chapter 3

The missing link between Proximity and

Innovation: An exploratory study on the

role of Business Model

Abstract

This exploratory study focuses on the link between proximity and innovation, investigating the business

model’s role in mediating this relation. In particular, the chapter looks at whether geographical, cognitive,

and social proximity influence business model, and if the latter can mediate proximities’ effects over radical

and incremental innovation. These relationships are explored in a sample of 198 Tuscan firms. Cognitive

proximity shows a positive influence on both novelty- and efficiency-centered business model, social prox-

imity positively influences the choice of efficiency-centered models, and geographical proximity harms the

novelty-centered model. Furthermore, the econometric analysis highlighted evidence of mediation effects,

with both model designs showing positive influence over radical innovation. Results are explained in the

light of transaction cost theory and absorptive capacity.

Keywords: Proximity, Business Model, Radical Innovation, Incremental Innovation.
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3.1 Introduction

Identifying the effect of proximity on innovation has been a goal that has put together scholars from different

disciplines, such as economics (Broekel and Boschma, 2012; Ter Wal, 2014), sociology (Owen-Smith and

Powell, 2004; Whittington, Owen-Smith, and Powell, 2009), and management (Funk, 2014; Lazzeretti

and Capone, 2016). In so doing, an astonishing amount of knowledge has been offered to academia and

practitioners, as shown in Chapter two. This research tries to contribute to this debate by introducing a

strategy topic to explore the influence of proximity on innovation, thus focusing on the business model’s

role.

Proximity literature was born in the local systems community, to which several management scholars

have directly or indirectly participated (Dahl and Sorenson, 2012; Porter et al., 1998). This debate is still

catching a lot of attention from top management journals (Chu, Tian, and Wang, 2019; Crescenzi, Nathan,

and Rodríguez-Pose, 2016; Mohliver, 2019). Here, the central insight is that different dimensions of close-

ness between partners do influence innovation. This influence is not necessarily positive as the effects of

lock-in (Boschma, 2005) and proximity paradox (Broekel and Boschma, 2012) have shown. On the other

side, business model research has its roots in strategy literature, taking into account less discussed topics by

mainstream strategy scholars (Massa, Tucci, and Afuah, 2017). As demonstrated by an exponential increase

of contributions over the years, this is still a hot topic (Klang, Wallnöfer, and Hacklin, 2014; Massa, Tucci,

and Afuah, 2017; Wirtz, Pistoia, Ullrich, and Göttel, 2016). Noteworthy, the business model can be both

a determinant (Hu and Chen, 2016) and a dimension (Foss and Saebi, 2017) of the firm innovation effort.

However, for the sake of clarity, this chapter treats the business model as a determinant of innovation and as

an ‘attribute of a real firm’ (Massa, Tucci, and Afuah, 2017).

Proximity and Business Models are not independent. Indeed, a business model comprises those ac-

tivities performed ‘either within the firm, or beyond it through cooperation with partners, suppliers or cus-

tomers’ (Zott and Amit, 2010, p. 217); thus, it ‘must link the workings inside the firm to outside elements’

(Baden-Fuller and Mangematin, 2013, p. 413). Simultaneously, proximity literature is all about coopera-

tion with partners, focusing on geographical, cognitive, organizational, institutional, and social closeness

(Boschma, 2005). Hence, studying the firm’s ‘model’ paying substantial attention to partners’ characteris-

tics — or ‘outside elements’ — it is likely to offer novel insights on firms’ ability to innovate. In so doing,

this research aims to explore the following question: Can the business model mediate the relation between

proximity and innovation?
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Among the different ways in which proximity may play a role in the innovation process, this chapter

decided to take as the units of analysis firms and their business model. The choice to focus on firms reflects

the literature acknowledgment for firms’ heterogeneity and the consequent uneven knowledge distribution

within spatial agglomerations (e.g., Giuliani, 2007; Giuliani and Bell, 2005). Firms’ heterogeneity depends

on both internal and external resources and capabilities, that determine their short- and long-term competi-

tive advantage (Barney, 1991; Teece, Pisano, and Shuen, 1997). Within firms, the business model translates

those internal and external elements into value and sets the foundations for value capturing (Zott and Amit,

2010). In this chapter, I am especially interested in value creation and, in particular, to explore whether

closeness enables firms to achieve different degrees of novelty, that is radical or incremental innovation.

As discussed in the previous chapter, the relationship between proximity and innovation novelty displays a

great heterogeneity of results, leaving wide margins of contribution.

To investigate my research question, a structured survey has been elaborated and submitted via email

to a sample of Tuscan firms. Hence, a data set containing information on 198 respondents has been put

together. At first, three proximity dimensions (geographical, cognitive, and social) are analyzed together

with Novelty and Efficiency centered business models (Zott and Amit, 2007, 2008). Here, the regression

results show a significant association between these variables. Then, radical and incremental innovation

are introduced in the model, uncovering both direct and indirect influences. In particular, findings provide

initial evidence for a mediation effect of business model configurations over proximity dimensions on the

generation of radical innovation. Overall, the results highlight that different degrees of novelty and efficiency

combinations can convey proximity effects on innovation search.

This exploratory study offers several hints to the literature. Firstly, it highlights the direct influence

of local and distant ties on firms’ approach to business. Secondly, it shows that not only spatial closeness,

but also non-spatial dimensions can modify that approach. Thirdly, it offers a re-thinking of influences and

causal links (not tested here), opening future research space. Also, the indirect effects emerging suggest that

strong cooperation between firms and policymakers is required to foster actors and regional competitiveness.

Indeed, business model configurations should take advantage of the critical resources offered by the local

socio-economic network. Lastly, it provides an empirical analysis of two deficient research areas. Nonethe-

less, this exploratory study suffers from several limitations; thus, it calls for further research to confirm or

reject results that emerged.

The chapter is structured as follows: section two provides a review of the relevant literature and the
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conceptual model; section three discusses methodology and sample characteristics; section four provides the

research findings; section five presents discussion; section six conclusions and limitations of this research.

3.2 Literature Review

The following section briefly introduces theoretical claims and empirical findings concerning proximity

and innovation literature (for an extensive review on the topic, see Chapter Two). Then, some critical

contributions to business model design are discussed in light of a recent literature review offered by Massa,

Tucci, and Afuah (2017). The final section is devoted to introducing the conceptual model proposed.

3.2.1 Proximity and Innovation

The interest toward actors’ closeness and its effect on the economy and society involved scholars since the

20th century (Marshall, 1920). The debate has evolved from a simple spatial issue to a more complex and de-

tailed classification of distance through the years. This evolution has also seen the birth of different literature

streams, such as the re-conceptualization of embeddedness offered by Zukin and DiMaggio (1990) or Hess

(2004). In this article, I follow the Proximity conversation as per Boschma (2005) and Knoben and Oerle-

mans (2006). The community of authors raising around this literature stream offered several theoretical and

empirical research evidence to uncover the influence of geographical, institutional, organizational, social,

and cognitive proximity with partners on economic actors’ activity. In particular, a substantial contribution

comes with a great effort to detail the interrelation between proximity and innovation.

The vast amount of articles from economics, management, geography, and sociology prove the ex-

citement around this topic, but this multivocality is not without drawbacks. Dissonance and ambiguities

have made conversation and debate on proximity difficult. Nonetheless, the Boschma (2005) framework

represents a connective link between antecedent and posterior contributions; thus, this chapter leverages

Boschma’s original classification. In particular, geographical, cognitive, and social dimensions are critical

variables for this research 1. Geographical proximity refers to the physical distance among agents, Cognitive

proximity represents the affinity in individual perceptions and cognition of phenomena, and Social proximity

identifies characteristics of social bonds between actors.

1Two dimensions of the 2005 framework and one from Knoben and Oerlemans (2006) are not discussed. First, Institutional
proximity — "associated with the institutional framework at the macro-level" (Boschma, 2005, p. 67) — is not investigated here
due to the regional sample that impedes heterogeneity. Second, Organizational proximity — "the rate of autonomy and the degree
of control that can be exerted in organizational arrangements" (Boschma, 2005, p. 65) — raised several theoretical and empirical
ambiguities which hinder its ability to contribute. Lastly, given the overlap between technological and cognitive proximity and the
great variety of actors (thus of technologies) involved, this chapter considers only the cognitive dimension.
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Different mechanisms have been detailed to justify the influence of each dimension on innovation and

performance from a theoretical standpoint. In particular, spatial closeness may foster knowledge transfer

among actors, especially when a great degree of tacit information is involved (Ter Wal, 2014). Indeed, tacit

knowledge can hardly be conveyed to other agents without face-to-face contact. Also, proximity to other

actors may generate unintentional knowledge spill-overs, thus fostering diffusion (Oerlemans and Meeus,

2005). Apart from knowledge-related explanations, being close also generates benefits related to transaction

costs. Closeness enables agents to cope with asymmetric information and bounded rationality (Dornbusch

and Neuhäusler, 2015; Maietta, 2015). Similarly, social closeness — that has its theoretical roots within the

works of Coleman (1988) and Granovetter (1985, 1973) — enables actors to decrease the risk and cost of

opportunistic behaviors (Ter Wal, 2014). Indeed, being socially close, actors should develop mutual trust

with a positive influence on knowledge transfer and innovation. Lastly, cognitive proximity is associated

with actors’ knowledge bases, thus with the theory of absorptive capacity (Cohen and Levinthal, 1990).

Hence, actors with similar backgrounds should communicate and integrate their knowledge and processes

more efficiently and effectively.

Empirical researches describe the effects of these dimensions on economic activities. In particu-

lar, studies on technological innovation tend to agree on actor closeness’s positive influence in spatial

terms (Funk, 2014; Geerts, Leten, Belderbos, and Van Looy, 2018). However, several authors high-

lighted (Boschma, 2005; Whittington, Owen-Smith, and Powell, 2009) that the geographical proximity

effect is not autonomous; thus, it should be investigated with other variables of actors’ coordination. Un-

fortunately, the same agreement cannot be found in studies concerning innovation novelty (Knoben and

Oerlemans, 2012; Pillai and Bindroo, 2019), or economic performance of innovation (Knoben and Oerle-

mans, 2012; Weterings and Boschma, 2009). Hence, even though geographical closeness may foster patent

development, this does not automatically translate into gains in market-novelty and profitability. In the case

of social and cognitive proximity, the influence found is mainly positive (Lazzeretti and Capone, 2016; Ter

Wal, 2014). However, qualitative and quantitative contributions to these dimensions are still scant.

3.2.2 Business model

Research on Business Model is continuously evolving, with new theoretical and empirical challenges to

solve. This fact is shown by the last decade’s several review contributions, that focus on scaling down the

massive amount of information we have (Wirtz, Pistoia, Ullrich, and Göttel, 2016; Zott, Amit, and Massa,

2011), or solving ambiguities (Klang, Wallnöfer, and Hacklin, 2014; Massa, Tucci, and Afuah, 2017).

72



Business Model, Proximity and Innovation

Notwithstanding some significant criticisms (Porter and Gibbs, 2001), the business model has proven its

usefulness for firms’ competitiveness (Massa, Tucci, and Afuah, 2017), and it has become itself an object

of innovation (Foss and Saebi, 2017). As will become apparent in this research, the business model is

considered an attribute of real firms (Massa, Tucci, and Afuah, 2017) and a driver of innovation.

Even though a great debate exists on the business model’s definition (Klang, Wallnöfer, and Hacklin,

2014; Pucci, 2016; Zott, Amit, and Massa, 2011), Baden-Fuller and Mangematin (2013) highlight what

scholars agree on. In particular, the business model should explain how the firm creates and monetize value,

leveraging on inside and outside elements. Hence, the business model consists of a ‘system of specific

activities’ (McDonald and Eisenhardt, 2020), which determines value creation and capture. As a system,

the business model should link different components, defining what, when, how, and who performs those

activities (Massa, Tucci, and Afuah, 2017). Also, viewing the business model as an attribute implies the

effort to classify firms on activities performed. Among the various classification emerged (Aversa, Furnari,

and Haefliger, 2015; Cucculelli and Bettinelli, 2015; Pucci, 2016), this chapter leverages on novelty- and

efficiency-centered categories as per Zott and Amit (2007). These have provided useful insights into several

empirical analysis (Balboni, Bortoluzzi, Pugliese, and Tracogna, 2019; Pati et al., 2018; Zott and Amit,

2008).

Novelty- and efficiency-centered business models are based on two distinct theoretical standpoints (Amit

and Zott, 2001; Zott and Amit, 2007, 2008). In particular, Schumpeterian economics informs the notion of a

novelty-centered business model. For Schumpeter, innovation generates change and disequilibrium, which

in turn, fosters value creation (Schumpeter, 1934). Hence, novel ways of conducting economic exchanges,

novel activities, or new bonds between unconnected participants define a novelty oriented business model.

On the other hand, the Williamson (1975) transaction costs theory lays the ground for efficiency-centered

business model. Here, reducing uncertainty, complexity, and asymmetric information is a primary goal;

thus, all the activities performed by a firm to decrease those ‘transaction costs’ define an efficiency oriented

business model.

The literature provides several pieces of evidence on how this translates into performance. In particu-

lar, Zott and Amit (2007) showed novelty-centered models to have a positive influence on firm performance

(measured as stock market value) regardless of environmental conditions (e.g., resource scarcity). In the

case of an efficiency-centered model, the authors highlighted a positive effect on adverse environmental

conditions, but the empirical evidence is relatively weak. From a theoretical standpoint, authors justified
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these effects through novelty effect and cost-reduction 2. Similar results were obtained by Zott and Amit

(2008) studying the interaction between business model designs and product market strategies. More re-

cently, Pati et al. (2018) employed the same design classification to study the effect on firm performance

(a self-reported measure of deterioration/improvement) as moderated by firm age and external environment.

Also, in this case, novelty design showed a positive influence, while Efficiency’s effect is not significant or

sometimes negative. Here, the authors explain the latter result as a consequence of a lack of mutual trust.

From an evolutionary perspective, Balboni, Bortoluzzi, Pugliese, and Tracogna (2019) provided evidence

of how business model design changes affect growth performance (in terms of full-time equivalent work-

ers). Noteworthy, the search for efficiency becomes crucial for later stages of the firm life-cycle. Lastly, Hu

and Chen (2016) studied the effect of novelty- and efficiency-centered designs on technological innovation

performance (self-reported measure). They found a positive and independent impact of both dimensions.

In particular, they noted that "business models focusing on efficiency can encourage firms to make full use

of established and reliable existing activity systems, partnership networks, and relationship capital, while

making technological innovation high efficiency and low cost" (Hu and Chen, 2016, p. 595).

More in general, scholars agree on the relationship between business model, technological innova-

tion, and success. Indeed, even the most incredible invention does not generate success without a good

business model (Chesbrough, 2010; Teece, 2010). A famous example of this is the many commercial fail-

ures of Thomas Edison, one of the most prolific inventors of all time (Teece, 2010). In line with this, great

technological leap requires firms to design and experiment novel business models, thus creating a tension

between the established and the emerging model (Chesbrough, 2010). However, the model can also affect

innovation. For Baden-Fuller and Haefliger (2013), the choices concerning openness and users’ role in-

fluence development. Both are firms’ decisions that fall within their business model design. For example,

the authors discuss the case of software development in online communities or the T-shirt business of some

textile firms. In both cases, "permeability of the company boundaries" (p. 423) and customers’ engagement

are key factors leading innovation. However, more effort "to unpick the interdependencies between business

model choice, technology development, and success" is needed (Baden-Fuller and Haefliger, 2013, p. 423).

This research chooses to explore one way of this interrelation, thus the influencing of business model design

on technological development.

2"[...] efficiency enhancements that reduced their transaction costs, simplified transactions, and sped up processes." (Zott and
Amit, 2007, p. 191)
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3.2.3 Proximity, Business Model, and Innovation

This research aims to explore the role of the business model in mediating the influence of proximity and

innovation (see Figure 3.1). As noted in the previous paragraphs, a general agreement exists among scholars

on the relationship between proximity and innovation, and business model and innovation. However, apart

from some spare contributions (Burt, Johansson, and Dawson, 2016; Mason and Chakrabarti, 2017), the in-

terrelation between closeness and firms’ model has been overlooked. Nonetheless, the relationship between

proximity and business model is likely to emerge in at least two phases of the model design: learning and

coordination.

Learning — a process not necessarily formalized but often informal — as a means to superior com-

petitive advantage is a crucial topic of proximity research. Indeed, "what unites the different dimensions

of proximity is that they reduce uncertainty and solve the problem of coordination, and, thus, facilitate

interactive learning and innovation" (Boschma, 2005, p. 62). The emulation and adaptation process to

peers’ networks in which firms are embedded can explain the spread of strategic and organizational prac-

tices (Davis and Greve, 1997). This diffusion can often be realized through informal meetings (e.g., "club

cliche"), where propinquity plays a significant role (Funk, 2014; Geerts, Leten, Belderbos, and Van Looy,

2018; Morgan, 2004). In a recent contribution, Mohliver (2019) described the spread of legally questionable

reporting practices among American corporations. A remarkable finding concerns the spread mechanism of

these risky practices. In particular, geographically constrained networks and trust among decision-makers

were two significant diffusion factors. More in general, as Funk (2014) highlighted, proximity may enable

actors to take advantage of knowledge spillovers and support from close economic agents.

In the business model literature, phases of experimentation and learning are considered crucial to

design good business models. After the Xerox case’s excellent analysis (Chesbrough and Rosenbloom,

2002), Chesbrough (2010) stressed the need to explore novel ways to create and capture value. In particular,

the author showed that it "is not a matter of superior foresight ex-ante", but it involves both "trial and error"

and "adaptation ex post" (Chesbrough, 2010, p. 356). Similarly, discussing the rivalry between Blockbuster

and Netflix, Teece (2010) introduced "business model learning and adjustment". Also, Amit and Zott (2015,

p. 393) added that "a business model designer can draw inspiration (i.e., borrow) by observing existing

firms, or ways of organizing activities and exchanges, and by talking to investors, mentors, or colleagues

who might be able to offer advice". More recently, McDonald and Eisenhardt (2020) provided empirical

evidence of how startups come to design effective business models in nascent markets. Key evidence of their
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research is that ventures with higher chances to build effective models are those that "treated peers as sources

of ideas and resources that they could borrow to design their business models quickly and cheaply" (p.495).

This process of borrowing from peers comes out to be useful for two main reasons. First, it accelerates

designing an initial business model prototype, thus diminishing the time and money needed. Second, it

saves resources that can be directed to improve further the model, therefore exploring viable alternatives or

enhancements.

The "problem of coordination" (p. 62) is another critical topic of interest for proximity schol-

ars (Boschma, 2005). In particular, researchers interested in actors’ networks provide several insights on

collaboration dynamics, thus investigating partnerships between individual inventors (Crescenzi, Nathan,

and Rodríguez-Pose, 2016), firms (Lazzeretti and Capone, 2016), and firms and public research organiza-

tions (Steinmo and Rasmussen, 2016). For example, Ter Wal (2014) offered an interesting analysis of the

evolution of biotech innovation networks in Germany. He showed that geographical proximity was a pri-

mary driver of collaboration at the initial stages of the network. In contrast, in later stages, partnerships

were mainly formed via triadic closure 3 (social proximity). For the author, spatial closeness is essential

in initial stages where knowledge is mainly tacit, while in later ones — focused on value appropriation —

the development of mutual trust is fundamental to decrease the uncertainty caused by possible involuntary

spillovers.

Designing a business model also requires to "link the workings inside the firm to outside elements" (Baden-

Fuller and Mangematin, 2013, p. 413). In particular, Baden-Fuller and Haefliger (2013) included in their

business model typology the "value delivery and link dimension". Here, the "architecture of information

flows and system governance" (p. 345) describes linkages that can also transcend the traditional value

chain. The importance of external elements for value creation was already noted by Amit and Zott (2001),

who saw possible gains in integrating "resources, capabilities, roles and relationships among suppliers, part-

ners and customers" (p. 496). More recently, Amit and Zott (2015) propose "stakeholders’ activities" —

thus collaboration — as an antecedent of business model design. Indeed, once the firm acquires knowledge

of the activities that need to be performed and their complementarities, it should decide who is appointed to

perform those activities. These choices are the result of a system-level analysis of activities required by the

model chosen.

At this stage, the relationship between proximity dimensions and business model design is evident.

3“that partners of partners become directly connected, closing a triad (a set of three nodes) in the network“ (Ter Wal, 2014,
p. 590).
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In particular, actors should benefit from proximity to stakeholders for both learning and coordination. In

the former case, geographical and social proximity may provide greater chances to borrow from peers and

to receive insightful information. However, understanding insights received from peers also requires actors

to leverage on their cognitive abilities. For this reason, sharing a similar knowledge base (cognitive prox-

imity) should enable effective communication. Hence, this learning process from proximate actors should

translate into lower trial & error costs, thus raising the chances to design a suitable business model. In

the "coordination" case, geographical proximity may reduce costs faced by the focal firm, thus offering

better monitoring chances, timely feedback, and decreased productions costs (such as transportation and

storage). Second, social proximity should build mutual trust among partners, thus offering chances of in-

formal advice or market insights and decreasing uncertainty. Lastly, the focal firm should benefit from

cognitive proximity, enhancing the integration of knowledge. How does this affect the choice of novelty-

and efficiency-centered designs? As discussed by Amit and Zott (2015), "mindfully" borrowing from oth-

ers "may increase efficiency-centered and/or novelty-centered design of the resulting business model“ (p.

340). In terms of effects, it is likely to find a correlation between geographical and social proximity with

the efficiency-centered business model. Indeed, these proximity dimensions deal with the decrease of trans-

action costs that are pillars of an efficient model. On the other hand, being cognitively close should benefit

both designs. Indeed, both exploration (novelty) and exploitation (efficiency) requires a certain degree of

cognitive proximity among partners involved in value creation.

As shown in Figure 3.1, the relationship explored by this chapter is a mediation. Indeed, the business

model is what makes a firm profitable (Chesbrough, 2010; Teece, 2010), not proximity per se. A firm can

gain from proximity, but it needs a model to do that. However, the model design and its application are also

a matter of proximity (e.g., learning from peers). Hence, this chapter aims to understand how this turns into

innovative performance, thus investigating radical and incremental innovation in percentage terms over total

turnover.

Figure 3.1: Conceptual Model
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3.3 Methods

The research question moving this chapter has been empirically explored on a sample of Tuscan firms.

Tuscany hosts 7.3% of Italian firms, employing 6.6% of the national labor force (ISTAT, 2020). Overall, the

size of the Tuscan firms ranges from 1.3 to 9 employees. Noteworthy, the COVID-19 pandemic crisis and

the consequent lock-down had a significant influence on the regional economy. ISTAT (2020) reports that

only 46.9% of firms continued their activities during the lock-down, with a loss in terms of turnover that is

above the national average. This last datum has clear relevance in terms of the following research results.

3.3.1 Data retrieval and sample characteristics

Data has been collected through a structured survey submitted to a sample of Tuscan firms at the beginning

of July 2020. The survey is composed of three sections: (i) the first concerns firms’ business model con-

figurations; (ii) the second collects insights on proximity/distance of the focal firm from partners; (iii) the

last section focuses on some firms’ characteristics to be used as control variables. The questionnaire with

a presentation letter was sent by email to a list of more than 96.405 contacts, of which only 4.353 opened

the email, and 202 answered the questionnaire (redemption of 4.6% 4). Excluding four observations coming

from non-regional actors, I obtained 198 usable answers 5.

Figure 3.2 shows the count of firms by province. The large majority of respondents are located in the

area of Florence (30.3%), Arezzo (14.14%), Pisa (11.6%), and Lucca (11.1%). Figure 3.3 shows the size and

the year of inception of respondents. In particular, the Q2 for the year of inception is 1997, with a mean of

1990 and a standard deviation of 22.13; while the Q2 for the number of employees is 7, with a mean of 23.29

and a standard deviation of 61.89. The count of respondents from province area and the quartile distribution

for the number of employees are in line with recent reports from national statistical bodies on Tuscan firms

(e.g., InfoCamere, 2019, ISTAT, 2020). However, given the small sample (compared to the whole Tuscan

population of firms) and the heterogeneity of businesses involved (based on the ATECO codes), this study

can not claim any representativeness.

4Such redemption rate is somewhat smaller than what is achieved by other studies, but it should be considered in lights of the
COVID-19 pandemic crisis.

5To further develop this study, the research team is still collecting responses, and it will do so until full representativeness is
reached. For this chapter, I limit the sample to answers gathered during July 2020
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Figure 3.2: Count of firms by province

Figure 3.3: Sample Year and Size
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3.3.2 Variables description

In line with previous studies, two Dependent variables are analyzed: radical and incremental innovation

(Broekel and Boschma, 2012; Knoben and Oerlemans, 2012). In particular, firms were asked to state what

percentage of their turnover has been generated either by radical or incremental innovation. This operational

choice ended-up with two continuous variables bounded between 0 and 100.

For what concerns the Mediating variables, I relied on the well-established categorization of Effi-

ciency and Novelty Business Model (Pati et al., 2018; Zott and Amit, 2007, 2008). In so doing, I adapted

the Zott and Amit (2007) original construct, thus obtaining a 7-items scale to measure Efficiency configura-

tion and a 5-items scale for Novelty one. In both cases, respondents are required to assess their agreement

on items on a 5-point Likert scale. Table 3.1 offers a detailed description of each item, while Table C.1

in the Appendix shows factor loading and alpha values. Both constructs show values for factor loading

(> 0.5), Cronbach’s alpha (> 0.8), and CR (> 0.8) that meet literature requirements (Hair, Black, Babin,

and Anderson, 2009).

The six Independent variables for this study originated in the proximity literature (Boschma, 2005;

Torre and Gilly, 2000). To account for geographically proximate partners, respondents were required to

state the percentage of their partners located within the region (see Bindroo, Mariadoss, and Pillai (2012)

and Pillai and Bindroo (2019) for similar operational designs). In so doing, I obtained a continuous variable

bounded between 0 and 100. For what concerns Cognitive and Social proximity, several items have been

independently designed and tested. For each item, respondents are required to assess their agreement on

a 5-point Likert scale. Hence, Cognitive Proximity items aim to assess both closeness in the knowledge-

base and the ability to integrate that knowledge. While the first declination of cognitive proximity follows

the Boschma (2005) definition, the second tries to capture the cognitive dimension underlying the orga-

nizational closeness claimed by Torre and Gilly (2000) and Torre and Rallet (2005). On the other hand,

Social Proximity items capture three different peculiarities of relationships, namely: lasting (time duration),

strength (magnitude), and personal bond (more than a business partnership). These variations are informed

by the study on strong and week ties of Granovetter (1973), the study on the embeddedness of Uzzi (1997),

the Boschma (2005) framework, and some recent empirical works (Dolfsma and Van der Eijk, 2016; Jes-

persen, Rigamonti, Jensen, and Bysted, 2018). In conclusion, the proximity literature has shown several

’interpretative shades’, which translate into a great richness of definitions and measurements 6. Hence, this

6The Appendix of chapter two provides clear evidence.
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analysis wants to take advantage of that ’multivocality’. In so doing, no data reduction has been performed

on proximity items.

Lastly, three Control variables are included in the model. Size is the natural logarithm of the number

of employees, Age is the natural logarithm of the years since inception (at 2020), and Graduated is the

percentage of employees holding a university degree over the total number of firms labor force.

3.3.3 Econometric strategy

After multicollinearity analysis, the conceptual model (see Figure 3.1) has been tested in three steps. First,

the Efficiency and Novelty Business Model have been regressed over control and independent variables.

Then, Incremental and Radical Innovation has been regressed over the mediators, independent variables,

and controls. As a last, a mediation analysis has been performed. In the first and second steps, OLS

regression has been employed. While to test mediation I followed both Baron and Kenny (1986), Preacher

and Hayes (2008), and Valeri and VanderWeele (2013).

The classic approach of Baron and Kenny (1986) requires the following steps:

Y = α0 +β0X + ε0C (3.1)

M = α1 +β1X + ε1C (3.2)

Y = α2 +β2X + γM+ ε2C (3.3)

To have mediation, the following conditions should be satisfied: (i) β0 is significant, so the predictor (X)

has an effect on the outcome (Y); (ii) β1 is significant, so the predictor (X) has an effect on the mediator

(M); (iii) γ is significant, so the mediator (M) has an effect on the outcome (Y); (iv) β2 is not significant, so

when controlling for the mediator (M), there is no effect on the outcome (Y) by the predictor (X). If all these

four conditions are satisfied, there is a chance that M fully mediates the predictor-outcome relation. On the

other hand, if step (i), (ii), and (iii) are met, but not step (iv), M is a candidate for partial mediation. More

recently, scholar consensus has risen over criticism for step (i) (Valeri and VanderWeele, 2013). Indeed, it is

still possible to have inconsistent mediation if the direct and indirect effects of the predictor over outcome

have opposite signs. In conclusion, to have a candidate for mediation, it is at least necessary to have a

significant β1 and γ .

Once the candidate relationships are individuated, the amount of mediation should be calculated and
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Table 3.1: Variables description

Variable Item Synopsis Scale Source (Adapted from)
Innovation

Radical What is the percentage of turnover realized with rad-
ically innovative products?

0-100 Broekel and Boschma, 2012, Knoben
and Oerlemans, 2012

Incremental What is the percentage of turnover realized with in-
crementally innovative products?

0-100

Business Model
Efficiency Row mean of ebm_0 - ebm_7 Zott and Amit, 2007, Zott and Amit,

2008
α : 0.8231 ebm_0 Clients can easily interact with the focal firm. 1-5
CR : 0.87 ebm_1 During these interactions, our business model en-

ables a low number of errors.
1-5

ebm_2 Our business model does not generate additional
costs for our partners.

1-5

ebm_3 Our business model allows us to handle small and
large size transactions.

1-5

ebm_4 Our business model enables us to make informed de-
cisions.

1-5

ebm_5 Within our firm, transactions are transparent: flows
of knowledge, services, and goods can be verified.

1-5

ebm_6 Our business model allows fast transactions. 1-5
ebm_7 Overall, our business offers high transaction effi-

ciency.
1-5

Novelty Row mean of ibm_0 - ibm_4 Zott and Amit, 2007, Zott and Amit,
2008

α : 0.8664
CR : 0.91

ibm_0 Our business model offers new combinations of
products, services, and information.

1-5

ibm_1 Our business model brings together different actors
or participants to shared projects.

1-5

ibm_2 Our business model enhances the development of in-
novative relationships in terms of quality and rela-
tion depth.

1-5

ibm_3 The firm has continuously introduced innovation in
its business model.

1-5

ibm_4 Overall, the firm business model is novel. 1-5

Proximity
Geographic What is the percentage of partners located within the

region?
0-100 Bindroo, Mariadoss, and Pillai, 2012,

Pillai and Bindroo, 2019
Cognitive Parra-Requena, Ruiz-Ortega, García-

Villaverde, and Rodrigo-Alarcon,
2015, Dolfsma and Van der Eijk, 2016

cpx_1 Our partners have similar knowledge to the focal
firm.

1-5

cpx_2 The focal firm can easily integrate its knowledge
with those of partners.

1-5

Social Dolfsma and Van der Eijk, 2016, Jes-
persen, Rigamonti, Jensen, and Bysted,
2018

spx_1 We prefer to collaborate with partners with which a
long term relationship exists.

1-5

spx_2 We establish strong relationships with our partners. 1-5
spx_3 With our partners we establish personal relationships

that go beyond business relations.
1-5
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tested for significance. Different strategies have been proposed to capture the magnitude and significance of

the indirect effect. Often, this is simply calculated as the product β1γ , and the standard error for this product

is then used to test for significance (Baron and Kenny, 1986; Valeri and VanderWeele, 2013). Another

popular way to test mediation is bootstrapping, which is based on a re-sampling with replacement strategy

performed several times (Preacher and Hayes, 2008). In this article, four different tests are applied to

estimate each candidate relationship: coefficient product, parametric regression models7, bootstrapping8,

and structural equation modeling (SEM). 5000 replications are applied to both bootstrapping and SEM. All

computations are performed through Stata 16.0.

3.4 Results

Descriptive statistics and collinearity tests for all the variables and models included in this study are in the

appendix. Hence, Table C.2 provides mean, standard deviation, min, and max, Table C.3 reports correlation

coefficients, and Table C.4 displays VIF-scores and Tolerance levels for the different models tested. Low

correlation coefficients (< 0.4), low VIF-scores (< 1.5), and high Tolerance levels (> 0.65) exclude any

problem of multicollinearity.

Table 3.2 provides coefficients, standard errors, and p-values for Efficiency and Novelty business

models regressed over controls and independent variables. R2 and Adjusted R2 show good levels in both

cases, but Novelty appears to be better predicted by the involved regressors. Here, geographical proximity

has a negative coefficient, which is significant at 5%, while cpx_2 has a positive coefficient significant at

1%. Also, both Size and Graduated variables are strongly significant. In the case of the Efficiency business

model, cpx_2 has a positive coefficient significant at 1%, and spx_3 has a positive coefficient significant at

5%. All the other predictors are not significant.

Table 3.3 provides hierarchical OLS regression for Radical Innovation regressed over controls, in-

dependent, and mediating variables. Overall, the R2 and Adjusted R2 obtain satisfying levels. Model 2

regresses the outcome variable over controls. In this model, Graduated has a positive coefficient that is sig-

nificant at 5%. In Model 3, all proximity predictors are included, but only cpx_2 has a significant coefficient.

Then, Model 4 introduces the squared term for geographical proximity in order to test for any non-linear

effect for this variable. Both coefficients are significant, suggesting an inverted U-shaped relation between

7The Stata paramed package has been employed (Emsley and Liu, 2013).
8The code to produce bootstrapping analysis in Stata has been retrieved by UCLA: Statistical Consulting Group at https:

//stats.idre.ucla.edu/stata/faq/how-can-i-analyze-multiple-mediators-in-stata/
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Table 3.2: Regression on BM Configurations with Robust Standard Errors

Eff BM Nov BM
Age(ln) 0.0143 -0.0579

(0.0611) (0.0913)

Size(ln) 0.0514 0.165∗∗∗

(0.0344) (0.0439)

Graduated(%) -0.000528 0.00569∗∗∗

(0.00129) (0.00201)

Geo. Px. -0.00171 -0.00387∗∗

(0.00128) (0.00181)

cpx_1 0.0115 0.0105
(0.0483) (0.0782)

cpx_2 0.173∗∗∗ 0.257∗∗∗

(0.0462) (0.0683)

spx_1 0.0467 0.00207
(0.0340) (0.0456)

spx_2 0.0679 0.0533
(0.0428) (0.0665)

spx_3 0.0982∗∗ 0.0844
(0.0400) (0.0615)

Constant 2.505∗∗∗ 1.884∗∗∗

(0.353) (0.499)
Observations 198 198
R2 0.178 0.227
Adjusted R2 0.138 0.190
Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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geographical proximity and radical innovation. With the inclusion of this non-linear effect, both coefficients

for spx_1 and spx_3 become positive and significant. Cpx_2 maintains a positive and significant effect. In

Model 5, both mediating variables are introduced while the non-linear effect for geographic proximity is left

out. The two mediators show positive and significant coefficients, while the other independent variables are

not significant. In Model 6, the non-linear effect for geographic proximity is reintroduced. Here, efficiency

and novelty business models have both a positive and significant effect, geographical proximity has a non-

linear effect over radical innovation, and spx_1 has a positive and significant coefficient. This last model

will be the target model for mediation analysis.

Table 3.4 provides hierarchical OLS regression for Incremental Innovation regressed over controls,

independent, and mediating variables. Here, the R2 and Adjusted R2 show non-satisfactory levels; thus,

predictors cannot explain the observed variance. As first, Model 7 regresses the outcome variable over

controls, of which none is significant. In Model 8, all proximity predictors are included, but only spx_3 has

a significant coefficient. Then, Model 9 introduces the squared term for geographical proximity in order

to test for any non-linear effect for this variable. Both coefficients are significant, suggesting an inverted

U-shaped relation between geographical proximity and incremental innovation. With the inclusion of this

non-linear effect, the coefficient of spx_3 gains in terms of p-value. In Model 10, both mediating variables

are introduced while the non-linear effect for geographic proximity is left out. Here, only Novelty business

models and spx_3 show positive and significant coefficients, while the other independent variables are not

significant. In Model 11, the non-linear effect for geographic proximity is introduced again. Both the novelty

business model and spx_3 maintain a positive and significant effect. The squared geographical proximity

term shows a p-value of 0.104; thus, we can consider the U-shaped relationship also confirmed in model

11. However, given the low values for R2 and Adjusted R2, no one of these models will be included in the

following analysis.

In line with the two fundamental criteria highlighted by the mediation literature, four possible indirect

effects emerge. Firstly, cpx_2 influences both efficiency and novelty business models, which in turn affect

radical innovation. In this case, also the other two stringent conditions described by Baron and Kenny (1986)

are met. Indeed, cpx_2 has a direct effect on radical innovation when mediators are not considered (see M

3 and M 4), and it has a not significant effect when these are included. Hence, we have a candidate for full

mediation operated by two mediators, thus two indirect effects to be tested. Second, spx_3 has a significant

effect on the efficiency business model, which in turn influences radical innovation. Looking at M 4 and

6, also this variable is a candidate for full mediation. Lastly, geographic proximity has a significant effect
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Table 3.3: Regression on Radical Innovation with Robust Standard Errors

M 2 M 3 M 4 M 5 M 6
Age(ln) -2.697 -3.718 -4.152 -3.487 -3.877

(2.690) (2.791) (2.679) (2.665) (2.593)

Size(ln) -0.990 -0.413 -1.136 -1.643 -2.155
(1.346) (1.333) (1.453) (1.354) (1.420)

Graduated(%) 0.161∗∗ 0.147∗∗ 0.149∗∗ 0.119∗ 0.123∗

(0.0695) (0.0719) (0.0734) (0.0706) (0.0727)

Geo. Px. -0.0644 0.564∗∗ -0.0323 0.501∗∗

(0.0474) (0.242) (0.0470) (0.240)

cpx_1 -2.652 -1.892 -2.782 -2.123
(1.971) (2.062) (1.826) (1.894)

cpx_2 3.553∗∗ 3.431∗∗ 1.055 1.159
(1.752) (1.737) (1.670) (1.601)

spx_1 1.993 2.619∗∗ 1.690 2.248∗

(1.238) (1.319) (1.269) (1.339)

spx_2 0.381 -0.363 -0.336 -0.911
(1.698) (1.702) (1.550) (1.566)

spx_3 2.184 2.554∗ 1.106 1.510
(1.446) (1.394) (1.415) (1.410)

Geo. Px. × Geo. Px. -0.00614∗∗ -0.00524∗∗

(0.00239) (0.00237)

Efficiency BM 6.236∗∗ 5.730∗∗

(2.412) (2.441)

Novelty BM 5.525∗∗∗ 5.054∗∗

(2.068) (2.036)

Constant 31.90∗∗∗ 18.24 8.985 -7.788 -13.52
(8.679) (15.00) (15.71) (17.12) (17.23)

Observations 198 198 198 198 198
R2 0.048 0.101 0.144 0.172 0.202
Adjusted R2 0.033 0.058 0.098 0.123 0.151
Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 3.4: Regression on Incremental Innovation with Robust Standard Errors

M 7 M 8 M 9 M 10 M 11
Age(ln) 1.054 1.108 0.796 1.435 1.133

(2.729) (2.780) (2.777) (2.779) (2.787)

Size(ln) -0.157 0.386 -0.134 -0.364 -0.761
(1.322) (1.378) (1.430) (1.430) (1.462)

Graduated(%) 0.0895 0.0808 0.0818 0.0504 0.0531
(0.0708) (0.0731) (0.0746) (0.0750) (0.0767)

Geo. Px. 0.0471 0.500∗∗ 0.0638 0.477∗

(0.0572) (0.249) (0.0572) (0.250)

cpx_1 0.700 1.248 0.668 1.178
(2.246) (2.283) (2.170) (2.201)

cpx_2 1.390 1.302 0.397 0.478
(2.194) (2.185) (2.247) (2.244)

spx_1 1.640 2.091 1.720 2.152
(1.491) (1.507) (1.497) (1.515)

spx_2 0.578 0.0416 0.435 -0.0107
(2.017) (2.046) (1.952) (1.978)

spx_3 3.020∗ 3.286∗∗ 2.775∗ 3.088∗

(1.621) (1.584) (1.642) (1.624)

Geo. Px. × Geo. Px. -0.00443∗ -0.00406
(0.00245) (0.00248)

Efficiency BM -1.944 -2.335
(3.147) (3.148)

Novelty BM 5.163∗∗ 4.798∗∗

(2.423) (2.410)

Constant 30.26∗∗∗ 2.128 -4.543 -2.731 -7.176
(8.356) (14.44) (14.36) (17.03) (16.76)

Observations 198 198 198 198 198
R2 0.009 0.040 0.059 0.063 0.079
Adjusted R2 -0.007 -0.006 0.009 0.008 0.019
Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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on the novelty business model, which influences radical innovation. However, geographical proximity is a

candidate for partial mediation given M 6.

Table 3.5 provides estimates for the indirect effects of cpx_2 via Efficiency and Novelty. In both

cases, all estimates support the existence of a mediation. For what concerns the indirect path via Efficiency,

the simple product test shows a positive coefficient of 0,989, which is significant at 10%. The bootstrapping

method provides further positive evidence. Indeed, both percentile, bias-corrected, and bias-corrected and

accelerated confidence intervals do not contain the value zero, thus confirming the significance of the effect.

Further, the paramed package provides a positive and highly significant coefficient. For what concerns the

indirect path via Novelty, the product test highlights a strong indirect effect of 1.3, which is significant at

5%. Also, the absence of zeros from the confidence intervals obtained through bootstrapping assures the

significance of this effect. Even here, paramed results show a positive and highly significant coefficient.

Both product, bootstrapping, and SEM show that the overall total indirect effect is 2.29, with a p-value

lower than 0.01. Hence, I can conclude than both Efficiency and Novelty mediate the effect of cpx_2 over

Radical Innovation.

Table 3.6 provides estimates for the indirect effect of spx_3 via Efficiency and geographical proximity

via Novelty. In the former case, the product test highlights a positive effect of 0,562 with a slightly not

significant p-value of 0,118. On the other hand, the confidence intervals obtained through bootstrapping

does not contain zeros; thus, I can conclude that this indirect effect is significant. Both paramed and SEM

analyses confirm the significance and positive sign of the indirect effect. Therefore, I can confirm the

existence of an indirect effect of spx_3 via Efficiency. For what concerns the indirect effect of geographical

proximity via Novelty, the product test shows a negative effect of -0,019 with a p-value of 0,1. Here, the

bootstrapping method provides two confidence intervals that do not contain zeros and one that does. On the

other hand, both paramed and SEM confirm the negative effect and its significance. Hence, I can conclude

that an indirect effect exists, but with an almost negligible magnitude (see Figure C.1 in the appendix).

3.4.1 Robustness test

To test the robustness of our initial results, additional analyses have been performed. In particular, three

variables were included: Provinces, Sector, and R&D. The former is a categorical variable that identifies the

location of each firm within a Tuscan province, namely: Firenze, Massa e Carrara, Lucca, Arezzo, Prato,

Pisa, Grosseto, Pistoia, Siena, and Livorno. Indeed, this research assumed that firms do not face enough

institutional heterogeneity since they are located within the same Region, thus supporting the exclusion of
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an institutional proximity variable. Hence, the inclusion of this regressor enables to identify any local unob-

served heterogeneity. The second variable distinguishes firms between manufacturers and service providers

(respectively 97 and 101 in our sample). Even though the choice between novelty- and efficiency-centered

designs as per Zott and Amit (2007) classification should transcend firms’ sectors, it is worth testing if any

unobserved heterogeneity exists. Lastly, R&D is measured as the percentage of total turnover invested in

research and development activities. This variable is not included in our design given the large heterogeneity

of economic activities and firms’ sizes; instead the graduated regressor has been used.

After the inclusion of Provinces’ dummies, Sector dummy, and the replacement of Graduated with

R&D, the results do not diverge critically from Tables 3.2, 3.3, and 3.4. In particular, in the case of efficiency

centered business model, cpx_2 and spx_3 both maintained their positive signs and significant p-values

(0.001 and 0.017, respectively). Noteworthy, this model shows a positive and significant p-value (0.045) of

spx_2. For what concerns novelty design, cpx_2, and geographical proximity both maintained their signs

and significant p-values (0.022 and 0.001 respectively). Then, the same variables were included into M 6

(radical innovation) and 11 (incremental innovation) of Tables 3.3 and 3.4. In the former model, both the

curvilinear effect of geographical proximity and the positive and significant effect of novelty designs were

replicated, but the variable for efficiency design is barely not significant with a p-value of 0.118. In the case

of incremental innovation, the inclusion of these variables is not able to predict any variance, as in M 11.

3.5 Discussion

This research’s empirical analysis provides initial insights on the relationship between external partner con-

figurations, the focal firm’s business model, and innovative outcome. In particular, the empirical exploration

offers novel hints concerning the influence of proximity dimensions over business model designs. This

alone contributes to the literature, which largely overlooked this relation (with some exceptions, such as:

Burt, Johansson, and Dawson, 2016, and Mason and Chakrabarti, 2017). Results of Table 3.2 show that

the ability to have partners from which the focal firm can get knowledge and integrate that resource with

its endowments is a likely determinant of both configurations. Still, the relationship seems more substantial

with the novelty business model. Hence, the focal firm decisions on how to do business appear related to

proximity to external sources, translating into a competitive advantage. Furthermore, the design of an ef-

ficiency centered business model emerges to be related to bonds that go beyond those limited to business.

Hence, those firms oriented to decreasing costs, lower errors, and — in general — to gain control over multi-

faceted business situations seem to rely on friendship. Indeed, the proximity literature has largely suggested
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that social proximity may lower both communication and transaction costs, with a clear benefit in terms of

efficiency (Crescenzi, Nathan, and Rodríguez-Pose, 2016; Ter Wal, 2014). This result is also extremely im-

portant in light of the recent pandemic crisis, where efficient management of transactions under uncertainty

conditions has been a matter of resilience. As a last, the choice of a novelty oriented business model is

negatively related to a high level of local partners. This insight recalls the over-embeddedness discussed by

Uzzi (1997). Even though this is not necessarily detrimental in terms of innovative outcome (see Table 3.3,

3.4), it highlights a possible lock-in effect guided by an excessive regional partnership, that in the long run,

may decrease the competitive ability of firms (Boschma, 2005).

The key contribution of this chapter comes in terms of indirect effects coming to light. Indeed, evi-

dence emerges to sustain an influence of the external relational structure on radical innovation via business

model configurations. Hence, not only proximity dimensions seem to influence firms’ actions, but this effect

appears to pass on the innovative outcomes of the focal firm, thus affecting its market strength. In particular,

three main indirect paths emerged, as shown in Figure 3.4. Here, the cognitive proximity — measured in

terms of the ability to integrate external knowledge — shows a strong indirect influence over radical inno-

vation. Indeed, its effect flows through both Efficiency and Novelty business models leading to an increase

of 2.29 percentage points per unit. The main driver is Novelty, which mediates 56,8% of the total indirect

effect. In the case of friendship relations, Efficiency is the sole driver for the indirect effect that brings an

increase of 0.56 percentage points per unit. However, taken together, these effects highlights interesting

trends. Figure 3.5 shows the indirect effects for cpx_2 at different levels of spx_3 (mean and ±1 standard

deviation from the mean). In particular, the total indirect effect via Efficiency is larger than the one mediated

by Novelty for medium and high levels of spx_3. In the case of low levels of spx_3, the indirect effect via

Efficiency is still larger for values of cpx_2 equal to or lower than 3. This suggests two take-home points:

(i) building personal relationships with partners from which the focal firm can not only receive but inte-

grate knowledge, has a great influence on structuring efficiency oriented business models; (ii) this influence

passes on the odds of focal firm to produce radical innovation more than what a novelty design can. This

second point does not mean that efficiency configuration performs better than novelty in absolute terms,

but that one scope should not exclude the other to fully take advantage of external relational structure. On

this point, Figure 3.6 provides further insights combining on a three-dimensional graph efficiency, novelty,

and radical innovation with the size of markers conditional to the number of regional partners. Here, low

levels of radical innovation are excluded for clarity purposes. Overall, the graph is mainly populated by

firms aiming at both novelty and efficiency (orange circles), followed by novelty oriented (violet circles) or
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efficiency oriented (maroon circles), and as a last by firms with low attention to both novelty and innovation

(green circles). Noteworthy, the top part of the graph (high radical innovation) is mainly populated by firms

aiming at both novelty and efficiency, and by two efficiency oriented actors. In terms of circle sizes, firms

with low attention to both novelty and innovation that still score high in terms of radical innovation, show

a greater preference for regional partners. For other configurations, the non-linear effect described by Ta-

ble 3.3 seems to emerge. In conclusion, firms performing better seem to take advantage of personal bonds

in business relations and external knowledge, pushing them to design business models oriented at Efficiency

and Novelty.

Figure 3.4: Indirect effects on Radical Innovation

Notes: the plot has been realized with Matplotlib predicting values of radical innovation by cognitive and
social proximity. In so doing, boostrapped coefficients of Tables 3.5, 3.6 have been applied to observed
values.

Before concluding, the geographical proximity effect deserves attention. The empirical insights have

shown that relying on regional partners decreases the extent to which firms are oriented to novelty busi-

ness models. Both too low and too high proximity are detrimental for radical and incremental innovation.

Figure 3.7 helps to explain the non-linear effect on both innovation outcomes. In particular, two inverted
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Figure 3.5: Indirect effects on Radical Innovation

Notes: the plot has been realized with Matplotlib predicting values of radical innovation by cognitive and
social proximity. In so doing, boostrapped coefficients of Tables 3.5, 3.6 have been applied to observed
values. To plot the indirect effect via efficiency, the following equations have been used: (1) y = cpx2 ∗
βcpx2 + [mean(spx3)− sd(spx3)] ∗ βspx3 , (2) y = cpx2 ∗ βcpx2 +mean(spx3) ∗ βspx3 , (3) y = cpx2 ∗ βcpx2 +
[mean(spx3)+ sd(spx3)]∗βspx3 .
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Figure 3.6: Radical innovation by Efficiency and Novelty Business Models

Notes: the 3D plot has been realized with Plotly projecting values of radical innovation by efficiency and
novelty business model. The green circles stand for low novelty and efficiency business models, the maroon
circles represent high efficiency but low novelty, the violet circles represent high novelty but low efficiency,
and the orange circles represent high efficiency and novelty. Circle size depends on the percentage of local
partners.
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U-shaped curves describe the effect of geographical proximity. These have almost identical slopes for low

levels of proximity, but in the case of incremental innovation, the maximum is achieved at higher levels

of the predictor. Hence, incremental innovation benefits more of geographical proximity than radical, but

excessive levels are detrimental for both. This curvilinear effect is in line with what theorized in other stud-

ies (e.g. Boschma, 2005), suggesting that sampled firms have similar behaviors to previously investigated

ones. As a last, geographical proximity has an indirect effect on radical innovation, but its magnitude is

shallow (see Figure C.1 in the appendix). Hence, local partners appear to play a role in modeling agents’

actions and on their ability to innovate. So, if on one side geographical proximity can decrease commu-

nication and transaction costs, it can also undermine the exposure to what is novel, thus locking actors in

crystallized routines. This has a detrimental effect on the competitive ability of actors.

Figure 3.7: Predicted innovation levels by Geographical Proximity

Notes: the scatter plot has been realized with Matplotlib predicting values for radical and incremental in-
novation. In so doing, coefficients of regression M 6 and M 11 have been applied to observed values of
geographical proximity.
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3.6 Conclusion

This research explored the relationship between proximity, business model, and the consequent effect on

innovation. What emerges is a relation between actors’ closeness to partners and the actions they design to

create and capture value. This closeness is not merely geographical but social and cognitive. In particular,

friendship and knowledge integration emerge as variables that can enhance the choice for an efficiency-

oriented business model, aiming to lower transaction costs. Also, knowledge integration appears as a key

driver of novelty-oriented models. Indeed, innovation is not a matter of a single node, but networks. Fur-

thermore, the exploratory analysis shows how this translates into innovation performance. Hence, radical

innovation appears to benefit from both novelty- and efficiency-oriented models, and of their ability to con-

vey gains from closeness.

Three key managerial insights emerge from this analysis. First, the literature has shown several

cases of incumbents or new entrants failing not for resource scarcity or innovation inability, but because

they ignore peers. Looking at peers as sources of knowledge is not a weakness, but a huge opportunity.

Indeed, the insights firms can gain from closeness to other actors translates into actions performed and

profit. Second, pursuing innovation does not mean abandoning efficiency. As shown in figure 3.6, firms

with a dual perspective gain the most. Third, it is not where you are based or who you know that determines

your likelihood of profiting from innovation, but how you will take advantage of that resources. This is why

experimenting with different business models with a focus on network resources available, it is crucial for

success.

From a theoretical standpoint, this research highlighted the need to analyze the system of interdepen-

dencies raising between the product/service, the manufacturing/providing firm, and its environment. For

proximity literature, the prompt is to consider how those proximities are translated into value by looking at

firms’ actions. For business model scholars, the suggestion is to consider social dynamics in which actors

are embedded, and the consequent constraints searching for an optimal model. More generally, as suggested

by a recent special issue (Nicholson, Gimmon, and Felzensztein, 2017), many theoretical and empirical

gains can be obtained through the integration between management and economic geography. This chapter

has chosen this direction of contribution.
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3.6.1 Limiations

This exploratory study comes with several limitations that open up to further research development. First,

data collection timing corresponds to one of the most challenging socio-economic crises, as shown by several

recent contributions (e.g., Bonaccorsi et al., 2020; Hsiang et al., 2020), namely Covid-19. Government

policies to contrast the pandemic largely affected individuals, and this translated into generalized social

distress. Given the absence of any previous measure on the sampled firms, this exploratory research cannot

take into account any variability due to this exogenous shock. Second, the sample of firms in this study does

not guarantee any representativeness. Indeed, even though average trends emerged during the analysis do

not highlight any particular issue, the considerable heterogeneity of business activities and the not-sufficient

sample size may lead to biased interpretations. For this reason, the research team will continue to collect

firms’ answers to the questionnaire to be used in a follow up research to strengthen emerging direct and

indirect relations. Third, given the static analysis provided, the results obtained cannot offer any evidence on

underlying mechanisms. On the contrary, a careful mechanistic study as per Hedström and Bearman (2011),

would have provided the chance to discern learning and coordination stages and the consequent effect of

proximity, thus confirming or rejecting the theoretical explanation proposed in section two. Furthermore,

concerning the third point, I cannot provide any causal link but only coefficients of relation, thus hoping for

further research to provide such evidence with longitudinal analysis. Lastly, our model has not been tested

against any competing explanation of the effects emerging, and it is also deficient of a robustness check over

newly introduced digital technologies. On this last point, a great debate exists among scholars (Friedman,

2006; Morgan, 2004) that is worth to be considered in the future development of this research. In conclusion,

this research opens up to neglected but potentially critical phenomena, without any claim for completeness,

causality, or generalization.
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Conclusions

This section summarizes the main results, highlights some limitations, and offers future research advance

considerations.

The thesis aims to deepen the relationship between proximity and innovation. In so doing, it leverages

on novel methodological techniques and different theoretical angles to explore both how and why closeness

may influence firms’ innovation. The last debate has caught the attention of a growing audience since early

2000, not only in terms of magnitude but also of literature spanning contributions. Firstly, the astonishing

diversity of approaches required the author to limit the viewpoint to a single discipline, namely, management.

Then, the choice of a methodology able to sustain the author’s qualitative inquiry ended up with topic

modeling. After clarifying expectations and what constitutes a well-design procedure, the author applied a

typical machine learning train-test design to uncover latent semantic structures. Together with qualitative

means, this leads to the disentanglement of such a spanning and sometimes ambiguous literature theme,

like proximity. Once theoretical claims, empirical evidence, and managerial attention are reconciled, the

dissertation brings attention to a strategy topic to complement our understanding of innovation’s closeness

influence.

Chapter one offers three critical insights for what concerns researchers’ scopes and evaluation strate-

gies in topic modeling research. First, it disentangles four relevant units of analysis that populate manage-

ment research: Classification, Qualitative Variables, Individual Topics, and Topology. Also, these categories

are subdivided into two classes based on the ’substantial semantic interest’ shown. This refinement of the

authors’ scope offered the chance to build up a simple and effective decision tree. Second, evaluation

practices have been collected and grouped into six subgroups: Heuristic, Statistic, Eyeballing, Semantic,

External, and Assessment of the statistical model. In so doing, an extensive collection of methods is offered

to readers. Thirdly, comparing scopes and evaluation practices, the author details the emergence or lack of
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connection between researchers’ scopes and evaluation strategies. This is likely to offer a methodological

blueprint for any scholar, and it certainly does here.

Deepening the relationship between proximity and innovation, chapters two leverages on a novel

methodology and offers the following contributions. First, it clarifies to which managerial conversation

proximity scholars took part. In so doing, it identifies the twelve most relevant topics learned from top

tier management journals and projected into proximity and innovation debate. Second, it classifies all con-

tributions based on the outcome variable considered, obtaining the following sub-classes: technological

innovation, product & process innovation, innovation novelty, the economic value of innovation, network,

and process. Thirdly, it identifies the most relevant theoretical claims for the effect of proximity on innova-

tion, uncovering inconsistencies, or agreement. Lastly, it collects empirical evidences by outcome variable

sub-class, intersecting these with managerial conversation focus. The research for clarity and relationship

with management literature is meant to shed light on contributions offered and other development paths.

The last section introduces the business model in the proximity and innovation debate. This chapter

offers a reflection of the role played by proximity in business model design. In so doing, it proposes learning

and coordination as two phases where closeness may guide design. Both learning and coordination are

recurrent topics of proximity and business model literature, which look at these from two different angles.

Indeed, proximity dimensions are studied as possible ways to obtain better learning and coordination. For the

business model literature, learning is the act of ‘borrowing’ good practices, and coordination is a component

of the model design. At this intersection stands my theoretical claim. Then, the exploratory analysis results

give evidence of both direct and indirect effects. The latter suggests that firms’ business model design is

affected by proximity and that, in turn, this influence may get to their ability to innovate. Limitations apart,

this study bridges two literature streams often unrelated, showing possible gains for both.

This last chapter is still an exploratory blueprint both in terms of sample and methodology. While the

former limitation has been extensively discussed, let me add on the second. Given the enormous amount of

information offered by the Internet, a possible approach to measuring proximity dimension is topic model-

ing. For this, great examples gathered in chapter one provide several interesting future applications (e.g.,

Corritore, Goldberg, and Srivastava, 2020; Haans, 2019). In particular, learned topics can be used to gener-

ate measures of distinctiveness or business proximity (Shi, Lee, and Whinston, 2016) leveraging on entropy

or cosine similarity. This may be especially useful to create closeness measures within and outside clusters.

Other natural language processing techniques that may reveal novel insights are Name Entity Recognition
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and Word Embedding. The first can detect ‘real-world objects’ (e.g. a person, an organization, or a country).

While the second represents words as vectors of similarities to other words uncovering meanings. All these

algorithms may push social sciences research boundaries far away. Unfortunately, these methodological

leaps and intuitions could not be explored due to my sample of respondents. This is not only in terms of the

number of collected answers but mostly of Italian SMEs attention over the Internet. Indeed, less than 50%

of the firms sampled have a website, and those that do seem to not care (e.g. old or scarce content).

Overall, this thesis offers two contributions. Firstly, it shows how much cross-disciplinary dialogue

among social science may benefit our understanding of social phenomena. Indeed, it tries to bring together

both regional economists and management scholars to unpack how distance matters in firms’ activities. Sec-

ond, it highlights the need for a cross-sciences dialogue to explore novel ways of looking at phenomena. In

particular, following the lead of great scholars such as DiMaggio, Nag, and Blei (2013), it demonstrates how

the advancements made by computer scientists may help social disciplines to develop further. Nonetheless,

the thesis bears limitations that transcend single chapters. First, the general attention over the Management

literature may decrease the ability to understand the proximity & innovation topic. Even though this is

considered a necessary condition not to lose track, many more insights would have been acquired from a

‘holistic’ approach. For this reason, an inter-communities effort may generate significant momentum around

theoretical and empirical claims. Second, the thesis has not considered closeness dynamics within online

spaces of interaction. Studies such as Lanzolla and Frankort (2016) prove how much this is worth. Hence,

this dissertation cannot disentangle the two integrated dimensions — online and offline — of actors’ busi-

ness activities. Third, focusing on the sole ‘proximity’ stream to uncover the influence of cognitive and

social dimensions may be reductive. An extensive analysis to reconcile different theoretical viewpoints —

such as embeddedness, institutional theory, and homophily — is another great missing. Lastly, this thesis

goes through a mixed approach to empirical research since topic modeling cannot be considered merely

quantitative in social sciences. However, some pure qualitative analysis would provide an even greater ap-

preciation of phenomena investigated. In so doing, research for face validity would have been helpful for

both academic and practitioner audiences.
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Appendix A

Topic modeling in management research

A.1 Articles Search and Retrieval

The articles search and retrieval process has been performed the 2nd of January 2020. The query

performed on Scopus was structured as:

TITLE-ABS-KEY ( "topic modeling" OR "topic model*" OR "natural language processing" OR "nlp"

OR "latent dirichlet" OR "LDA" ) AND ( LIMIT-TO ( EXACTSRCTITLE , "Academy Of Man-

agement Journal" ) OR LIMIT-TO ( EXACTSRCTITLE , "Administrative Science Quarterly" ) OR

LIMIT-TO ( EXACTSRCTITLE , "Entrepreneurship Theory And Practice" ) OR LIMIT-TO ( EX-

ACTSRCTITLE , "Industrial And Corporate Change" ) OR LIMIT-TO ( EXACTSRCTITLE , "Infor-

mation Systems Research" ) OR LIMIT-TO ( EXACTSRCTITLE , "Journal Of Business Venturing" )

OR LIMIT-TO ( EXACTSRCTITLE , "Journal Of Management" ) OR LIMIT-TO ( EXACTSRCTI-

TLE , "Journal Of Management Studies" ) OR LIMIT-TO ( EXACTSRCTITLE , "Journal Of Prod-

uct Innovation Management" ) OR LIMIT-TO ( EXACTSRCTITLE , "Leadership Quarterly" ) OR

LIMIT-TO ( EXACTSRCTITLE , "Management Science" ) OR LIMIT-TO ( EXACTSRCTITLE ,

"MIS Quarterly Management Information Systems" ) OR LIMIT-TO ( EXACTSRCTITLE , "Orga-

nization Science" ) OR LIMIT-TO ( EXACTSRCTITLE , "Organization Studies" ) OR LIMIT-TO

( EXACTSRCTITLE , "Research Policy" ) OR LIMIT-TO ( EXACTSRCTITLE , "Strategic En-

trepreneurship Journal" ) OR LIMIT-TO ( EXACTSRCTITLE , "Strategic Management Journal" )

OR LIMIT-TO ( EXACTSRCTITLE , "Strategic Organization" ) )
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From this search, 30 articles have been retrieved. Additionally, the query on ISI - Web of Knowledge

was structured as:

ALL=("Topic modeling" OR "topic model*" OR "natural language processing" OR "nlp" OR "la-

tent dirichlet" OR "LDA") AND SO=(ACADEMY OF MANAGEMENT JOURNAL OR ADMIN-

ISTRATIVE SCIENCE QUARTERLY OR ENTREPRENEURSHIP THEORY "AND" PRACTICE

OR INDUSTRIAL "AND" CORPORATE CHANGE OR INFORMATION SYSTEMS RESEARCH

OR JOURNAL OF BUSINESS VENTURING OR JOURNAL OF MANAGEMENT OR JOUR-

NAL OF MANAGEMENT STUDIES OR JOURNAL OF PRODUCT INNOVATION MANAGE-

MENT OR LEADERSHIP QUARTERLY OR MANAGEMENT SCIENCE OR MIS QUARTERLY

OR ORGANIZATION SCIENCE OR ORGANIZATION STUDIES OR RESEARCH POLICY OR

STRATEGIC ENTREPRENEURSHIP JOURNAL OR STRATEGIC MANAGEMENT JOURNAL

OR STRATEGIC ORGANIZATION)

Here, 28 articles have been retrieved. Merging the results of these two searches, we obtained 33

unique articles. Of these, 24 were included.

Furthermore, authors performed a search on Google Scholar by source (the same journals of the

previous queries) and within each Journal Website, with the following keywords: topic modeling, topic

model, natural language processing, nlp, latent dirichlet, lda. This search provided 15 articles more. Lastly,

a further check on each journal website has been performed. Tab A.1 shows count of articles included by

journal.

A.2 Evaluation Metrics

A.2.1 Arun et al. 2010

Arun et al. (2010) obtained their measure leveraging on the Topic-Word matrix (M1), and the Document-

Topic matrix (M2). In particular, employing the Symmetric Kullback-Leibler (KL) divergence measure, the

optimal number of topics is obtained when the following equation reaches its minimum:

Arun2010(M1,M2) = KL(CM1 ‖CM2)+KL(CM2 ‖CM1) (A.1)
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Table A.1: Number of articles by journal

Journal Count
Academy of Management Journal 1
Administrative Science Quarterly 3
Industrial and Corporate Change 1
Information Systems Research 8
Journal of Management 2
Journal of Product Innovation Management 2
Leadership Quarterly 2
MIS Quarterly 10
Management Science 3
Organization Science 2
Research Policy 1
Strategic Management Journal 3

Journals are listed in alphabetical order.

Where, CM1 is the distribution of singular values obtained applying Singular Value Decomposition

(SVD) to the matrix M1, and CM2 is the distribution obtained normailizing the vector L×M2 (L is a vector

of documents lenghts)Arun, Suresh, Madhavan, and Narasimha Murty, 2010.

A.2.2 Cao et al. 2009

Cao et al. (2009) measure computes the average cosine distance among topics, to measure the topic

structure stability:

ave_dis(structure) =
∑

K
i=0 ∑

K
j=i+1 corre(Ti,Tj)

K× (K−1)/2
(A.2)

Where K is the number of topics, and Ti and Tj represent two topics. The correlation is measured as:

corre(Ti,Tj) =
∑

V
v=0 TivTjv√

∑
V
v=0(Tiv)2

√
∑

V
v=0(Tjv)2

(A.3)

A lower distance corresponds to a better structure, therefore the optimal topic number is the one with

minimum ave_dis(structure)Cao et al., 2009.
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A.2.3 Deveaud et al. 2014

Deveaud et al. (2014) method is based on the following:

K̂ = argmax
K

1
K(K−1) ∑

k,k′∈Tk

D(k ‖ k′) (A.4)

Where K is the number of topics given as parameters, TK is the set of K topics modeled, and D(k ‖ k′) is the

Jensen-Shannon divergence between pairs of topicsDeveaud, SanJuan, and Bellot, 2014:

D(k ‖ k′) =
1
2 ∑

w∈Wk∩Wk′

PT M(w|k) log
PT M(w|k)
PT M(w|k′)

+
1
2 ∑

w∈Wk∩Wk′

PT M(w|k′) log
PT M(w|k′)
PT M(w|k)

(A.5)

Therefore, K̂ is the number for which the model produces the best topics (or most scattered).

A.2.4 Dispersion of Residuals

This method considers the linkage between number of topics and model fitTaddy, 2012. In particular,

since the theoretical multinomial dispersion of σ2 should be equal to one, this method consists testing for

overdispersion of the variance. Therefore, if the model σ2 is higher than 1, the true K is larger than what

estimated.

A.2.5 Document-completion Held-out Likelihood

The model predictive performance can be assessed estimating the probability of a slice of the docu-

ment (words or a half) on the base of another slice of the same documentRoberts, Stewart, Tingley, et al.,

2014; Wallach, Murray, Salakhutdinov, and Mimno, 2009. In particular, Wallach et al. (2009) formalized

this estimation as follows:

P(w(2) | w(1),Φ,αm) =
P(w(2),w(1) |Φ,αm)

P(w(1) |Φ,αm)
(A.6)

Where w(1) is the first half and w(2) is the second half of the document w, Φ = φ1, ...φT and φt is a probability

vector for topic t over words, α is a concentration parameter, and m is a base measure.
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A.2.6 Frequency and Exclusivity – FREX

Airoldi and Bischof (2016) built a composite measure that consider both words to topic frequency and

words to topic exclusivity, trying to avoid compensation effects among the two. In particular, the following

measure is an harmonic mean of bothAiroldi and Bischof, 2016:

FREX f k =

(
ω

ECDFφ.,k(φ f ,k)
+

1−ω

ECDFµ.,k(µ f ,k)

)−1

(A.7)

Where ω is a weight to favour exclusivity over frequency (or vice-versa), ECDFx,k is the empirical

comulative distribution function for x, φ f ,k =
β f ,k

∑
K
j=1 β j,v

represents the exclusivity, and µ f ,k ≡ β f ,k represents

the frequency (where β f ,k is the rate of occurrence for word f in topic k).

A.2.7 Griffiths and Steyvers 2004

The Griffiths and Steyvers (2004) method consist in estimating P(w | T ) (where w are words in the

corpus and T the number of topics) for different numbers of topics. In particular, authors suggest employing

samples of the posterior distribution obtained throug Gibbs samplingGriffiths and Steyvers, 2004. In their

example, for almost all T values, eight Markov chains were run (discarding the first 1,000 iterations) and 10

samples were taken from each chain (with a step of 100). Therefore, the best T correspond to the maximum

value of P(w | T ).

A.2.8 Perplexity

Perplexity score is computed as followBlei, Ng, and Jordan, 2003:

perplexity(Dtest) = exp

[
− ∑

M
d=1 log p(wd)

∑
M
d=1 Nd

]
(A.8)

Where Dtest is a test set composed by M documents d, w is a sequence of words for document d and

Nd is the number of words in document d. Perplexity decreases monotonically.

A.2.9 Semantic Coherence

This metric has been introduced by Mimno et al. (2011) and it is maximized when words with higher

probability in a topic tend to frequently co-occur togetherRoberts, Stewart, Tingley, et al., 2014. Topic
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coherence is defined asMimno, Wallach, Talley, Leenders, and Mccallum, 2011:

C(t;V (t)) =
M

∑
m=2

m−1

∑
l=1

log
D(v(t)m ,v(t)l )+1

D(v(t)l )
(A.9)

Where D(v) is the number of documents with the word v, D(v,v′) is the number of documents con-

taining one or more v and at least one v′, and V (t) is a list of the M most probable words per topic tMimno,

Wallach, Talley, Leenders, and Mccallum, 2011.

A.2.10 Silhoutte Coefficient Metric

This metric aims to assess the quality of clusters (topics) produced by LDA, looking at similarity and

dissimilarity between themPanichella et al., 2013. The coefficient for a document di is:

s(di) =
b(di)−a(di)

max(a(di),b(di))
(A.10)

Where a(di) is the maximum distance of di from other documents in the same cluster, and b(di)

is the minimum distance from the centroids (Centroid(C) = ∑di∈C di/|C|) of other clusters C. This metric

ranges between -1 (bad clustering) and +1 (optimal clustering). The mean Silhouete coefficient can also be

computed as:

s(C) =
1
n

n

∑
i=1

s(di) (A.11)

A.2.11 Word and Topic Intrusion

In the word intrusion task, a human evaluator is provided with a set of high probability words (e.g. 5)

for a topicChang et al., 2009. Beside these words, an intruder is randomly included from a set of words with

low probability with respect to that topic. For example

Set of high probability words: dog, cat, horse, pig, cow

Inclusion of the intruder word: dog, cat, horse, apple, pig, cow

As the coherence of this illustrative topic example is high, apple is easily identified as the intruder. However,
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there are cases where coherence is not so evident, e.g.: car, teacher, platypus, agile, blue, Zaire. Therefore,

the model precision (MP) is evaluated as:

MPm
k =

∑s 1(imk,s = ωm
k )

S
(A.12)

Where ωm
k is the index of the intruder word for the kth topic and model m, imk,s represent the intruder

selected by individual s among the words generated for topic kth, and S is the sum of individuals.

Similarly, in the topic intrusion task, a human evaluator is provided with a set of high probability topics

for a document, then an intruder topic is randomly addedChang et al., 2009. The coherence evaluation task

follows the structure of word intrusion one. The results of this task is then employed to generate the topic

log odds (TLO):

T LOm
d =

∑s log θ̂ m
d, jm

d,?
− log θ̂ m

d, jm
d,s

S
(A.13)

Where jm
d is the true intruder for document d in model m, jm

d,s is the intruder selected by individual s,

and θ is the probability assigned.

A.2.12 Accuracy, Precision, Recall, and F-Measure

These concept are required for the operationalization of the following metrics:

True Positive: both the value predicted and the true value are 1 (true).

True Negative: both the value predicted and the true value are 0 (false).

False Positive: the value predicted is 1 (true), but the true value is 0 (false).

False Negative: the value predicted is 0 (false), but the true value is 1 (true).

The Accuracy score can be therefore calculated as:

Accuracy =
Correct Predictions
Total Predictions

(A.14)
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OR,

Accuracy =
True Positive+True Negative

True Positive+True Negative+False Positive+False Negative
(A.15)

Precision, Recall, and F-Measure are calculated as followsHong and Davison, 2010:

Precision =
True Positives

True Positives+False Positives
(A.16)

Recall =
True Positives

True Positives+False Negatives
(A.17)

F−Measure = 2× Precision×Recall
Precision+Recall

(A.18)

A.2.13 Area Under the ROC Curve (AUC)

The receiver operating characteristic (ROC) curve is employed in machine learning to compare clas-

sifiers on the basis of the relationship between true positive rate (tpr) and false positive rate (fpr)Powers,

2011. The best classifier is the closer to the coordinates ( f pr = 0,t pr = 1), and distant from t pr = f pr.

In order to choose the optimal model, the condition applied is to minimize the AUC. The AUC metrics

varies between 0 and 1, where 0.5 indicates an uninformative classifier (almost random) and 1 a perfect

classification performance.

A.3 Evaluation Practices by Unit of Analysis
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Table A.2: Percentages of Evaluation Practices by Unit of Analysis.

Classification
Qualitative
Variables

Individual
Topics

Topology

Heuristic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23 . . . . . . . . . . . . 25
Statistical . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41 84 100

Arun et al. 2010 . . . . . . . . . . . . 19 . . . . . . . . . . . . 25
Cao et al. 2009 . . . . . . . . . . . . 14 . . . . . . . . . . . . . . . . . . . .
Devedeaud et al. 2014 . . . . . . . . . . . . 14 . . . . . . . . . . . . 25
Dispersion of Residuals . . . . . . . . . . . . . . . . . . . . . . . . 17 . . . . . . . .
Document-completion Held-
out Likelihood

. . . . . . . . . . . . . . . . . . . . . . . . 17 . . . . . . . .

Frequency and Exclusivity . . . . . . . . . . . . . . . . . . . . . . . . 17 . . . . . . . .
Griffiths and Steyvers 2004 . . . . . . . . . . . . 28 . . . . . . . . . . . . 75
Perplexity . . . . . . . . . . . . 10 50 . . . . . . . .
Semantic Coherence . . . . . . . . . . . . . . . . . . . . . . . . 34 . . . . . . . .
Silhoutte Coefficient . . . . . . . . . . . . . . . . . . . . . . . . 17 . . . . . . . .

Eyeballing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69 84 75
Keywords Inspection . . . . . . . . . . . . 64 84 75
Visual inspection . . . . . . . . . . . . 5 17 . . . . . . . .

Semantic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28 100 75
Word Intrusion . . . . . . . . . . . . 5 34 . . . . . . . .
Topic Intrusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Polysemy Inspection . . . . . . . . . . . . 5 . . . . . . . . . . . . . . . . . . . .
Topic to document inspection . . . . . . . . . . . . 19 100 25
Human coder agreement . . . . . . . . . . . . 10 50 50

External . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 17 . . . . . . . .
Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Area Under the ROC curve 17 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Precision 50 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Recall 67 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
F-measure 67 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Note: numbers refer to inter-group percentages. Aim (number of articles): Classification (6), Qualitative
Variables (22), Individual Topics (6), Topology (4).
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Proximity and Innovation

B.1 Articles sources

Table B.1 and Table B.2 shows articles retrieved by journal (in alphabetic order).

Table B.1: Number of proximity and innovation articles by journal

Journal Count of Studies

1 Academy of Management Journal 2

2 Administrative Science Quarterly 3

3 American Journal of Sociology 1

4 Annals of Tourism Research 2

5 British Journal of Management 1

6 Business Strategy and the Environment 1

7 Economic Geography 3

8 Entrepreneurship and Regional Development 3

9 Environment and Planning A 3

10 European Management Review 2

11 European Urban and Regional Studies 2

12 Industrial Marketing Management 3

13 International Business Review 1

14 International Journal of Industrial Organization 1
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15 Journal of Business Research 6

16 Journal of Economic Geography 6

17 Journal of International Marketing 1

18 Journal of Product Innovation Management 1

19 Journal of Regional Science 2

20 Journal of Small Business Management 3

21 Journal of Urban Economics 1

22 Management Science 2

23 Organization Science 1

24 Production Planning and Control 1

25 R and D Management 1

26 Regional Studies 15

27 Research Policy 16

28 Small Business Economics 4

29 Strategic Management Journal 4

30 Technological Forecasting and Social Change 2

31 Technovation 3

32 Urban Studies 1

Table B.2: Number of training set articles by journal

Journal Count of studies

Academy of Management Journal 1601
Academy of Management Review 865
Administrative Science Quarterly 542
Journal of Management 1974
Journal of Management Studies 1723
Organization Science 1467
Organization Studies 1844
Strategic Management Journal 2746
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B.2 Topic Modeling

Topic modeling is a methodology offered to social scientists by the machine learning community (DiMaggio,

Nag, and Blei, 2013). Under this umbrella term are grouped a series of algorithms that enable scientists to

uncover themes diffused in a collection of documents, and to consequently characterize those documents

with the discovered themes (Blei, 2012). This article leverages on a particular topic modeling algorithm,

Latent Dirichlet Allocation, firstly introduced by Blei, Ng, and Jordan (2003).

B.2.1 Topic modeling analysis

The topic modeling analysis has been performed through Python programming language. In particular, we

leveraged on SpaCy library for text pre-processing, Gensim and Mallet for topic modeling. The python

script has been written following the example provided by Sieweke and Santoni (2020).

As a first step, the 12,762 abstracts from organization and management theory journals have been pre-

processed. This step is necessary to prepare the raw text to be analyzed. The processing pipeline adopted in

this study is based on a language model provided by SpaCy 1, and it consist of: tokenization, each abstract

has been segmented in single objects, thus words, numbers, punctuation; lemmatization, each word has been

transformed in its base form, e.g. ‘goes’ turns into ’go’; token removal, common words (stop-words such

as ‘the’, ‘or’, ‘and’ etc.) and numbers have been removed. Authors agreed on not including any set of

customized stop-words.

Once the natural language processing pipeline has been concluded, each abstract (document here-

after) has been further analyzed with Gensim . Firstly, n-grams (multi-words expressions, e.g. ‘New York’)

have been detected. This step allows to generate from two (bi-grams) or three (tri-grams) distinct tokens

(words) a unique one (e.g. ‘absorptive_capacity’ or ‘transaction_cost_theory’). Hence, the ‘tri-grammed’

documents have been employed to generate a Dictionary (set of unique tokens in the database to which an

id is assigned) and Corpus (each document is transformed in a vector composed by a word id and the count

of its occurrence in that document). In so doing, a bag-of-words vectorized representation of documents has

been obtained, which constitutes the input for the topic modeling.

As a third step, Mallet was used to estimate our LDA. A part from Corpus and Dictionary, the al-

gorithm requires the researcher to indicate the number of topics. In order to select the optimum number, a

1The language model employed (namely ‘en_core_web_lg’) is an English multi-task CNN trained on OntoNotes5, with GloVe
vectors on Common Crawl.
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set of competing models have been estimated, in a range of ±20 from 64. This is the number of keywords

offered by the Organization and Management Division of the Academy of Management to their reviewers

(Tab B.3 lists all keywords retrieved in January 2020). For each model, the Coherence Score metric has been

estimated, thus retaining the model with the highest score (Mimno, Wallach, Talley, Leenders, and McCal-

lum, 2011). As shown in Figure B.1, the number of topics for which the coherence score is maximized is

47.

Table B.3: Organization and management theory reviewers keywords

Collection of keywords

Agency Theory Careers & Mobility Institutional Logics / Complexity Social Responsibility & Ethics

Behavioral Theory & Decision Making Categories & Categorization International, Comparative & Global Societal Impact

Complexity and Systems Theory Change Interorganizational Relations Status and Reputation

Ecology (Organizational, Population,
Community)

Communities Knowledge Flows and Knowledge Man-
agement

Strategy and Strategizing

Evolutionary Theory, Path Dependence
and Imprinting

Corporate Governance Leadership Technology

Institutional Theory Culture Learning, Adaptation, Routines, and
Knowledge Management

Trust and Cooperation

Networks and Embeddedness Deviance Markets and Economies Open Innovation

Power / Resource Dependence Diffusion and Adoption Materiality / Visuality Archival or Historical

Practice Theory Discourse, Rhetoric, Communication Occupations, Professions and Work Experimental (Lab or Field)

Sensemaking and Cognition Diversity Organizational Design, Structure and
Control

Empirical, Big Data

Social Movement Theory Economic Sociology Organizational Identity Empirical, Qualitative

Transaction Cost Economics Entrepreneurship Paradox Studies Empirical, Quantitative

Upper Echelons Theory Groups, Top Management Teams and Ex-
ecutives

Performance and Effectiveness Empirical, Set-theoretic (including QCA)

Actor-Network Theory Human Resource Management and Em-
ployment Relationship

Process Organization Studies Mixed Methods

Critical Theory Inequality/Stratification Social Capital Simulation

Capabilities and Competencies Innovation and Creativity Social Media Theoretical/Conceptual (No Data)

As a fourth step, the LDA model with 47 topics has been trained on the sample of 12,762 abstracts

from organization and management theory journals. To further assess the goodness of the topics retrieved,

some eyeballing techniques have been employed. In particular, Figure B.2 shows a dynamic visualization

of topics obtained through PyLDAvis (available in HTML format). The left side of the figure provides a

visual representation of the relationship between topics through multidimensional scaling. On the right side,

the thirty most salient terms per topic are reported. Additionally, Table B.4 provides the five most relevant
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Figure B.1: Coherence score values

44 46 48 50 52 54 56 58 60 62 64 66 68 70 72 74 76 78 80 82 84
Number of Topics

0.37

0.38

0.39

0.40

0.41

0.42

0.43

Co
he

re
nc

e 
Sc

or
e

lemmas per each topic, thus with the highest posterior probabilities per that topic.

Lastly, the trained topic modeling was used to retrieve topics discussed (and the respective posterior

probability) by each of the 98 studies. This step enables to uncover how proximity and innovation articles are

nested into the broader managerial literature. Here, some topics dealing with methodological and technical

issues have been excluded, such as: 11, 25, 26, 28, 29, 38. In particular, these excluded topics are not much

relevant. Topic 38 shows high posterior probability for 4 articles, while topic 11, 25, 26, 28, 29 for one each.

Table B.4: Five most relevant lemmas per topic

Topic Id

1 2 3 4 5 6

employee team technology group process alliance

perceive ceo technological member innovation activity

commitment executive production task dynamic partner

job pay company conflict mechanism benefit

perception compensation firm individual develop increase

7 8 9 10 11 12

manager type corporate relate future resource

decision choice board study review capability

managerial copyright stakeholder result literature human

cognitive framework governance relationship framework competitive_advantage

decision_making paper director associate article firm

13 14 15 16 17 18

work job structure system level role

service career complexity development context study

project woman formal design analysis play

professional worker coordination process boundary tension

study gender structural paper integration highlight
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19 20 21 22 23 24

relationship literature measure institutional perspective identity

trust provide dimension political risk form

exchange question study logic economic process

relational important construct policy agency identification

mechanism search assess institution view core

25 26 27 28 29 30

collective effect investment influence analysis study

action relationship ownership factor variable leadership

communication high financial examine effect leader

frame positive r&d study result community

meaning negative incentive impact size behaviour

31 32 33 34 35 36

approach experience business time practice knowledge

culture venture opportunity study power learning

paper capital success unit paper external

concept prior entrepreneurial diversity relation learn

cultural event entrepreneurship pattern discourse internal

37 38 39 40 41 42

network management behavior information industry environment

tie article implication action entry response

social field individual problem rate environmental

position science discuss issue growth uncertainty

collaboration author propose concern incumbent condition

43 44 45 46 47

focus social market acquisition control

attention idea product country support

paper study competitive international test

point creativity diversification foreign hypothesis

argue creative competition local result

B.2.2 Topic modeling results

To provide further supporting evidences for the LDA model trained, the following abstracts have been se-

lected to show the ability to capture ‘multivocality’. In particular, Weterings and Koster (2007) abstract has

a high posterior probability for topic 41 (Entry, Growth & Survival) of 0.098 and for topic 32 (Experiences)

of 0.087:

Previous studies showed that firms established by experienced founders have higher survival

rates and employment growth, but the potential effect of pre-entry experiences on innovation

remains unclear. Using an original dataset, we examine the effect of founder’s experiences, the

relationship with the founder’s previous employer and spatial proximity to the previous work-

place on the innovative performance of small software firms in the Netherlands. Apart from

entrepreneurial experiences, the results suggest no effect of pre-entry experiences. Continued
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contacts with the founder’s previous employer appear to limit the firm’s innovative performance,

but firms do benefit from being established near the previous workplace.

Another example is offered by Kapetaniou and Lee (2019) that shows a high posterior probability for

topic 3 (Technology & Production) of 0.213 and for topic 46 (Local & Distant) of 0.105:

Open innovation implies that geographical proximity is irrelevant. However, we posit that any

potential innovation outcome depends on the spatial constraints on openness. In this paper, we

add a geographical proximity dimension to open innovation by analysing how a domestic and

international open innovation approach affects innovation outcomes. In particular, we hypoth-

esise that domestic open innovation has positive effects on new-to-the-firm product innovation,

due to easily accessible resources. We further posit that, through international open innovation,

SMEs can access new and advanced knowledge which is not available locally, leading to more

novel innovations. However, we expect that the relationship between openness, both domes-

tic and international, and innovation is conditional on R&D activities. Our empirical analysis

based on the Cyprus Community Innovation Survey supports these hypotheses. Our results un-

derline the critical role of the spatial aspect on open innovation in SMEs, something which has

remained surprisingly absent from the literature.

As last example, Li, Qiu, and Wang (2019) abstract has high posterior probability for topic 3 (Tech-

nology & Production) of 0.158 and for topic 6 (Portfolio of Alliances) of 0.101:

We examine the organizational choice and innovative activity of technology conglomerates—firms

that explore different technology fields with heated inventive activity. We develop a measure

of firm-to-economy technological proximity to capture the extent of a firm’s technology con-

glomeration. We show that technology conglomerates are more likely to form alliances and

that these alliances lead to higher patent output. In terms of underlying mechanisms, we show

that after alliance formation, there are significant knowledge pooling and cross-fertilization be-

tween technology conglomerates and their alliance partners. Moreover, technology conglomer-

ates produce more patents that are novel and/or with greater impact. Our findings suggest that

both synergy and tolerance for failure are important motives for technology conglomerates to

use alliances to accelerate corporate innovation.
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B.3 Proximity

B.3.1 Other Proximities

In our sampled articles, thirteen studies deal with proximity dimensions that are not included in the ‘canon-

ical’ set. Table B.5 summarizes the investigated dimensions:

Table B.5: Other proximity dimensions

Authors Dimensions

Brink, 2018 (i) temporal proximity: ‘organisational proximity can also be framed by the visits of agents
who facilitate cooperation in specific “time windows” that form “temporal proximity” for firm
network innovation. ’ (p. 69), (ii) virtual proximity: ‘tools provided through the Internet, e.g.
Skype and platforms for sharing documents facilitate “virtual proximity” of distant agents’ (p.
69), (iii) vision proximity: ‘in which actors possessing proximity in (. . . ) in future vision’ (p.
69)

Cabrer-Borras and Serrano-
Domingo, 2007

commercial proximity: ‘in an industrial context, the innovative contiguity between productive
sectors, wij , is often set equal to 1 if the intensity in their commercial relationships is higher
than the average. If we follow this idea, we can define the proximity between regions from a
commercial perspective’ (p. 1363)

Cantù, 2010 vision proximity: actors sharing a similar business vision
Crescenzi, Nathan, and
Rodríguez-Pose, 2016

cultural–ethnic: ‘whether co-patenting inventors share the same national, cultural, and/or eth-
nic background’ (p.178)

Dolfsma and Van der Eijk,
2016

network distance: ‘a focal actor may be in direct contact and can exchange knowledge directly’
(p. 274)

Guan and Yan, 2016 cultural proximity: ‘indicates differences between national cultures, such as social norms,
ethnicities, and beliefs’ (p. 1463)

Lundquist and Trippl, 2013 (i) physical proximity: ‘it has less to do with pure distance measured in kilometers between
different actors, than with the efforts it takes for them to interact in terms of time and costs’
(p. 453), (ii) functional distance: ‘refers to differences between regions in innovation perfor-
mance’ (p. 453), (iii) relational proximity: ‘is an umbrella term for a number of non-tangible
dimensions discussed in the literature, for instance cognitive, organizational, social, institu-
tional, cultural and technological proximity’ (p. 453)

Moodysson and Jonsson, 2007 (i) functional proximity: ‘refers to physical distance affected by mobility. An alternative
conception associated with functional proximity is therefore accessibility. It is hence not only
bare Euclidean physical distance, but also includes time and cost dimensions’ (p. 118), (ii)
relational proximity: ‘refers to a non-tangible dimension based on affinity and similarity’ (p.
118)

Presutti, Boari, Majocchi, and
Molina-Morales, 2019

relational proximity: ‘this dimension captures both social and cognitive inter-organizational
proximity ’ (p. 344)

Torre, 2008 temporary geographical proximity: ‘The mobility of individuals, which makes it possible
to implement this mechanism, and which we shall call temporary geographical proximity,
implies a strong relation to space but one that differs in nature from that described by the
traditional approaches’ (p.5?)

Weidenfeld, 2013 socio-cultural proximity: social and cultural similarities or dissimilarities
Zeller, 2004 (i) cultural proximity: ‘is expressed by a common cultural background, which facilitates the

understanding of information and the establishment of norms of behavior between innovative
actors and researchers’ (p. 88), (ii) internal/external proximity: ‘refers to the internal rela-
tions of a firm that should enable the creation and transfer of knowledge and technologies
among different units and locations of the organization’ (p. 89), (iii) virtual proximity: ‘can
be produced by using communication and information technologies’ (p. 88)

B.3.2 Proximity Measures

In the following section, a collection of measurements from our sample of article is reported. Tables

are ordered on the base of the count of studies interested on that dimension, so: Geographical (Table B.6),

Organizational (Table B.7), Cognitive (Table B.8), Technological (Table B.9), Social (Table B.10), and
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Institutional (Table B.11).

Table B.6: Geographical proximity measurement

Authors Research Question or Aim Measurement

Ardito, Messeni Petruzzelli,

Pascucci, and Peruffo, 2019

How do proximities moderate family

firms involvement in interfirm R&D col-

laborations and with what consequences

for innovation?

Distance in kilometers between the location sites

Baptista, 2001 Does the diffusion of new technologi-

cal processes occur faster in geograph-

ical areas with higher density of knowl-

edge sources?

‘Number of previous adopters located in the firm’s

own region’ (p.35)

Beise and Stahl, 1999 ‘Can the contribution of public research

to industrial innovations be identified

and traced back to their source by inno-

vating companies?’ (p.399)

Share of scientists from public research institutions

located not more than 100 km away from the firm’s

country.

Bindroo, Mariadoss, and Pillai,

2012

What is the effect of customer clusters

on firms’ innovation?

Percentage of customers at different locations (10

choices, to which a discounting factor has been ap-

plied).

Broekel and Boschma, 2012 How do proximities influence the tech-

nical knowledge network and with what

consequences for innovation perfor-

mance?

‘Average distance [km] between a firm and the orga-

nizations it is exchanging knowledge with’ (p.424)

Broström, 2010 What is the role of geographical prox-

imity in R&D projects?

‘Link within county (=1) or outside (=0) county’ (p.

1316)

Brunow, Hammer, and Mc-

Cann, 2020

What is the relation of KIBS loca-

tion choices and their innovation perfor-

mance?

Minimum distance from cities (three types of cities

distinguished on the number of inhabitants).

Capaldo and Petruzzelli, 2014 How do partner proximities influence

performance in knowledge-creating al-

liances?

Distance (km) between partners location sites.

Chu, Tian, and Wang, 2019 How does supplier–customer proximity

affect the supplier’s innovation outputs?

Distance (spherical geometry: latitude and longitude)

among headquarters

Crescenzi, Nathan, and

Rodríguez-Pose, 2016

How do proximities influence collabo-

rative knowledge creation at individual

level?

‘Inverse of linear distance between TTWA [Travel to

Work Areas] centroids where each inventor is located’

(p.182)

Czarnitzki and Hottenrott,

2009

How do regional characteristics influ-

ence innovative performance of firms?

location characteristics, availability of: skilled per-

sonnel, university, main suppliers, firms for network-

ing, the infrastructure, fiscal incentives.

Davis and Greve, 1997 How do proximities influence the corpo-

ration as a governance structure?

Distance among headquarters location of prior

adopters and focal firm.
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Divella, 2017 To what extent heterogeneity in cooper-

ation for innovation conduce to genera-

tion in-house, in cooperation, or adop-

tion of innovation?

Set of dummies (local/regional [within 100 miles],

national, international) and a categorical variable (0,

no cooperation; 4, cooperation with partners at all ge-

ographical locations)

Dolfsma and Van der Eijk,

2016

How does distance affect opportunity of

interaction and actor’s innovative per-

formance?

‘Co-location of designated workspaces on the same

floor in the same building’ (p. 278)

Doloreux and Shearmur, 2012 Does the distance from metropolitan re-

gions influence the innovation perfor-

mance?

Distance from major or minor metropolitan areas.

Doran, Jordan, and O’Leary,

2012

Does‘business innovation benefit more

from increased frequency of interaction

with agents located regionally, nation-

ally and internationally?’ (p.706)

Location (regional, national, international) of several

actors (suppliers, customer, competitors, higher edu-

cation institutes, agencies).

Dornbusch and Neuhäusler,

2015

How does academic involvement affects

innovative output of research teams?

Average distance among all inventors (‘crow flies’

distances’).

Drejer and Ostergaard, 2017 What is the role of ‘employee-driven

relations in firms’ collaboration with

specific universities on innovation’?

(p.1193)

‘Road travel time between firm and university post-

code areas’ (p.1197)

Fernandes and Ferreira, 2013 How does knowledge transfer between

universities and KIBS take place?

‘Importance attributed to geographic proximity to the

university as a catalyst for cooperation (1 – Not at all

important; 5 – Very important)’ (p.465-466)

Fitjar and Rodríguez-Pose,

2011

What is ‘the geographical dimension of

the sources of innovation’? (p.1248)

Number of partners at three distinct locations (re-

gional, national, international)

Freel, 2003 What are the factors influencing cooper-

ation for innovation?

‘Groupings based on the highest spatial level of

innovation-related links (i.e. ‘local’, ‘regional’, ‘UK’

and ‘overseas’)’ (p. 764)

Funk, 2014 ‘How [does] firms’ innovative perfor-

mance relate to the makeup of their local

environments’? (p. 194)

‘ FPit = Σ j 6=i
x j

1+di j
where x j is a weight, di j is the

distance between firm i and firm j, t is an index for

time,and j is an index for all firms other than i’ (p.

203)

Gaba and Meyer, 2008 How do organizational practices spread

and diffuse?

Distance of firm i at time t is di j =

Σ j=SV,128,NY di jθ jt−1, where di j is the distance

of firm i from cluster j (Silicon Valley, New York,

and Route 128) , and θ jt−1 is the proportion of funds

for IT startups lagged by one year in that cluster.

Geerts, Leten, Belderbos, and

Van Looy, 2018

How should firm organize for explo-

ration and exploitation?

Location of inventors is used to calculate ‘spatial am-

bidexterity (a higher degree of spatial proximity be-

tween a firm’s technology exploration and exploita-

tion activities)’ (p.158)

Ghio, Guerini, and Rossi-

Lamastra, 2016

How do university knowledge influence

the creation of innovative start-ups?

Ratio of the academic staff of province j, ‘special-

ized in the scientific fields that constitute the knowl-

edge base of the industry i, and the population of the

province j as in 2011’ (p.297)
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Giuliani, 2007 Can difference in knowledge bases in-

fluence the transfer and absorption of

innovation-related knowledge?

Location in a cluster, ties with local firms for knowl-

edge or business reasons

Guan and Yan, 2016 What are the antecedents of recombina-

tive innovation and how can this type of

innovation be measured?

Distance (spherical geometry: latitude and longitude)

among country’s capital.

Huggins and Johnston, 2010 What are the features of firms’ networks

to access knowledge and generate inno-

vation?

Location inside/outside the region of network actors

Jespersen, Rigamonti, Jensen,

and Bysted, 2018

What is the role of proximities to a part-

ner when ‘focal firm wants to initiate

process innovation’? (p.880)

Spatial distance between partners

Kapetaniou and Lee, 2019 How does geographic proximity influ-

ence product innovation in open innova-

tion?

Domestic open innovation looks at location of six dif-

ferent partners and generate a score that goes from 0

(no national partners) 6 (all national partners)

Knoben and Oerlemans, 2012 What is the differential impact on inno-

vation performance of different configu-

rations of firm’s ego-network?

Number of local partners (same town/city) divided by

the number of non-local partners (province, country,

outside the country)

Laursen, Reichstein, and

Salter, 2011

Is the propensity of university-firm col-

laboration influenced by distance and

university research quality?

Distance (’crow flies’) from the closest university and

set of distance measures from first-, second-, and

third-tier university

Lazzeretti and Capone, 2016 ‘How do the different forms of proxim-

ity influence the formation of innovation

networks?’ (p. 5855)

Co-location (same region/country)

Leten, Landoni, and Van Looy,

2014

What are the inter-organizational prac-

tices that enhance knowledge and inno-

vation access in order to innovate?

Adjacent firms (location in different provinces)

Li, Xia, and Zajac, 2018 What is the role of external stakeholders

in firm’s innovation performance?

External innovativeness in the firm region

Li, Qiu, and Wang, 2019 How do technological conglomerates

get access to new knowledge and with

what consequences for innovation?

‘Inventor Geographic Proximity, takes the value of

one if the inventor resides less than 200 km away from

their partner’s headquarters, and zero otherwise’ (p.

19)

Liang and Liu, 2018 How do changes in network structural

and attributes proximity effects influ-

ence innovation performance?

‘The proportion of direct ties between focal actor and

partners in the same province to focal actor’s total

number of direct ties’ (p. 1303)

Link and Scott, 2003 What is the influence of science parks

on university missions?

Distance (miles) between an university and its associ-

ated science park

MacPherson, 1998 What is ‘the role of academic linkages

in the product development efforts’ (p.

261) of SMEs?

‘Time-distance by car’ (p. 265)

Maietta, 2015 How do university–firm collaborations

impact on firm product/process innova-

tion?

Distances from the three closest faculties (km) and

one distance dummy (>150 km)
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Marrocu, Paci, and Usai, 2013 ‘What is the balance of internal and ex-

ternal factors in shaping regional inno-

vative performance’ (p. 1485) and with

what consequences for policies?

‘Distance in km between the centroids of any two re-

gions’ (p. 1487)

Mohliver, 2019 What is ‘the role of of professional ex-

perts in the diffusion of innovative prac-

tices’? (p. 310)

‘The proportion of backdating by proximate firms:
Σ

t−1
t−2Backdatingzt

Σ
t−1
t−2Companieszt

’, where z is the city where the head-

quarter is located, t is the year, ‘ Backdating denotes

the firms that backdate their option grants, and Com-

panies represents the city’s population of public firms’

(p. 321)

Molina-Morales and Martínez-

Fernández, 2010

What is the role of social interactions,

trust, shared vision, and the involvement

of local institution in firms’ innovation?

Affiliation to industrial district (‘perceptual’ identifi-

cation)

Morescalchi et al., 2015 What is the influence of distance and

country borders on inter-regional links?

‘Distance, in kilometers, between the centroids of the

NUTS3 regions’ (p. 656)

Oerlemans and Meeus, 2005 What are ‘the effects of proximity in

innovation networks on innovative and

economic performance?’ (p. 90)

‘Whether or not a firm’s most innovative ties with

buyers and suppliers were (1) intra-regional only, (2)

interregional only, (3) both intra- and interregional

and (4) no significant innovative ties (control group)’

(p. 98)

Owen-Smith and Powell, 2004 ‘We contend that integrating consid-

erations of the geographic propinquity

of network structures and the institu-

tional demography of network nodes of-

fers new insights into the relationship

between social structural position and

firm-level outcome’ (p. 5)

Membership in a geographically collocated network:

‘Dummy variable, 1 = connected to the main network

component in Boston network’ (p. 15)

Parent and Riou, 2005 What is the effect of knowledge

spillovers on patents’ growth?

‘Transportation time between the main administrative

city of region i and the main administrative city of

region j’ (p. 759)

Phene, Fladmoe-Lindquist,

and Marsh, 2006

‘How [do] different sources of external

knowledge influence a firm’s ability to

generate breakthrough innovation’? (p.

370)

National or non-national origin of a patent

Pillai and Bindroo, 2019 What is the influence of supplier cluster

characteristics on firm innovation per-

formance?

Percentage of suppliers located at different geograph-

ical distances (city, region, country etc.) discounted

as distance increase.

Ponds, Oort, and Frenken,

2010

What is the effect of ‘collaboration

networks and geographical proximity

for academic knowledge spillovers and

their effect on regional innovation’? (p.

232)

Travel time between regions i and j
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Presutti, Boari, Majocchi, and

Molina-Morales, 2019

What is the direct and indirect (inter-

action with absorptive capacity) influ-

ence of proximities on innovative per-

formance?

‘We defined a dummy variable equal to 1 for cus-

tomers located inside the cluster and 0 otherwise’ (p.

348)

Rammer, Kinne, and Blind,

2020

How are ‘different knowledge sources

(...) geographically related to different

type of innovation’? (p. 997)

‘Distance thresholds: 50, 100, 250, 500, 1000 and

2500 m, measured as direct distance from the build-

ing in which a firm is located to the location of other

firms, universities and research institutes’ (p. 1006)

Schwartz, Peglow, Fritsch, and

Günther, 2012

Deepen the relationship between

projects characteristics and innovation

output

‘Mean distance between the respective ZIP-code ar-

eas of all project partners’ (p. 363)

Shearmur, 2011 Is there ‘any reason to suppose that local

characteristics have an influence over

the propensity of firms to innovate’? (p.

1226)

Euclidean distances (straight-line distance) from ma-

jor and minor metropolitan areas.

Shearmur and Doloreux, 2015 Do firms engage with local KIBS more

and with what consequences for innova-

tion?

Distance between customer and supplier

Sonn and Storper, 2008 Do inventors cite locally? Total local citations (citing and cited patents come

from the same geographical unit) divided by total

number of citations.

Stephan, 2014 Do research spin-offs ‘have greater in-

novation capabilities than comparable

knowledge-intensive firms’? (p. 353)

Relevance of several location factors (location in or

nearby high-density region, agglomerations, univer-

sity etc.)

Sternberg, 1999 What is ‘the role that spatial proximity

of partners plays in the establishment of

innovative linkages between manufac-

turing SMEs’? (p. 529)

‘Three spatial units where co-operation partners can

be located, namely, in the same federal Land, in an-

other federal Land or abroad’ (p. 533)

Still and Strang, 2009 What is the structure of emulation (dif-

fusion of innovation)?

Dummy variable for co-location in the same region

Taura and Radicic, 2019 ‘Why do some digital firms innovate

more frequently than others?’ (p. 351)

‘DV = 1 if a firm responded “Yes” to the question “We

tend to share and exchange knowledge only with rec-

ognized organizations in the local region”’ (p. 359)

Ter Wal, 2014 What is the role of distance and triadic

closure in the evolution of collaboration

networks?

‘Distance between two inventors is expressed in dis-

tance ‘as the crow flies’ between their places of res-

idence, calculated on the basis of city geographical

coordinates’ (p.602)

Wang and Wu, 2016 What are the ‘geographical knowledge

spillover effects of foreign-invested

firms on product innovation of local

firms in a cluster’? (p. 896)

‘Geographical FDI knowledge spillover as the aggre-

gation of output value share of new products gener-

ated by foreign-invested firms in a county-level rather

than provincial-level region’ (p. 898)

Weterings and Boschma, 2009 Does spatial proximity facilitate face-

to-face interactions and with what con-

sequences for the innovative perfor-

mance?

‘Percentage of customers located within a 50-km

range’ (p. 750)
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Weterings and Koster, 2007 What is the influence of pre-entry expe-

rience of the founders on the innovative

performance of firms?

‘Location near founder’s previous workplace mea-

sures whether the new firm is located within a 50 km

range surrounding the founder’s previous workplace’

(p. 327)

Whittington, Owen-Smith, and

Powell, 2009

What are ‘the contingent effects that net-

work centrality and geographic propin-

quity exert on innovation’? (p.92)

Proximity to other firms and public research organiza-

tions was measured computing local density: LDit =

∑ j
x j

(1+di j)
‘where x is the weighting variable (set to

one for this analysis), j indexes all firms (public re-

search organizations) except for firm i, and di j is the

distance [spherical distance in miles] between firm i

and firm (public research organizations) j’ (p. 103)

Table B.7: Organizational proximity measurement

Authors Research Aim Measurement

Broekel and Boschma, 2012 How do proximities influence the tech-

nical knowledge network and with what

consequences for innovation perfor-

mance?

PUB is a dummy with value one ‘when both organiza-

tions are universities, research institutes, trade organi-

zations, or associations’; Private is a similar variable

for ‘interactions between firms’ (p. 420);

Capaldo and Petruzzelli, 2014 How do partner proximities influence

performance in knowledge-creating al-

liances?

SameGroup ‘taking value one if the co-assignees of

the corresponding joint patent belonged to the same

business group at the joint patent issue date’ (p. 73)

Crescenzi, Nathan, and

Rodríguez-Pose, 2016

How do proximities influence collabo-

rative knowledge creation at individual

level?

‘Dummy taking the value 1 if pair belong to the same

applicant, 0 if not’ (p. 189)

Dolfsma and Van der Eijk,

2016

How does distance affect opportunity of

interaction and actor’s innovative per-

formance?

A categorical variable for‘hierarchy measure of orga-

nizational distance’ (p. 278) is designed where : 0 =

scientist, 1 = senior scientist, 2 = manager

Jespersen, Rigamonti, Jensen,

and Bysted, 2018

What is the role of proximities to a part-

ner when ‘focal firm wants to initiate

process innovation’? (p.880)

Please state if it is important to collaborate with part-

ners that (no, partially, yes): Have similar organiza-

tional mechanisms; Have complementary managerial

knowledge (p. 890)

Lazzeretti and Capone, 2016 ‘How do the different forms of proxim-

ity influence the formation of innovation

networks?’ (p. 5855)

‘Prior collaboration experiences (Years of experience

between ego and alter)’ (p.5859)

Marrocu, Paci, and Usai, 2013 ‘What is the balance of internal and ex-

ternal factors in shaping regional inno-

vative performance’ (p. 1485) and with

what consequences for policies?

‘we are not considering the case in which the appli-

cant and the inventor are the same as much as the case

in which they are different but located in the same re-

gion’ (p. 1488)
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Oerlemans and Meeus, 2005 What are ‘the effects of proximity in

innovation networks on innovative and

economic performance?’ (p. 90 )

‘R&D cooperation is a count of the number of re-

search collaborations of the innovating firm with a

variety of external actors’ ; External contributions to

the innovation process is collected asking ‘how often

in the last 5 years external organizations [chamber of

commerce, universities, buyers etc.] thought up ideas

for, or made important contributions to, the realiza-

tion of innovation’ (p. 98)

Table B.8: Cognitive proximity measurement

Authors Research Aim Measurement

Broekel and Boschma, 2012 How do proximities influence the tech-

nical knowledge network and with what

consequences for innovation perfor-

mance?

T ECNAG has a value of one if both organizations are

active in the same technology; SIMNACE is a con-

tinuous measure of technological similarity based on

NACE codes and their co-occurrence at organization

level.

Crescenzi, Nathan, and

Rodríguez-Pose, 2016

How do proximities influence collabo-

rative knowledge creation at individual

level?

‘Dummy for multiple patent inventor pairs, set as 1 if

both have previously patented in the same 6-digit IPC

technology field, 0 if not’ (p. 189)

Dolfsma and Van der Eijk,

2016

How does distance affect opportunity of

interaction and actor’s innovative per-

formance?

‘How similar or different is your knowledge from

your contact’s knowledge? Scale 1–4; 1 = very sim-

ilar, 2 = similar, 3 = different, 4 = very different’ (p.

279)

Enkel and Heil, 2014 ‘How to build potential absorptive ca-

pacity for distant collaboration beyond

established industry boundaries to gain

radical rather than incremental results’

(p. 242)

‘Knowledge redundancy between firms based on an

industry level analysis of structural equivalence’ [cor-

relation] (p.247)

Jespersen, Rigamonti, Jensen,

and Bysted, 2018

What is the role of proximities to a part-

ner when ‘focal firm wants to initiate

process innovation’? (p.880)

Please state if it is important to collaborate with part-

ners that (no, partially, yes): Cognitive− technology

Work with similar or related technology; Are active in

related technological disciplines; Cognitive−marke

Can support access to a new market; Operate in mar-

kets where we are not represented; Are located in new

markets; Know and understand the local culture in a

new market (p. 890)

Lazzeretti and Capone, 2016 ‘How do the different forms of proxim-

ity influence the formation of innovation

networks?’ (p. 5855)

‘Same scientific domains’ (p. 5859), actors are clas-

sified on the basis of role in the network and to nine

classes
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Parra-Requena, Ruiz-Ortega,

García-Villaverde, and

Rodrigo-Alarcon, 2015

What is the influence of external social

capital on firms’ innovativeness as me-

diated by knowledge acquisition?

Cognitive proximity (six-item Likert scale): We share

the same ambition and vision as our contacts; The

firm is enthusiastic about pursuing the collective goals

and missions of our relationships; We share our goals

and objectives with our contacts; We understand our

contacts’ strategy and needs; My firm’s employees

and my contacts’ employees have positive attitudes

toward a cooperative relationship; My firm and my

contacts tend to agree on how to make the relation-

ship work.

Taura and Radicic, 2019 ‘Why do some digital firms innovate

more frequently than others?’ (p. 351)

‘DV = 1 if a firm responded “Yes” to the question “We

search for innovations only from firms with presum-

ably the same knowledge”’ (p. 359)

Table B.9: Technological proximity measurement

Authors Research Aim Measurement

Ardito, Messeni Petruzzelli,

Pascucci, and Peruffo, 2019

How do proximities moderate family

firms involvement in interfirm R&D col-

laborations and with what consequences

for innovation?

Measure of ‘the extent to which coassignees had

patented with the USPTO in the same technology

classes [. . . ] TechRelatedness =
fi f
′
j√

( fi f ′i )( f j f ′j )
where

fi and f j are multidimensional vectors assessing the

distribution of all the patents filed by assignee i and

assignee j’ (pp. 189-190)

Balsmeier, Buchwald, and

Stiebale, 2014

‘How [do] outside directors on supervi-

sory boards influence innovative activi-

ties of the firms they advise and moni-

tor?’ (p. 1800)

‘We calculated the technological proximity of the

home firm j of a particular external manager and

the appointing firm i at time t, using Jaffe’s mea-

sure of technological proximity (Jaffe, 1989): pi j =
∑

K
k=1 fikt f jkt√

∑
K
k=1 f 2

jkt ∑
K
k=1 f 2

ikt

where fikt is the fraction of firm i’s

patents that belong to patent class k at time t’ (p.

1805)

Capaldo and Petruzzelli, 2014. How do partner proximities influence

performance in knowledge-creating al-

liances?

‘TechProximityi j =
fi f
′
j√

( fi f ′i )( f j f ′j )
where fi and f j are

multidimensional vectors capturing the distribution of

all the patents filed by the focal company (i) and by

its partner (j) across the n (n = 1,. . . , 129) three-digit

patent classes’ (p. 74)

Chu, Tian, and Wang, 2019 How does supplier–customer proximity

affect the supplier’s innovation outputs?

‘Technology Proximity = (S
′
ΩC)2

(S′ S)(C′C)
′ where [. . . ] S is

the ratio of the number of supplier’s patents granted

in the last three year in a patent class to the total

number of supplier’s patents granted in the last three

years. The column vector C is similarly defined for

customer’s patents. Ω is a weighting matrix’ (p. 17)

129



Topic Modeling in Management Research

Guan and Yan, 2016 What are the antecedents of recombina-

tive innovation and how can this type of

innovation be measured?

‘The multidimensional vector, fi = ( f 1
i , f 2

i . . . f N
i ) can

be used to capture the distribution, where f N
i indi-

cates the ratio of patents assigned to country i in tech-

nology classification N(N=1, . . . 4958) [. . . ] techno-

logical proximity between country i and j is then:

Technological Proximityi j =
fi f
′
j√

( fi f ′i )( f j f ′j )
’ (p. 1464)

Isaksson, Simeth, and Seifert,

2016

‘How supplier innovation is impacted by

buyer innovation’ (p. 699)

‘is measured by determining whether the two firms

are in the same industry on different levels of SIC-

code aggregation (using 2, 3, and 4 digit SIC-codes)’

(p. 702)

Li, Qiu, and Wang, 2019 How do technological conglomerates

get access to new knowledge and with

what consequences for innovation?

Measured the ‘patent output of firm i using the tech-

nology vector Si,t (si,1,t , . . . ,si,K,t), and the scope

of innovative activity through patent output of all

other public firms in the economy using the aggre-

gate technology vector S−i,t (s−i,1,t , . . . ,s−i,K,t). The

subscript k ∈ (1,K) is the technology class index.

[. . . ] Firm-to-Economy Technological Proximity =

〈 Sit
||Sit ||

,
S−it
||S−it ||

〉

Liang and Liu, 2018 How do changes in network structural

and attributes proximity effects influ-

ence innovation performance?

‘The proportion of direct ties between focal actor and

partners of the same knowledge base (PV-related in-

ventor) to focal actor’s total number of direct ties’ (p.

1303)

Marrocu, Paci, and Usai, 2013 ‘What is the balance of internal and ex-

ternal factors in shaping regional inno-

vative performance’ (p. 1485) and with

what consequences for policies?

‘Similarity index between region i and region j, based

on the distribution of patenting activity among 44 sec-

tors, defined as: ti j = 1−
( 1

2 ∑
K=44
K=1 |lik− l jk|

)
where

lik is the sectoral share of sector k in region i. The in-

dex tij is defined between zero (perfect dissimilarity

of the sectoral distribution) and one (perfect similar-

ity)’ (p. 1487)

Phene, Fladmoe-Lindquist,

and Marsh, 2006

‘How [do] different sources of external

knowledge influence a firm’s ability to

generate breakthrough innovation’? (p.

370)

‘Four mutually exclusive categories: external knowl-

edge that is (a) technologically distant and of national

origin; (b) technologically proximate, of international

origin; (c) technologically distant, of inter- national

origin; and (d) technologically proximate, of national

origin’ (p. 379)

Van de Vrande, 2013 What are the effects of portfolio diver-

sity on performance outcomes?

‘The technological proximity between two firms (i

and j ) is computed as the uncentered correlation be-

tween their respective vectors of technological capi-

tal (measured as the number of patent applications in

technology class k), Pik and Pjk , respectively: Ti j =
∑kPikPjk√
∑kP2

ik ∑kP2
jk
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Table B.10: Social proximity measurement

Authors Research Aim Measurement

Broekel and Boschma, 2012. How do proximities influence the tech-

nical knowledge network and with what

consequences for innovation perfor-

mance?

FOK is a dummy equal to one when ‘former employ-

ees of Fokker B.V. are members of the top manage-

ment of both firms’ (p. 419)

Crescenzi, Nathan, and

Rodríguez-Pose, 2016

How do proximities influence collabo-

rative knowledge creation at individual

level?

‘Inverse social distance between inventors in a pair.

For a given year, social distance is defined as the num-

ber of steps between pair members in the previous

five years, from 0 (collaboration) to minus infinity (no

connection)’ (p. 189)

Dolfsma and Van der Eijk,

2016

How does distance affect opportunity of

interaction and actor’s innovative per-

formance?

‘How close is your working relationship with the per-

son in question? Scale 1–5; 1 = very strong, 2 =

strong, 3 = neutral, 4 = weak, 5 = very weak’ (p. 279)

Jespersen, Rigamonti, Jensen,

and Bysted, 2018

What is the role of proximities to a part-

ner when ‘focal firm wants to initiate

process innovation’? (p.880)

Please state if it is important to collaborate with part-

ners that (no, partially, yes): With whom we have es-

tablished long- term relations. (p. 890)

Lazzeretti and Capone, 2016. ‘How do the different forms of proxim-

ity influence the formation of innovation

networks?’ (p. 5855)

Opposite of ‘number of actor pairs at distance 2’ (p.

5859)

Marrocu, Paci, and Usai, 2013 ‘What is the balance of internal and ex-

ternal factors in shaping regional inno-

vative performance’ (p. 1485) and with

what consequences for policies?

‘Co-inventorship relations among multiple inventors

of the same patent in case they are resident in different

regions’ (p. 1488)

Table B.11: Institutional proximity measurement

Authors Research Aim Measurement

Lazzeretti and Capone, 2016 ‘How do the different forms of proxim-

ity influence the formation of innovation

networks?’ (p. 5855)

‘Same typology (firms, cultural organisation, research

centres/universities)’ (p. 5859)

Liang and Liu, 2018 How do changes in network structural

and attributes proximity effects influ-

ence innovation performance?

‘The proportion of direct ties between focal actor and

partners of the same organizational type (e.g., univer-

sity, enterprise) to focal actor’s total number of direct

ties’ (p. 1303)

Marrocu, Paci, and Usai, 2013 ‘What is the balance of internal and ex-

ternal factors in shaping regional inno-

vative performance’ (p. 1485) and with

what consequences for policies?

‘a full set of country dummies’ and ‘a weight matrix,

whose elements take value 1 if two regions belong to

the same country and zero otherwise’ (p. 1487)
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Thomas III, 2004 ‘How [do] local contexts shape the ca-

pabilities of firms and the evolution of

those capabilities over time’? (p. 866)

‘We argue that Southern European nations are more

‘proximate’ to Japan than the more stringently regu-

lated Anglo-Nordic nations. Thus, the cumulative ex-

perience by Japanese firms in launching their discov-

eries in Southern Europe are more likely to be com-

plementary to the ongoing activity system than expe-

rience in the Anglo-Nordic nations’ (p. 875)
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B.4 Innovation

In the following section, a collection of innovation measurements from our sample of article is reported.

Tables are presented with the same order of appearance in the article, so: Technological innovation (Ta-

ble B.12), Product & process innovation (Table B.13), Innovation novelty (Table B.14), Economic value of

innovation (Table B.15), Network (Table B.16), and Process (Table B.17).

Table B.12: Technological innovation measurement

Authors Research Aim Measurement

Ardito, Messeni Petruzzelli,

Pascucci, and Peruffo, 2019

How do proximities moderate family

firms involvement in interfirm R&D col-

laborations and with what consequences

for innovation?

‘Green innovation value (Value) was computed by

counting the number of citations received by a joint

patent in the 7 years after its application, hence cap-

turing the value of the green innovation output of the

collaboration’ (p. 189)

Balsmeier, Buchwald, and

Stiebale, 2014

‘How [do] outside directors on supervi-

sory boards influence innovative activi-

ties of the firms they advise and moni-

tor?’ (p. 1800)

‘Pit denotes the number of patent applications of firm

i in year t.’ (p. 1806)

Cabrer-Borras and Serrano-

Domingo, 2007

What is the role of geographical proxim-

ity in the ‘dissemination of technologi-

cal knowledge, both inside and between

regions’? (p. 1357)

‘Number of patent applications over gross added

value (GAV) in 1995 constant euro for each region

and year.’ (p. 1364)

Capaldo and Petruzzelli, 2014 How do partner proximities influence

performance in knowledge-creating al-

liances?

‘we measured the alliance innovative performance by

the number of citations each joint patent had received

within five years of the issue date from subsequent

patents, excluding self- citations of the coassignees.’

(p. 73)

Chu, Tian, and Wang, 2019 How does supplier–customer proximity

affect the supplier’s innovation outputs?

‘The first measure is the number of patent applica-

tions filed in a year that are eventually granted. This

measure captures the quantity of innovation output.

To capture the quality of innovation output, we con-

struct a second measure by counting the total num-

ber of future citations a patent receives in subsequent

years.’ (p. 5)

Dolfsma and Van der Eijk,

2016

How does distance affect opportunity of

interaction and actor’s innovative per-

formance?

‘The number of patents per researcher was used as

an admittedly less than perfect proxy for innovative

output’ (p. 278)
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Funk, 2014 ‘How [does] firms’ innovative perfor-

mance relate to the makeup of their local

environments’? (p. 194)

‘I measured impact as the citation-weighted sum of

nanotechnology patents applied for by firm i at times

t + 1 and t + 2 [. . . ] The second dependent variable

measures new combinations as the sum of nanotech-

nology patents applied for by firm i at t +1 and t +2

that bridge previously uncombined technological do-

mains.’ (p. 202)

Geerts, Leten, Belderbos, and

Van Looy, 2018

How should firm organize for explo-

ration and exploitation?

‘(Technological performance), measured by the num-

ber of patent applications weighted by their forward

citations’ (p. 156)

Isaksson, Simeth, and Seifert,

2016

‘How supplier innovation is impacted by

buyer innovation’ (p. 699)

‘Log Supp Pat Prod (number of patents, scaled by

R&D expenditure to account for differences in input),

as our core measure of supplier innovation’ (p. 702)

Leten, Landoni, and Van Looy,

2014

What are the inter-organizational prac-

tices that enhance knowledge and inno-

vation access in order to innovate?

‘The dependent variable in our study is the number of

firm patents in an industry and province, weighted by

the number of forward patent citations received over

a fixed five-year time window’ (p. 1402)

Li, Qiu, and Wang, 2019 How do technological conglomerates

get access to new knowledge and with

what consequences for innovation?

‘Log(1 + No. of an inventor’s patentst+1,t+3); Log(1

+ No. of an inventor’s patents in overlapping technol-

ogy classest+1,t+3)’ (p. 19)

Liang and Liu, 2018 How do changes in network structural

and attributes proximity effects influ-

ence innovation performance

‘the number of patent applications by the actors in a

year.’ (p. 1301)

Link and Scott, 2003 What is the influence of science parks

on university missions?

‘overall research output, measured in terms of pub-

lications, by faculty has increased; overall research

output, measured in terms of patents, by faculty has

increased ’ (p. 1341)

Marrocu, Paci, and Usai, 2013 ‘What is the balance of internal and ex-

ternal factors in shaping regional inno-

vative performance’ (p. 1485) and with

what consequences for policies?

‘the innovation output inn is proxied by the yearly av-

erage of patents per-capita in 2005–2007’ (p. 1489)

Owen-Smith and Powell, 2004 ‘We contend that integrating consid-

erations of the geographic propinquity

of network structures and the institu-

tional demography of network nodes of-

fers new insights into the relationship

between social structural position and

firm-level outcome’ (p. 5)

‘Yearly count of successful patent applications’ (p.

15)

Parent and Riou, 2005 What is the effect of knowledge

spillovers on patents’ growth?

‘Because the data on patents correspond to granted

patents whose application date is between 1989 and

1999, the variable Y is the stock of knowledge i gen-

erated in region i at the initial period 1989, and
•
Yi is its

time derivative over the period 1989–1999.’ (p. 752)
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Ponds, Oort, and Frenken,

2010

What is the effect of ‘collaboration

networks and geographical proximity

for academic knowledge spillovers and

their effect on regional innovation’? (p.

232)

‘Pi,k,t stands for economically valuable knowledge as

measured by patent applications of firms in region i in

technology k in the period of 1999–2001’ (p. 241)

Schwartz, Peglow, Fritsch, and

Günther, 2012

Deepen the relationship between

projects characteristics and innovation

output

‘The innovation output of subsidized R&D coopera-

tion projects is measured as the number of patent ap-

plications and as the number of publications that di-

rectly emerged from an R&D project.’ (p.) 362

Van de Vrande, 2013 What are the effects of portfolio diver-

sity on performance outcomes?

‘Weighted patent counts (WPC) is a count variable,

where each patent i is weighed according to the subse-

quent citations Ci it receives, assuming that more im-

portant patents receive more citations and vice versa.’

(p .614)

Whittington, Owen-Smith, and

Powell, 2009

What are ‘the contingent effects that net-

work centrality and geographic propin-

quity exert on innovation’? (p.92)

‘The outcome of interest is a yearly count of patents

assigned to the DBFs, categorized by application date

rather than issue date’ (p. 101)

Table B.13: Product & process innovation measurement

Authors Research Aim Measurement

Beise and Stahl, 1999 ‘Can the contribution of public research

to industrial innovations be identified

and traced back to their source by inno-

vating companies?’ (p.399)

‘The number of innovations IPUBi introduced by firm

i in a 3-year period derived with findings of public

research’ (p. 412)

Brunow, Hammer, and Mc-

Cann, 2020

What is the relation of KIBS loca-

tion choices and their innovation perfor-

mance?

‘Innovation data are recorded in the IAB EP as a bi-

nary variable and surveys whether the establishment

has undertaken each kind of innovation within the

last year [. . . ] While technological forms of inno-

vation are represented by product improvement and

product introduction as well as process innovations,

non-technological innovation is indicated by organi-

zational innovation, which is a summary variable en-

compassing various organizational changes.’ (p. 4)
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Doran, Jordan, and O’Leary,

2012

Does‘business innovation benefit more

from increased frequency of interaction

with agents located regionally, nation-

ally and internationally?’ (p.706)

‘Product innovation is defined as the introduction of

new or improved goods/services, which may be either

new to the market or to the business during the ref-

erence period, which is 2004-2006. Process innova-

tion includes any of the other four types of innovation

identified by Schumpeter (1934): (i) the introduction

of a new method of production, (ii) the opening of a

new market, (iii) the acquisition of a new source of

supply or (iv) the re-organization of management or

distribution channels.’ (p. 712)

Fernandes and Ferreira, 2013 How does knowledge transfer between

universities and KIBS take place?

‘We applied the number of product/service innova-

tions, the number of process innovations and the total

number of innovations (products/services, processes,

organisational, introduction of already existing prod-

ucts into new markets, patents, registering brands and

new designs for products and processes) as the depen-

dent variables’ (p. 465)

Fitjar and Rodríguez-Pose,

2011

What is ‘the geographical dimension of

the sources of innovation’? (p.1248)

‘managers were asked if their business had introduced

any new or significantly improved products (‘prod-

uct innovation’) and/or methods or processes for pro-

duction or delivery of products (‘process innovation’)

during the last three years’ (p. 1253)

Huggins and Johnston, 2010 What are the features of firms’ networks

to access knowledge and generate inno-

vation?

‘The innovation measure is based on how many new

products or services or adaptations to existing prod-

ucts or services firms had introduced during the pre-

vious 3 years’ (p. 467)

Jespersen, Rigamonti, Jensen,

and Bysted, 2018

What is the role of proximities to a part-

ner when ‘focal firm wants to initiate

process innovation’? (p.880)

‘Please state if the following organizational changes

are important goals for your company for the next

3 years: Implementation of modern models to report

costs; Withdrawal from unprofitable fields of activity;

Moving some functions to other firms; Internation-

alization of the company’s activities Implementation

of logistics systems; Building strategic alliances; Im-

plementation of quality systems (ISO,TQM, HACCP,

etc.); Implementation of resource planning system

(ERP); Implementation of systems for recording the

company’s activities and resources; Implementation

of IT systems; Enhancement of the company’s market

position; Focus the company’s strategy on innovation’

(p. 896)

Maietta, 2015 How do university–firm collaborations

impact on firm product/process innova-

tion?

‘firms are asked whether process, product and/or

other innovations were introduced during the previ-

ous three years. ’ (p.1346 )
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Molina-Morales and Martínez-

Fernández, 2010

What is the role of social interactions,

trust, shared vision, and the involvement

of local institution in firms’ innovation?

‘We asked for the number of product and process in-

novations that had been produced in their firm.’ (p.

269)

Oerlemans and Meeus, 2005 What are ‘the effects of proximity in

innovation networks on innovative and

economic performance?’ (p. 90)

‘Firms were asked to indicate which percentage of the

processes and products was new to the firm in a 5-year

period’ (p. 96)

Presutti, Boari, Majocchi, and

Molina-Morales, 2019

What is the direct and indirect (inter-

action with absorptive capacity) influ-

ence of proximities on innovative per-

formance?

‘We measured innovation activity by asking the firms

how many new products or services they had devel-

oped during the previous three years as a result of the

relationship with their key customers. ’ (p. 349)

Rammer, Kinne, and Blind,

2020

‘we consider five types k of innovative firms: 1) inno-

vator (product and/or process); (2) product innovator

(goods and/or services); (3) new-to-market innovator

(i.e. novel product innovation); (4) process innovator;

(5) firms with continuous in-house R&D activity’ (p.

1001-1002)

Shearmur and Doloreux, 2015 Do firms engage with local KIBS more

and with what consequences for innova-

tion?

‘Whether or not the establishment has, over the three

years prior to the survey, introduced a new or im-

proved product, process, internal management or mar-

keting/client contact method’ (p. 1659)

Wang and Wu, 2016 What are the ‘geographical knowledge

spillover effects of foreign-invested

firms on product innovation of local

firms in a cluster’? (p. 896)

‘Product innovation of domestic firms, the dependent

variable in this study, is measured as the share of

turnover generated by new products’ (p. 898)

Weterings and Boschma, 2009 Does spatial proximity facilitate face-

to-face interactions and with what con-

sequences for the innovative perfor-

mance?

‘A dummy 0–1 coded variable that indicates whether

a firm has brought new products or services to the

market between 2000 and 2003 or not’ (p. 750)

Table B.14: Innovation novelty measurement

Authors Research Aim Measurement

Bindroo, Mariadoss, and Pillai,

2012

What is the effect of customer clusters

on firms’ innovation?

‘We captured radical innovation using one item that

measured novelty of the innovation, where "3" repre-

sented the category indicating new-to-world innova-

tions, "2" represented the category indicating new-to-

the-sector/industry innovations, and "1" represented

the category indicating new-to-the-firm innovations’

(pp. 23-24)
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Doloreux and Shearmur, 2012 Does the distance from metropolitan re-

gions influence the innovation perfor-

mance?

‘ For each of these innovation types, firms that have

only introduced innovations new to the firm are anal-

ysed separately from those that have introduced an in-

novation new amongst their competitors: so, within

each innovation category, incremental innovation and

major innovation are independent of each other.’ (p.

88)

Fitjar and Rodríguez-Pose,

2011

What is ‘the geographical dimension of

the sources of innovation’? (p.1248)

‘In order to analyse whether different forms of collab-

oration lead to different forms of innovation, the suc-

cessful innovators were then asked whether the prod-

ucts were new to the market (‘radical product innova-

tion’) or, in the case of process innovation, whether

the processes were new to the industry (‘radical pro-

cess innovation’).’ (p. 1253)

Guan and Yan, 2016 What are the antecedents of recombina-

tive innovation and how can this type of

innovation be measured?

‘Two countries are involved in technical and recom-

binant innovation if they create a new portfolio of

technological combinations. That is to say, two coun-

tries’ co-patents involve a pair of classifications that

had not been used by any patent during 1976–2007.’

(p. 1464)

Kapetaniou and Lee, 2019 How does geographic proximity influ-

ence product innovation in open innova-

tion?

‘Fraction of the firm’s turnover relating to products

new-to-the-firm; Fraction of the firm’s turnover relat-

ing to products new-to-the-market’ (p. 268)

Knoben and Oerlemans, 2012 What is the differential impact on inno-

vation performance of different configu-

rations of firm’s ego-network?

‘The novelty of the innovations was determined by

differentiating between three types of innovation

sales, that is by turnover generated by products or ser-

vices that were improved versions of existing ones,

new for the firm or new to the market’ (pp. 1010-

1011)

Phene, Fladmoe-Lindquist,

and Marsh, 2006

‘How [do] different sources of external

knowledge influence a firm’s ability to

generate breakthrough innovation’? (p.

370)

‘An analysis of citations indicated that the top 1 per-

cent received an average of 59 cites, the top 2 percent

received an average of 50 cites, the top 5 percent re-

ceived an average of 36 cites, and the top 10 percent

received an average of 27 cites. Since we found evi-

dence of a significant drop-off at 2 percent, we define

breakthrough innovations as the top 2 percent of our

sample.’ (p. 379)

Pillai and Bindroo, 2019 What is the influence of supplier cluster

characteristics on firm innovation per-

formance?

‘A single item measuring novelty of the innovation

captured radical innovation, with 1 representing new-

to-the-firm innovations, 2 representing new-to-the-

sector/new-to-the-industry innovations, and 3 repre-

senting new-to-the-world innovations.’ (p. 4)

Rammer, Kinne, and Blind,

2020

How are ‘different knowledge sources

(...) geographically related to different

type of innovation’? (p. 997)

‘New-to-market innovator (i.e. novel product innova-

tion)’ (p. 1001)
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Shearmur, 2011 Is there ‘any reason to suppose that local

characteristics have an influence over

the propensity of firms to innovate’? (p.

1226)

‘ Two types of innovation are studied: product in-

novation and process innovation. Each is subdivided

into innovations new to the firm, and major innova-

tions new to the firm’s market (for products) or new

to Quebec (for process’ (p. 1231)

Table B.15: Economic value of innovation measurement

Authors Research Aim Measurement

Broekel and Boschma, 2012 How do proximities influence the tech-

nical knowledge network and with what

consequences for innovation perfor-

mance?

‘We approximate the innovative performance of firms

by means of the share of significantly improved prod-

ucts/process on a firm’s turnover’ (p. 423)

Czarnitzki and Hottenrott,

2009

How do regional characteristics influ-

ence innovative performance of firms?

‘The measure of innovation performance, is the share

of total sales due to new products (NEWSALES)’ (p.

90)

Knoben and Oerlemans, 2012 What is the differential impact on inno-

vation performance of different configu-

rations of firm’s ego-network?

‘Innovativeness was determined by asking what per-

centage of the firm’s turnover in 2000 was generated

by these innovative products and services’ (p. 1010)

Li, Xia, and Zajac, 2018 What is the role of external stakeholders

in firm’s innovation performance?

‘a firm’s new product output in a specific year is the

amount that a firm would receive at the market price

for the new products it produces in that year if such

sales were realized. New product output may not co-

incide with new product sales’ (p. 202)

MacPherson, 1998 What is ‘the role of academic linkages

in the product development efforts’ (p.

261) of SMEs?

‘The term ’innovation performance’ refers to the pro-

portion of a firm’s 1994 output (total sales) repre-

sented by products that had been introduced over the

last 5 years (giving a crude measure of technological

creativity)’ (p. 265)

Weterings and Boschma, 2009 Does spatial proximity facilitate face-

to-face interactions and with what con-

sequences for the innovative perfor-

mance?

‘The percentage of turnover due to the sales of those

new products or services (innovation output)’ (p. 750)

Weterings and Koster, 2007 What is the influence of pre-entry expe-

rience of the founders on the innovative

performance of firms?

‘What percentage of the total turnover is due to the

sales of the new products or services developed since

2000 (including services required for integration and

implementation)?’ (p. 326)
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Table B.16: Network-related measurement

Authors Research Aim Measurement

Crescenzi, Nathan, and
Rodríguez-Pose, 2016

How do proximities influence collabo-
rative knowledge creation at individual
level?

‘Y is either a collaboration dummy (taking the value
1, if ij is an actual pair), or a continuous variable giv-
ing the count of collaborations for ij’ (p. 182)

Divella, 2017 To what extent heterogeneity in cooper-
ation for innovation conduce to genera-
tion in-house, in cooperation, or adop-
tion of innovation?

‘New products and/or processes are developed
‘mainly by your enterprise or enterprise group’ (Gen-
eration in-house) or ‘mainly by your enterprise to-
gether with other enterprises or institutions’, which
means at least partially within the firm (Generation in
cooperation)’ (p. 1498)

Drejer and Ostergaard, 2017 What is the role of ‘employee-driven
relations in firms’ collaboration with
specific universities on innovation’?
(p.1193)

‘Dummy variable indicates whether firms had collab-
orated on innovation with a specific university be-
tween 2011 and 2013’ (p. 1196)

Fernandes and Ferreira, 2013 How does knowledge transfer between
universities and KIBS take place?

‘we deployed the binary cooperation variable of co-
operation with higher education institutions (0 – No;
1 – Yes), technology transfer cooperation with higher
education institutions (0 – No; 1 – Yes) and R&D co-
operation with higher education institutions (0 – No;
1 – Yes)’ (p. 465)

Freel, 2003 What are the factors influencing cooper-
ation for innovation?

“Did your firm co-operate with other firms or organi-
sations for innovation related activity (including mar-
keting, training, etc.) and/or technology transfer dur-
ing the last 3 years?’ (p. 755)

Giuliani, 2007 Can difference in knowledge bases in-
fluence the transfer and absorption of
innovation-related knowledge?

‘If you are in a critical situation and need technical
advice, to which of the local firms mentioned in the
roster do you turn?’ (p. 149)

Laursen, Reichstein, and
Salter, 2011

Is the propensity of university-firm col-
laboration influenced by distance and
university research quality?

‘whether a firm collaborates with a local university
(‘local’ being defined as within a radius of approxi-
mately 100 miles from the firm), a non-local univer-
sity (more than 100 miles from the firm), or does not
collaborate with a university [. . . ] The survey also
asked firms whether they collaborated with a range of
external partners, and to indicate the location of each
of these partners.’ (p. 512)

Lazzeretti and Capone, 2016 ‘How do the different forms of proxim-
ity influence the formation of innovation
networks?’ (p. 5855)

‘data was gathered from 42 networks, related to
projects funded through regional, national and inter-
national donors, covering a time-span of over 15 years
(1995–2012)’ (p. 5858)

Morescalchi et al., 2015 What is the influence of distance and
country borders on inter-regional links?

‘number of links (yi ≡ y(m,n)) between NUTS3 re-
gions (m and n) and we model its probability distri-
bution with a count density’ (p. 655)

Sternberg, 1999 What is ‘the role that spatial proximity
of partners plays in the establishment of
innovative linkages between manufac-
turing SMEs’? (p. 529)

presence or absence of linkages of innovative SMEs

Ter Wal, 2014 What is the role of distance and triadic
closure in the evolution of collaboration
networks?

‘Whether or not a tie exists between any pair of inven-
tors at time t, given the set of inventors that is part of
the co-invention network in German biotechnology at
time t−5’ (p. 601)
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Table B.17: Process-related measurement

Authors Research Aim Measurement

Baptista, 2001 Does the diffusion of new technologi-
cal processes occur faster in geograph-
ical areas with higher density of knowl-
edge sources?

‘Year of adoption (1969–80)’ (p. 39)

Broström, 2010 What is the role of geographical prox-
imity in R&D projects?

Link focusing on learning (‘the link is assessed to
have contributed more to impulses for innovation than
to implementation of existing R&D projects with a
long-term perspective (=1)’, p. 1316) or on short-term
(‘the link is assessed to have contributed more to the
execution of short-term R&D projects than to R&D
projects with a long-term perspective (=1)’, p. 1316)

Davis and Greve, 1997 How do proximities influence the corpo-
ration as a governance structure?

‘Dates that U.S. firms initially adopted a "poison
pills" or a "golden parachute"’ (p. 16)

Divella, 2017 To what extent heterogeneity in cooper-
ation for innovation conduce to genera-
tion in-house, in cooperation, or adop-
tion of innovation?

‘innovation Adoption is done by firms whose prod-
ucts and/or processes are developed ‘mainly by other
enterprises or institutions” (p. 1498)

Gaba and Meyer, 2008 How do organizational practices spread
and diffuse?

‘probability that a firm will adopt a CVC program at
time t’ (p. 986)

Mohliver, 2019 What is ‘the role of of professional ex-
perts in the diffusion of innovative prac-
tices’? (p. 310)

Adoption of backdated stock-option grants

Still and Strang, 2009 What is the structure of emulation (dif-
fusion of innovation)?

‘we defined a risk set of organizations that could have
become the bank’s benchmarking partners and com-
pared the characteristics of those that were and were
not visited’ (p. 67)

141



Appendix C

Business Model, Proximity, and Innovation

C.1 Additional Material
Table C.1: Factors and alpha

Variable Item Factor1 alpha
Efficiency BM

ebm_0 0.6808 0.8034
ebm_1 0.6764 0.8030
ebm_2 0.5585 0.8196
ebm_3 0.5507 0.8236
ebm_4 0.7597 0.7882
ebm_5 0.6185 0.8096
ebm_6 0.7686 0.7885
ebm_7 0.7925 0.7845

Test Scale: 0.8231
Novelty BM

ibm_0 0.8396 0.8289
ibm_1 0.6943 0.8732
ibm_2 0.828 0.8301
ibm_3 0.8478 0.8278
ibm_4 0.8371 0.8305

Test Scale: 0.8664
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Table C.2: Descriptive statistics

mean sd min max
Radical Inn. 24 24.12594 0 100
Incr. Inn. 34.69192 26.16447 0 95
Geo. Px. 52.30303 33.19775 0 100
Cog. Px. 1 3.409091 .9555173 1 5
Cog. Px. 2 3.722222 1.041578 1 5
Soc. Px. 1 3.656566 1.279765 1 5
Soc. Px. 2 3.681818 .9845366 1 5
Soc. Px. 3 2.924242 1.126207 1 5
Efficiency BM 3.948232 .6165058 1.75 5
Novelty BM 3.375758 .9196215 1 5
Observations 198

Figure C.1: Indirect effect of Geographical Proximity on Radical Innovation

Notes: the plot has been realized with Matplotlib predicting values of radical innovation by geographical
proximity. In so doing, boostrapped coefficient of Table 3.6 has been applied to observed values.
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Table
C

.3:C
orrelation

A
nalysis

V
ariables

(1)
(2)

(3)
(4)

(5)
(6)

(7)
(8)

(9)
(10)

(11)
(12)

(13)
(1)R

adicalInn.
1.000

(2)Incr.Inn.
0.305*

1.000
(3)A

ge(ln)
-0.116

0.015
1.000

(4)Size(ln)
-0.073

-0.002
0.223*

1.000
(5)G

raduated(%
)

0.191*
0.089

-0.131
-0.002

1.000
(6)G

eo.Px.
-0.106

0.053
-0.112

-0.032
-0.085

1.000
(7)C

og.Px.1
-0.023

0.072
-0.070

0.023
0.046

0.026
1.000

(8)C
og.Px.2

0.172*
0.088

-0.040
-0.066

0.066
-0.117

0.314*
1.000

(9)Soc.Px.1
0.031

0.035
0.204*

0.057
-0.203*

-0.088
0.053

0.050
1.000

(10)Soc.Px.2
0.035

0.055
0.007

-0.034
0.101

0.000
0.198*

0.082
-0.015

1.000
(11)Soc.Px.3

0.125
0.140*

-0.113
-0.208*

0.181*
0.134

0.128
0.172*

-0.261*
0.129

1.000
(12)E

fficiency
B

M
0.254*

0.059
0.042

0.064
0.026

-0.114
0.157*

0.343*
0.087

0.151*
0.179*

1.000
(13)N

ovelty
B

M
0.299*

0.180*
-0.021

0.191*
0.229*

-0.177*
0.140*

0.331*
-0.027

0.105
0.129

0.394*
1.000

***
p<

0.01,**
p<

0.05,*
p<

0.1
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Table C.4: VIF and Tolerance

M 0 M 1 M 2 M 3
Variable VIF Tolerance VIF Tolerance VIF Tolerance VIF Tolerance
Radical Inn. 1.21 0.8284
Incremental Inn. 1.07 0.9367
Efficiency BM 1.22 0.8225 1.36 0.7361 1.33 0.7518
Novelty BM 1.29 0.7730 1.47 0.6820 1.45 0.6906
Age(ln) 1.13 0.8865 1.13 0.8847 1.14 0.8737 1.13 0.8824
Size(ln) 1.12 0.8930 1.18 0.8484 1.19 0.8397 1.18 0.8466
Graduated(%) 1.10 0.9067 1.14 0.8783 1.17 0.8567 1.15 0.8706
Geo. 1.08 0.9239 1.10 0.9113 1.10 0.9066 1.11 0.9028
Cog. 1 1.17 0.8525 1.17 0.8527 1.19 0.8420 1.17 0.8520
Cog. 2 1.27 0.7862 1.28 0.7823 1.34 0.7483 1.33 0.7496
Soc. 1 1.17 0.8545 1.16 0.8629 1.18 0.8468 1.18 0.8484
Soc. 2 1.08 0.9291 1.07 0.9379 1.08 0.9280 1.08 0.9280
Soc. 3 1.26 0.7924 1.24 0.8086 1.27 0.7880 1.28 0.7806
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