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ACM SHEAVES ON THE DOUBLE PLANE

E. BALLICO, S. HUH, F. MALASPINA AND J. PONS-LLOPIS

Abstract. The goal of this paper is to start a study of aCM and Ulrich
sheaves on non-integral projective varieties. We show that any aCM vector
bundle of rank two on the double plane is a direct sum of line bundles. As a by-
product, any aCM vector bundle of rank two on a sufficiently high dimensional
quadric hypersurface also splits. We consider aCM and Ulrich vector bundles
on a multiple hyperplanes and prove the existence of such bundles that do not
split, if the multiple hyperplane is linearly embedded into a sufficiently high
dimensional projective space. Then we restrict our attention to the double
plane and give a classification of aCM sheaves of rank at most 3/2 on the
double plane and describe the family of isomorphism classes of them.

1. Introduction

Ever since Horrocks proved that a vector on the projective space splits as the
sum of line bundles if and only if it has no intermediate cohomology, there have
been two directions of study: one is to find out criterion of coherent sheaves that
do not split on a given projective scheme X ⊂ Pn, that is, the equivalent condition
with which a coherent sheaf is a direct sum of line bundles OX(t), and the other is
to classify indecomposable coherent sheaves that have no intermediate cohomology
on X , i.e. Hi(X, E(t)) = 0 for any t ∈ Z and i = 1, . . . , dimX − 1; they are called
arithmetically Cohen-Macaulay (for short, aCM). About the former direction, the
case of hyperquadrics was studied in [36]. Madonna in [33] and Kumar, Rao and
Ravindra in [30, 31] focused on criteria for vector bundles that do not split, usually
of low rank, on hypersurfaces of higher degree. About the latter direction, the
classification of aCM vector bundles has been done for several projective varieties
such as smooth quadric hypersurfaces in [28, 29], cubic surfaces in [10, 21], prime
Fano threefolds in [32], Grassmannian varieties in [15] and others. In fact, in [18]
a complete list of varieties supporting a finite number of aCM sheaves is provided.
Varieties that only support one dimensional families of aCM vector bundles, tame
varieties, are known by the classical work of Atiyah in [3] for elliptic curves, and
much more recently by work of Faenzi and Malaspina in [22] for rational scrolls of
degree four. In [13] it is shown that all the Segre varieties have a wild behaviour,
namely they support families of arbitrary dimension of aCM sheaves. Finally, it
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has been shown that the rest of aCM integral projective varieties which are not
cones are wild; see [23].

Along these lines, the particular class of aCM sheaves supporting the maximum
permitted number of global sections has raised the attention of many algebraic
geometers in the last years. They are the so-called Ulrich sheaves; see [20]. The
existence of an Ulrich sheaf on a projective integral variety X ⊂ Pn has very strong
consequences. For instance, this implies that the cone of cohomology tables of
vector bundles on X are the same as the one on a projective space of the same
dimension; see [19]. Moreover, the Cayley-Chow form of X has a particular nice
description; see [20]. Eisenbud and Schreyer stated the existence of Ulrich sheaves
on any projective schemes as a problem in [20, page 543]. Until now, this problem
has been solved for arbitrary curves, for some minimal smooth surfaces of Kodaira
dimension less than or equal to zero and for some sporadic cases of higher dimension;
see [14]. A nice up-to-date account can be found in [6].

As it can be seen from the previous paragraphs, up to now most of the research
on aCM and Ulrich sheaves has been restricted to the case of integral varieties.
The main goal of this paper is to start the study of the aforementioned issues for
non-integral ones. For instance, we expect, relying on the results from this paper,
that original and interesting behaviours for aCM sheaves on non-reduced varieties
can be revealed. In this paper we work on the classification of aCM sheaves on the
double plane X , i.e. the projective plane H ⊂ P3 with multiplicity two over an
algebraically closed field of characteristic 0. It is known from [5, Theorem A] that
any aCM sheaf E on X admits a OP3-free resolution of length one. Our first result
is on the aCM vector bundles of rank two on X .

Theorem 1.1. Every aCM vector bundle of rank two on X is a direct sum of two
line bundles.

Theorem 1.1 is not extended to higher rank; indeed, we find a family of indecom-
posable aCM vector bundle of rank four on X ; see Proposition 4.13. On the other
hand, it is extended to higher dimensional quadric hypersurfaces, using an induc-
tive argument; see Lemma 4.15 and Corollary 4.16. There is an indecomposable
aCM vector bundle of rank two on any union of planes with multiplicities if at least
one plane occurs with multiplicity one; see Corollary 3.10. On the other hand, see
Proposition 3.6 and Remark 3.7 for a conditional existence theorem of aCM vector
bundles on any configuration of hyperplanes with multiplicities.

Then we focus our attention to general aCM sheaves on X of rank at most
3/2. In general the rank need not to be integer (see Definition 2.3). Our technical
ingredient is to twist a given aCM sheaf E by OX(t) with t ∈ Z so that E is
0-regular, but not (−1)-regular (we call it minimally regular). It guarantees the
existence of a non-zero map u : E → IA(1) for a closed subscheme A that is cut
out scheme-theoretically in X by linear equations. Thus we have candidate for a
possible subscheme A and describe ker(u) in each case. The structure sheaf OH of
H can be shown to be the unique aCM sheaf of rank 1/2 up to twist. For higher
rank we introduce the notion of a layered sheaf which admits a filtration whose
successive quotient is isomorphic to OH up to twist. It turns out that every aCM
sheaf of rank one on X is layered.

Theorem 1.2. If E is an aCM sheaf of rank one on X, then it is isomorphic to

(i) a line bundle on X
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(ii) a direct sum of two aCM sheaves of rank 1/2, or
(iii) there is t ∈ Z such that E(t) is isomorphic to the ideal sheaf of a plane

curve in H.

In particular, from the previous theorem, we can spot a new kind of wildness
presumably that does not occur for smooth projective varieties; compare to [23]:

Proposition 1.3. The double plane X is of wild type in a very strong sense, that is,
there exist arbitrarily large dimensional families of pairwise non-isomorphic aCM
sheaves of fixed rank one on X.

Observing from Theorem 1.2 that every aCM sheaf of rank one on X is layered
in a sense that each aCM sheaf admits a filtration whose successive quotients are
aCM sheaves of rank 1/2. For aCM sheaves of rank 3/2 on X the situation is richer:

Theorem 1.4. Let X ⊂ P3 be the double plane.

(1) There exists a non-layered Ulrich stable sheaf E of rank 3/2 on X. More-
over, every non-layered aCM sheaf of rank 3/2 on X is isomorphic to E(t)
for some t ∈ Z.

(2) For any layered aCM sheaf E on X of rank 3/2, there exists an integer
t ∈ Z such that either
(i) E(t) admits a filtration 0 = E0 ⊂ E1 ⊂ E2 ⊂ E3 = E(t) such that

Ei/Ei−1
∼= OH for each i = 1, 2, 3;

(ii) it fits into the following sequence with a ≥ d,

0 → IC(a) → E(t) → OH → 0,

for C ⊂ H a plane curve of degree d;
(iii) it fits into the following sequence with 0 ≤ b < d,

0 → OH(b) → E(t) → IC(d) → 0,

for C ⊂ H a plane curve of degree d.

The only non-layered sheaf E in (1) of Theorem 1.4 is a non-trivial extension of
Ip(1) by OH(−1) as OX -sheaves, where Ip(1) is the ideal sheaf of a point p ∈ X .

It turns out that the sheaf E is independent of the choice of the point p ∈ X up to
twists; we refer to Propositions 6.11 and 6.13. For the description of type (2-i) we
refer to Lemma 6.7 with Remark 6.9. In case a = d = 1 of type (2-i) we get Ulrich
sheaves. By Lemma 6.21 any sheaf fitting into the non-trivial sequence in (2-ii) is
indecomposable. In fact, the isomorphism classes of such sheaves with a > deg(C)
are parametrized by the orbits of Aut(IC(a)) acting on Ext1X(OH , IC(a)) \ {0}.
Lastly the description of type (2-iii) may be seen in Example 6.17 and 6.18.

Then we describe the (non)-existence of (non)-layered Ulrich sheaves on X . It
turns out that there is no layered Ulrich vector bundle on X , while there exist some
non-layered Ulrich vector bundles of rank divisible by four; see Propositions 7.5 and
7.6. Indeed, there exists a layered indecomposable Ulrich sheaf with arbitrary half
integral rank; see Theorem 7.7.

Let us summarize here the structure of this paper. In section 2 we introduce
the definition of aCM sheaves and a generalized notion of rank, possibly not an
integer. In section 3 we collect several technical results on the restriction of aCM
vector bundle and show the existence of an aCM vector bundle that does not split
of arbitrary rank on an arbitrary generalized hyperplane arrangement, when it is
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embedded linearly into a sufficiently high dimensional projective space. In section 4
we show that every aCM vector bundle of rank two on X splits. As a generalization
we also show that any aCM vector bundle of rank two splits on any sufficiently high
dimensional quadric hypersurface. In section 5 we deal with the aCM sheaves of
rank 1/2 and 1 to give their complete classification, which induces the wildness of
the double plane. We also show the existence of arbitrarily large dimensional family
of indecomposable layered aCM sheaves of any rank at least one, which also implies
the wildness. In section 6 we focus our attention to the case of rank 3/2. We start
from calculating numeric data of extension groups on aCM sheaves of lower ranks.
Our main result in this section is the unique existence of non-layered aCM sheaf of
rank 3/2 up to a twist, which is also semistable and simple. Then we describe the
family of isomorphism classes of non-layered sheaves. Finally in section 7, we prove
the existence of layered indecomposable Ulrich sheaves for each half integral rank.

We are deeply grateful to the anonymous referee for numerous corrections and
very stimulating observations.

2. Preliminaries

Throughout the article our base field k is algebraically closed of characteristic
0. We always assume that our projective schemes X ⊂ PN have pure dimension
at least two and are arithmetically Cohen-Macaulay, namely, h1(IX(t)) = 0 for all
t ∈ Z and hi(OX(t)) = 0 for all t ∈ Z and all i = 1, . . . , dimX − 1. Then by [37,
Théorème 1 in page 268] all local rings OX,x are Cohen-Macaulay of dimension
dimX . From h1(IX) = 0 we see that Xred is connected. Since in all our results we
have N = dimX + 1, the reader may just assume that X is a hypersurface. For a
vector bundle E of rank r ∈ Z on X , we say that E splits if E ∼= ⊕r

i=1OX(ti) for
some ti ∈ Z with i = 1, . . . , r.

We always fix the embedding X ⊂ PN and the associated polarization OX(1).
For a coherent sheaf E on a closed subscheme X of a fixed projective space, we
denote E ⊗ OX(t) by E(t) for t ∈ Z. For another coherent sheaf G, we denote by
homX(F ,G) the dimension of HomX(F ,G), and by extiX(F ,G) the dimension of

ExtiX(F ,G).
Now recall that the depth of a module M over a local ring A is defined to be the

maximal length of M -regular sequence; see [27, page 4]. We say that a coherent
sheaf E on X has pure depth k, if the depth of Ex over OX,x is k for all x ∈ X .
We denote the pure depth by depth(E). For a full account on depth and related
properties, see [8, Chapter 1].

Definition 2.1. A coherent sheaf E on X ⊂ PN is called arithmetically Cohen-
Macaulay (for short, aCM) if the following hold:

(i) the dimension of the support of E is equal to dim(X),
(ii) the stalk Ex has positive depth for any point x on X , and
(iii) Hi(E(t)) = 0 for all t ∈ Z and i = 1, . . . , dim(X)− 1.

Remark 2.2. (i) Since E is coherent, the condition in Definition 2.1 that the
stalk Ex has positive depth for each x ∈ X is equivalent to H0(E(−t)) = 0
for t ≫ 0 by [37, Théorème 1 in page 268]. Furthermore, if H1(E(−t)) = 0
for all t ≫ 0, then every stalk of E has depth at least two also by [37,
Théorème 1 in page 268]. This implies that it has depth dim(X), namely it
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is locally Cohen-Macaulay, again by [37, Théorème 1 in page 268] together
with the vanishing of the intermediate cohomologies of E .

(ii) Notice that being aCM does not depend on a twist of E by OX(1).

If E 6∼= 0 is a coherent sheaf on a closed subscheme X of a fixed projective
space, then we may consider its Hilbert polynomial PE(m) ∈ Q[m] with the leading
coefficient µ(E)/d!, where d is the dimension of Supp(E) and µ = µ(E) is called
the multiplicity of E . The normalized Hilbert polynomial of E is defined to be the
Hilbert polynomial of E divided by µ(E).

Definition 2.3. If dim Supp(E) = dim(X), then the rank of E is defined to be

rank(E) =
µ(E)

µ(OX)
.

Otherwise it is defined to be zero.

For an integral scheme X , the rank of E is the dimension of the stalk Ex at the
generic point x ∈ X . But in general rank(E) needs not be integer.

Definition 2.4. An initialized coherent sheaf E on X ⊂ PN (i.e. 0 = h0(E(−1)) <
h0(E)) is called an Ulrich sheaf if it is aCM and h0(E) = deg(X)rank(E).

Ulrich sheaves have received a lot of attention during the last years. It is a
central problem on this area to know which (if all) projective schemes support
Ulrich sheaves. We refer the reader to [6] and [20] for a complete introduction to
the theory of Ulrich sheaves.

The following definition will be used extensively throughout the paper:

Definition 2.5. A coherent sheaf E of positive depth on X ⊂ PN is called mini-
mally regular if it is 0-regular but it is not (−1)-regular.

For any coherent sheaf E of positive depth there exists t ∈ Z such that E(t)
becomes minimally regular. Let us recall that a minimally regular sheaf is globally
generated. Notice also that any Ulrich sheaf is minimally regular; see [20].

Let S = k[x0, . . . , xn] and f ∈ S be a nonzero homogeneous element in the
irrelevant ideal. Then an aCM sheaf E on the hypersurface X = V (f) is given as
the cokernel of the map M:

(1) 0 −→ ⊕e
i=1OPn(ai)

M
−→ ⊕e

i=1OPn(bi) −→ E −→ 0,

where M = (mij) is a square matrix of order e with homogeneous entries of degree
max{bi − aj, 0} in S; see [5, Theorem A]. In particular we get det(M) = fa with
a =

∑e
i=1(bi − ai)/ deg(f). If X is irreducible, then we get a = rank(E); see [17,

Proposition 5.6].
Now we pay our attention to a special type of schemes, an arbitrary finite

union of hyperplanes of Pn+1 with prescribed multiplicities: fix k positive integers
m1, . . . ,mk and k distinct hyperplanes M1, . . . ,Mk of Pn+1 such that M1∪· · ·∪Mk

is not necessarily a normal crossing divisor. Set m := m1 + · · ·+mk and

X = Xn[m1M1, . . . ,mkMk] := m1M1 ∪ · · · ∪mkMk

as a hypersurface of degree m in Pn+1. Thus it is a polarized projective scheme
with OX(1) as its polarization.

Lemma 2.6. For X = Xn[m1M1, . . . ,mkMk], we have Pic(X) ∼= Z〈OX(1)〉.
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Proof. Set m := m1 + · · · + mk. Since Pic(Pn) ∼= Z〈OPn(1)〉, we may assume
m ≥ 2 and use induction on m, i.e. we assume that the lemma is true for smaller
multiplicities. For a fixed L ∈ Pic(X), it is sufficient to prove that if L|Mk

∼= OMk
,

then L ∼= OX . Set Y := Xn[m1M1, . . . , (mk − 1)Mk], with the convention that
Mk does not appear inside the square brackets if mk = 1. Since m ≥ 2 and
L|Mk

∼= OMk
, by tensoring the exact sequence

0 −→ OMk
(1−m) −→ OX −→ OY −→ 0

with L, we get that the restriction map H0(L) → H0(L|Y ) is bijective.
Assume for the moment mk ≥ 2, i.e. Mk ⊆ Y . By the inductive assumption we

have L|Y
∼= OY . Thus we get h0(L) = 1 and a section σ ∈ H0(L) with no zero at

every point of Yred = Xred. Thus σ : OX → L is an isomorphism.
Now assume mk = 1. Exchanging the labels of the planes we see that it is

sufficient to prove the assertion in the case mi = 1 for all i, in which we have
m = k. Fix i ∈ {1, . . . , k− 1} and set Li := Mi ∩Mk. Since we have L|Mk

∼= OMk
,

we get L|Li
∼= OLi

, in particular L|Mi
∼= OMi

for all i. The inductive assumption on
m gives L|Y

∼= OY and we may repeat the argument given for the case mk ≥ 2. �

In particular, there is no ambiguity on the choice of the ample generator OX(1)
of Pic(X) on X = Xn[m1M1, . . . ,mkMk] with respect to which we consider aCM
sheaves on X . Notice, moreover, than on X , as on any hypersurface, any line
bundle OX(t) is aCM. In particular, the structure sheaf OMi

of the reduction of
any of the components of X is again aCM as an OX -sheaf.

As a special case, let us assume that k = 1; for a fixed hyperplane Hn ⊂ Pn+1

with n ≥ 2, define a projective scheme Xn[m] := Xn[mHn] to be the effective
Cartier divisor mHn for m > 0. It has the dualizing sheaf ωXn[m]

∼= OXn[m](m −
n− 2). For example, in case n = 2, we have X = X2[2] the double plane. If w is a
defining equation of Hn, then for m ≥ 2, the restriction map OXn[m] → OXn[m−1]

has kernel isomorphic to OHn
(1−m):

(2) 0 −→ OHn
(1−m) −→ OXn[m] −→ OXn[m−1] −→ 0.

If E is an aCM sheaf on Xn[m], then it is given as the cokernel of the map
defined by the matrix M in (1) with det(M) = wma for some a ∈

(

1
m

)

N. Note that

by Definition 2.3, the rank of E belongs to
(

1
m

)

N.

Remark 2.7. For an aCM sheaf E ∼= OH(a) of rank 1/2 on the double plane
X = X2[2H ], the corresponding matrix in (1) is M = (w). Thus E is isomorphic to
the cokernel of the map OP3(−1) → OP3 given by the multiplication by w, up to
twist. Recall that H is the plane given by w = 0.

Now we introduce a special type of coherent sheaves as in [9, 1st Definition at
page 318] and [10, Definition 6.5].

Definition 2.8. Fix r ∈
(

1
m

)

N. A coherent sheaf E of rank r on Xn[m] is said to
be layered if there exists a filtration 0 = E0 ⊂ E1 ⊂ · · · ⊂ Emr−1 ⊂ Emr = E of E
with Ei/Ei−1

∼= OHn
(ai) with ai ∈ Z for all i = 1, . . . ,mr.

It is automatically true by definition that any layered coherent sheaf on Xn[m] is
aCM.

We end the section with a technical Lemma:
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Lemma 2.9. We have

Ext1
Pn+1(OHn

(a),OXn[m]) ∼= H0(OHn
(1 − a))

for all a,m ∈ Z with m > 0.

Proof. Applying the functor HomPn+1(OHn
(a),−) to

(3) 0 −→ OPn+1(−m) −→ OPn+1 −→ OXn[m] −→ 0,

we get

0 −→ HomPn+1(OHn
(a),OXn[m]) −→ Ext1

Pn+1(OHn
(a),OPn+1(−m))

−→ Ext1
Pn+1(OHn

(a),OPn+1) −→ Ext1
Pn+1(OHn

(a),OXn[m])

−→ Ext2
Pn+1(OHn

(a),OPn+1(−m)),

(4)

where the last term Ext2
Pn+1(OHn

(a),OPn+1(−m)) ∼= Hn−1(OHn
(a+m− n− 2))∨

is trivial. The first map is an isomorphism, because we have the following from (2)
and Serre’s duality

HomPn+1(OHn
(a),OXn[m]) ⊇ HomPn+1(OHn

(a),OHn
(1−m)) ∼= H0(OHn

(1− a−m))

Ext1
Pn+1(OHn

(a),OPn+1(−m)) ∼= Hn(OHn
(a+m− n− 2))∨ ∼= H0(OHn

(1− a−m)).

Now the assertion follows from the isomorphism

Ext1
Pn+1(OHn

(a),OPn+1) ∼= H0(OHn
(1− a)). �

3. aCM vector bundles on hyperplane arrangements with
multiplicities

In this section we are going to consider aCM vector bundles E of rank r ≥ 2 on
Xn[m] with m ≥ 2.

Lemma 3.1. For two integers m,n ≥ 2, and for each integer s ≥ 2n + 2, there
exist in Ps

• a smooth hypersurface Y of degree m, and
• an (n+ 1)-dimensional linear subspace M

such that Y ∩M = Xn[m].

Proof. We fix homogeneous coordinates [x0 : . . . : xs] of P
s and writeM := {xn+2 =

· · · = xs = 0} and Hn := {x0 = xn+2 = · · · = xs = 0} ⊂ M , i.e. Hn is the
hyperplane in M defined by x0 = 0. Consider the smooth hypersurface Y =
V (f) ∈ |OPs(m)| for

(5) f = xm
0 +

n+1
∑

k=1

xm−1
k xk+n+1 +

∑

i≥n+2

xm
i .

Then we have Y ∩M = Xn[m]. �

Remark 3.2. The assertion in Lemma 3.1 was originally proved by dimension
counting, while the current proof using the explicit equation (5) for a smooth hy-
persurface is given by the referee.

Lemma 3.3. Fix a hypersurface Y and a hyperplane M in Ps with s ≥ 3 such
that M is not a component of Y . For an aCM vector bundle E of rank r on Y , if
E|Y∩M

∼= ⊕r
i=1OY ∩M (ai) for some ai ∈ Z, then we have E ∼= ⊕r

i=1OY (ai)
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Proof. We may assume 0 = a1 ≥ · · · ≥ ar and let e be the number of indices i with
ai = 0. Then we have h0(E|Y ∩M ) = e and h0(E|Y ∩M (−1)) = 0. Since E is aCM, we

get that the restriction map ρ : H0(E) → H0(E|Y ∩M ) is bijective. By Nakayama’s

lemma we also get that the natural map η : H0(E)⊗OY → E is injective and that
its image at each p ∈ (Y ∩ M)red spans an e-dimensional linear subspace of the
fiber Ep.

If e = r, we get that η is an isomorphism, because Y ∩M is an ample divisor of
Y and an injective map between two vector bundles with the same rank is either
an isomorphism or drops rank on a hypersurface, which must intersect Y ∩M .

Now assume e < r and let e′ be the number of indices i with ai = ae+1, i.e. the
number of second biggest numbers among ai’s. Set F := Im(η) ∼= O⊕e

Y . Since E/F
is locally free at each point of (Y ∩M)red, it is locally free outside a finite set disjoint
from Y ∩ M . Now the natural map ρ′ : H0(E(−ae+1)) → H0(E|Y ∩M (−ae+1)) is

surjective, because E is aCM. From H0(F|Y ∩M (−ae+1)) ∼= H0(OY ∩M (−ae+1)
⊕e),

we see that there is an e′-dimensional linear subspace V of H0(E(−ae+1)) such that
V ∩H0(F(−ae+1)) = 0 and the map

H0(F|Y ∩M (−ae+1))⊕ V −→ H0(⊕e+e′

i=1 OY ∩M (ai − ae+1)) = H0(E|Y ∩M (−ae+1))

is bijective. Then we get a map η′ : OY (a1)
⊕e ⊕OY (ae+1)

⊕e′ → E that is injective
and of rank e+ e′ at each point of (Y ∩M)red. If r = e+ e′, then we can conclude
that the map ρ′ is an isomorphism. If r > e+e′, we continue in the same way using
E(−ae+e′+1). �

Lemma 3.4. Let Y be a hypersurface of Ps and M ⊂ Ps a linear subspace not
contained in Y . If E is a Ulrich vector bundle on Y , then so is E|Y ∩M .

Proof. Note by assumption that we have deg(Y ∩M) = deg(Y ). First assume that
dimM = s− 1. Let us consider the exact sequence

0 −→ E(−1) −→ E −→ E|Y ∩M −→ 0.

Since hi(E(t)) = 0 for any integer t and for any i = 1, . . . s− 2 we get that E|Y∩M is

aCM. Moreover, since E is initialized, we get h0(E|Y ∩M (−1)) = 0 and h0(E|Y ∩M ) =

h0(E). This implies that E|Y ∩M is Ulrich. If dimM ≤ s − 2, then we take a
hyperplane of Ps containing M and use induction on the codimension of Y . �

Thus, when there exists an integer s ≥ 2n+2 such that each smooth hypersurface
Y ⊂ Ps of degree m supports an aCM vector bundle of rank r, which is not a direct
sum of line bundles, we may apply Lemmas 3.1, 3.3 and 3.4. But one quite often
does not have an existence result of aCM vector bundles that do not split with
prescribed rank on all smooth hypersurfaces of degreem in a given projective space;
for an existence result about the general hypersurface, see [20]. It is sufficient to
have the existence of an aCM (or Ulrich) vector bundle of rank r on the hypersurface
whose equation is given in the proof of Lemma 3.1.

Ifm > 2, the bounds 2n+2 in Lemma 3.1 are not enough to ensure that a general
hypersurface of degree m in Ps contains some Xn[m]. In the following Lemma we
require much higher bounds for dimension of the ambient projective space:

Lemma 3.5. For two integers n ≥ 2 and m ≥ 3, set

Ngen(n,m) := min

{

k > 0

∣

∣

∣

∣

(k + 1)(k − n− 1) ≥

(

m+ n+ 1

n+ 1

)}

.
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For each integer s ≥ Ngen(n,m) and a general hypersurface Y ⊂ Ps of degree m,
there exists an (n + 1)-dimensional linear subspace M ⊂ Ps such that Y ∩ M =
Xn[m].

Proof. We fix an (n + 1)-dimensional linear subspace V ⊂ Ps and a hyperplane
Hn ⊂ V over which we consider Xn[m]. With the linear systems E and E′ in
the proof of Lemma 3.1, we consider two natural maps induced by the action of
SL(s+ 1) on Ps:

u : E × SL(s+ 1) −→ |OPs(m)| , u′ : E′ × SL(s+ 1) −→ |OPs(m)|.

The lemma is equivalent to saying that u is dominant. Since E is irreducible and
E′ ⊂ E, it is sufficient to prove that u′ is dominant. Now we have (s+1)(s−n−1) ≥
(

m+n+1
n+1

)

. This implies that the map u′ is dominant by [16]. �

Now we generalize the previous set-up further to an arbitrary finite union of
hyperplanes of Pn+1 with prescribed multiplicities X = Xn[m1M1, . . . ,mkMk]. We
may modify the proofs of Lemmas 3.1 and 3.5 to get the following result.

Proposition 3.6. For two integers n,m ≥ 2 and any k integers m1, . . . ,mk whose
sum is m, we get the following over every possible X = Xn[m1M1, . . . ,mkMk]
embedded linearly in Ps.

(i) If s ≥ 2n+2 and every smooth hypersurface of degree m in Ps has a rank r
aCM (resp. Ulrich) vector bundle that does not split, then the same holds
for X.

(ii) If s ≥ Ngen(n,m) and a general hypersurface of degree m in Ps has a rank
r aCM (resp. Ulrich) vector bundle that does not split, then the same holds
for X.

Remark 3.7. It has been conjectured in [7] that, for smooth hypersurfaces, the
rank of aCM (or Ulrich) vector bundles should be at least ⌊ s−2

2 ⌋. The conjecture
is sharp and has been proved on hyperquadrics and for rank 2 and 3 vector bun-
dles; see [39] and references therein. Proposition 3.6 asserts that if for a certain
r ≥ 2 there are aCM (or Ulrich) vector bundles of rank r that do not split on
a general hypersurface of degree m in Ps with s ≫ 0, then the same is true for
Xn[m1M1, . . . ,mkMk].

Now we consider the case n = 2 and mi = 1 for at least one index i, i.e. we
assume dim(X) = 2 and Xreg 6= ∅. The case m = 2, i.e. X is the union of two
distinct planes in P3, of the following example appears in [4, Example 4.1]. In fact,
in the following example, we require for our surfaceX ⊂ P3 only to be any arbitrary
surface with at least one irreducible component of Xred appearing with multiplicity
one in X .

Example 3.8. Let X ⊂ P3 be a surface of degree m ≥ 2 with Xreg 6= ∅. For a
fixed point p ∈ Xreg, we have

Ext1X(Ip,X(1),OX(m− 2)) ∼= H1(Ip,X(−1))∨ ∼= k

by Serre’s duality. So up to isomorphisms there exists a unique non-trivial extension
E as an OX -sheaf, fitting into the exact sequence

(6) 0 −→ OX(m− 2) −→ E −→ Ip,X(1) −→ 0.

Such sheaf E is uniquely determined by the point p and it is locally free outside p.
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Claim 1: E is locally free of rank two.
Proof of Claim 1: Obviously E has rank two on each of the components of X

and it is locally free outside p. Note that X is Gorenstein and by assumption p is
a smooth point of X . Since ωX

∼= OX(m− 4), we have h0(ωX ⊗OX(3−m)) = 0.
So the Cayley-Bacharach condition is satisfied and E is locally free; see [11], where
one only considers the case in which X is a Gorenstein normal surface, but in
this particular case with p ∈ Xreg we can adapt the proof in [11] or the classical
proof using the duality of the Cayley-Bacharach property; also we only need one
implication of Cayley-Bacharach, not the “ if and only if ” statement.

Claim 2: E is aCM.
Proof of Claim 2: Since h1(Ip,X(i)) = 0 for all i ≥ 0, (6) gives h1(E(i)) = 0

for all i ≥ −1. Its dual asserts that h1(E∨(i)) = 0 for all i ≤ 3 − m. From
det(E) ∼= OX(m − 1) we have E∨ ∼= E(1 − m). Thus we get h1(E(i)) = 0 for all
i ≤ 2, concluding the proof of Claim 2.

On the other hand, from (6) we have h0(E(1 −m)) = 0 and h0(E(2 −m)) > 0.
In particular, E is not Ulrich for m ≥ 3, while in case m = 2 it is Ulrich.

Claim 3: There are no integers a, b such that E ∼= OX(a)⊕OX(b).
Proof of Claim 3: Here we use that m ≥ 2, because for m = 1 we would just

get the trivial vector bundle of rank two. Assume that such a, b exist, say a ≥ b.
Since h0(E(2−m)) = 1 and h0(E(1−m)) = 0, we get (a, b) = (m−2, 1) and m ≥ 3.
Then we get h0(E) =

(

m+1
3

)

+ 4, while (6) gives h0(E) =
(

m+1
3

)

+ 3.

Remark 3.9. In Example 3.8 we do not claim that E does not split, e.g. if X is
a smooth quadric, then E is the direct sum of the two spinor line bundles of X ,
up to a twist. If Pic(X) ∼= Z〈OX(1)〉, then E is indecomposable; it happens when
X = X2[m1M1, . . . ,mkMk] by Lemma 2.6.

By Lemma 2.6 and Example 3.8 we immediately get the following result.

Corollary 3.10. Let X = X2[m1M1, . . . ,mkMk] ⊂ P3 be a union of planes with
mi = 1 for at least one index i. Then there exists an indecomposable aCM vector
bundle of rank two on X.

Remark 3.11. Take X as in Corollary 3.10 with m > 3. For any p ∈ Xreg call Ep
the aCM vector bundle of rank two in (6). Since m ≥ 3, we have h0(Ep(2−m)) = 1,
in particular (6) is the Harder-Narasimhan filtration of Ep. By uniqueness of the
Harder-Narasimhan filtration, we have Ep 6∼= Eq for p 6= q ∈ Xreg. For large m we
may find X with finite automorphism groups. Hence we get a 2-dimensional family
of aCM vector bundles of rank two, even after the action of Aut(X).

4. aCM vector bundles on the double plane

In this section, we discuss the aCM vector bundles on X := X2[2], i.e. the double
plane in P3. Set S = k[x, y, z, w] and assume that X is given by f = w2, i.e. X is
the double plane whose reduction is the plane H given by w = 0. By Lemma 2.6,
we have Pic(X) = Z generated by OX(1) associated to the hyperplane class and
ωX

∼= OX(−2); see also [26, Example 5.10]. Since every line bundle on H is aCM,
every line bundle on X is also aCM due to the following exact sequence

(7) 0 −→ OH(−1) −→ OX −→ OH −→ 0.

In particular, every direct sum of line bundles on X is aCM. Note also that
any extension of an aCM vector bundle E by a line bundle on X splits, because
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Ext1(E ,OX(k)) ∼= H1(E(−k − 2))∨ is trivial for any k ∈ Z. By Definition 2.3 we
get rank(E) is in r ∈

(

1
2

)

Z. The ideal sheaf IH of H in X is OH(−1) in (7), in
particular it is an aCM sheaf of rank 1/2.

If E is a vector bundle on X , then by tensoring (7) with E we get the following
exact sequence

(8) 0 −→ E(−1)|H −→ E −→ E|H −→ 0.

In the next lines we gather some crucial properties of minimally regular aCM
sheaves on X that will be use for the rest of the paper. If E is such a sheaf on
X := X2[2], it follows immediately from the definition that HomX(E ,OX(1)) ∼=
Hn(E(−3)) 6= 0, so there exists an exact sequence of OX -sheaves

(9) 0 −→ L −→ E
π

−→ IA(1) −→ 0

with A a proper closed subscheme of X and L := ker(π). The sheaf IA(1) is
a nonzero subsheaf of OX(1), in particular it has positive depth. Let 〈A〉 ⊆ P3

denote the linear span of A. Since E is 0-regular, it is globally generated. This
implies that IA(1) is also globally generated. Thus we get A = 〈A〉∩X as schemes.
Taking the possible linear subspaces 〈A〉, we get that A is one of the schemes in
the following list:

Possible Cases 4.1. (a) A = ∅ and IA(1) ∼= OX(1).
(b) A = H and A is cut out in X by only one linear equation; IA(1) ∼= OH .
(c) A is a line L ⊂ H ; A is cut out in X by the plane H and another plane

that is different from H .
(d) A is a connected scheme of degree two with Ared = {p} a point; A is a

complete intersection of X with the line 〈A〉 6⊆ H .
(e) A = {p} for some point p ∈ H .
(f) A = X ∩M with M ⊂ P3 a plane that is different from H ; IA(1) ∼= OX .

Remark 4.2. If A ⊇ H , then we have IA(1) ⊂ OH . Since IA(1) is globally
generated, we have IA(1) ∼= OH . So we get the case (b).

Lemma 4.3. Let E be a minimally regular aCM sheaf on X and consider the
associated short exact sequence (9). Then:

(i) IA is a 1-regular OX-sheaf.
(ii) If dimA 6= 0, then L is 0-regular and aCM sheaf.
(iii) If dimA = 0, then L is 1-regular and aCM sheaf.

Proof. (i) From the surjective map H2(E(t)) → H2(IA(t + 1)) we see that
H2(IA(t+ 1)) = 0 for t ≥ −2. On the other hand, from the short exact sequence

(10) 0 −→ IA(t) −→ OX(t) −→ OA(t) −→ 0

we also obtain H1(IA(t)) = 0 for t = 0 (A is always connected), so IA is 1-regular.
In particular, H1(IA(t)) = 0 for t ≥ 0. Indeed, notice that in the cases when
dimA 6= 0, the ideal sheaf IA is an aCM OX -sheaf.

(ii) Again from (9) we get H1(L(t)) = 0 for t < 0. Now, from the isomorphism
0 = H1(IA(−1)) → H2(L(−2)) → 0, we get at once that L is 0-regular. Since
clearly L also has positive depth at any point x ∈ X , we can conclude that L is an
aCM sheaf.

(iii) In this case, we only get 0 = H1(IA) ∼= H2(L(−1)). But, on the other
hand, note that IA(1) is generated by the image of H0(E) and IA(1) needs two
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sections to be generated. This implies h1(L) = 0 from h1(E) = 0. Therefore L is
1-regular. Since we have H1(L(t)) = 0 for t < 0 in any case, L is also aCM. �

Remark 4.4. From the previous Lemma, we see that in cases (a) and (f), the
extension should be trivial and therefore E ∼= L ⊕ IA(1).

Lemma 4.5. Let E be an aCM vector bundle of rank r on X. If E|H splits, then E
also splits.

Proof. Let E be an aCM vector bundle on X such that E|H ∼= ⊕r
i=1OH(ai) with

a1 ≥ · · · ≥ ar. Up to a twist we may assume that E is minimally regular and
therefore from the long exact sequence associated to (8) we get ar ≥ 1. This
implies that E(−1)|H is globally generated.

Note that the restriction map H0(E(−1)) → H0(E(−1)|H) is surjective and

H0(E(−1)|H) globally generates E(−1)|H . Take a nonzero section s in H0(E(−1)|H)
induced from the last factor OH(ar − 1) ∼= OH . The section s lifts to a section
σ ∈ H0(E(−1)) such that σ|H = s. Since s vanishes at no point of H , σ also
vanishes at no point of H . Let j : OX2[2] −→ E be the map induced by σ. Set
G := coker(j).

Claim: The map j is injective and G is a a vector bundle of rank r − 1 on
X2[2].

Proof of Claim: For a fixed point p ∈ H , let E(−1)p and Gp denote the stalks
of E and G at p, respectively. Let jp : OX2[2],p → E(−1)p be the map induced by σ.

Since E is locally free, there is an isomorphism ϕ : E(−1)p → O⊕r
X2[2],p

of OX2[2],p-

modules. The map ϕ ◦ jp : OX2[2],p −→ O⊕r
X2[2],p

is given by some a = (a1, . . . , ar) ∈

O⊕r
X2[2],p

. The condition σ(p) 6= 0 is equivalent to the existence of i ∈ {1, . . . , r} such

that ai is not contained in the maximal ideal of OX2[2],p. Thus ϕ ◦ jp is injective

and Gp is isomorphic to a direct factor of O⊕r
X2[2],p

(and hence it is locally free) with

rank r − 1. �

The restriction to H of the injective map j maps OH(1) onto a factor of E|H .
Thus G|H is isomorphic to a direct sum of line bundles on Hn, hence it is aCM.
The exact sequence (8) with G instead of E gives that G is aCM. By induction on
the rank we get that G is isomorphic to a direct sum of line bundles. Thus E is
isomorphic to a direct sum of line bundles. �

Remark 4.6. AnOP3-sheaf E is anOX -sheaf if and only if w2E = 0, i.e. wIm(fw) =
0, where the map fw : E → E(1) is induced by the multiplication by w;

(11) 0 −→ ker fw −→ E −→ Imfw −→ 0.

In particular, any OX -sheaf admits an extension of an OH -sheaf by another OH -
sheaf. If E is a locally free OX -sheaf, then this exact sequence is exactly (8). Now
consider any OP3-sheaf E that is an extension, as an OP3 -sheaf, of an OH -sheaf
E1 by another OH -sheaf E2. We claim that E is an OX -sheaf. Indeed, Im(fw) is
isomorphic to a subsheaf of E2(1). So we get wIm(fw) = 0. Thus E is an OX -sheaf..

Remark 4.7. Let E be an aCM sheaf of rank r ∈
(

1
2

)

Z and let F1 := ⊕s
i=1OH(ti)

with t1 ≥ · · · ≥ ts be the kernel of the map fw,E : E → E(1) induced by the
multiplication by w as in Remark 4.6. The image F2 := Im(fw,E) ⊂ E(1) is a
torsion-free sheaf on H with rank 2r − s. Since w2 = 0, we have F2 ⊆ F1(1), in
particular we get s ≥ r. We obviously have s ≤ 2r, and s = 2r if and only if
E ∼= ⊕s

i=1OH(ti).
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Our next goal is to prove Theorem 1.1, namely that an aCM vector bundle E of
rank two on X splits.

Remark 4.8. We know that E fits in the exact sequence (9) with A a subscheme
from the list of possible cases 4.1. In case (a) we have IA(1) ∼= OX(1). In case (f), A
is an effective divisor in |OX(1)|, in particular we have IA(1) ∼= OX . In either case,
the vector bundle E corresponds to an element in Ext1X(OX(i),OX(c1 − i)) = 0
with i ∈ {0, 1}. Thus E splits. In case (b), we have IA(1) = OH . Since the tensor
product is a right exact functor, the surjection π : E → OH induces a surjection
π1 : E|H → OH . Since E is globally generated, E|H is also globally generated. The
surjection π1 implies that E|H splits. Then by Lemma 4.5, E splits. In case (c), since
the tensor product is a right exact functor, the surjection π induces a surjection
E|H → IL(1)⊗OH . The OH -sheaf IL(1)⊗OH has a torsion part τ supported on L
and (IL(1)⊗OH)/τ ∼= OH . Thus we obtain a surjection π1 : E|H → OH and again
we obtain the decomposability of E .

By Remark 4.8 it remains to deal with the cases (d) and (e), concerning the
decomposability of E . In both cases, then the map π induces a surjection π1 :
E|H → Ip,H(1). Since Ip,H(1) has no torsion and E|H is locally free, we get that
ker(π1) has rank one with pure depth two. Thus ker(π1) is isomorphic toOH(c1−1),
where det(E) ∼= OX(c1).

Lemma 4.9. For each integer a ≥ 0 and a point p ∈ H, there exists a unique
vector bundle Ep,a of rank two on H fitting into the exact sequence

(12) 0 −→ OH(a) −→ Ep,a −→ Ip,H(1) −→ 0,

up to isomorphism. Here, the vector bundle Ep,a is globally generated.

Proof. There exists a vector bundle Ep,a fitting into (12), because the Cayley-
Bacharach condition is satisfied. And any such sheaf is globally generated, because
OH(a) and Ip,H(1) are globally generated and h1(OH(a)) = 0. Thus it remains to
prove that the vector bundle Ep,a is unique, up to isomorphism, and it is sufficient to

prove that the dimension of Ext1H(Ip,H(1),OH(a)) is at most one. This is true, be-

cause h1(OH(a−1)) = 0, the local Ext1-group is the skyscraper sheaf kp supported
by p and we may use the local-to-global spectral sequence of the Ext-functor. �

Remark 4.10. In case a = 0, we have Ep,0 ∼= Ω1
H(2) for any choice of p ∈ H .

Lemma 4.11. For a fixed integer a > 0, we have the following:

(i) we have h2(Ep,a(t)) = 0 if and only if t ≥ −2,
(ii) we have h1(Ep,a(−1)) > 0, and
(iii) for any p ∈ H, there is no aCM vector bundle E of rank two on X with

E|H ∼= Ep,a.

Proof. Since p is zero-dimensional, we have h2(H, Ip,H(t)) = h2(H,OH(t)) for all
t ∈ Z. Then we get (i) and (ii), by using (12). For (iii) assume that such E exists.
Then we have h2(H, E|H(−2)) = 0 and h1(H, E|H(−1)) > 0 by (i) and (ii). Now we
may use (8) to get a contradiction. �

Proof of Theorem 1.1: Let E be a minimally regular aCM vector bundle of rank
two on X , with det(E) ∼= OX(c1). Since E is globally generated, we get c1 ≥ 0. If
c1 = 0, then we get h0(E) = h0(E∨) which implies E ∼= O⊕2

X . So we may assume
that c1 ≥ 1. Now by Remark 4.8 it is enough to prove the assertion for the cases (d)
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or (e) of Possible Cases 4.1 for A. Let τ be the torsion part of the sheaf IA(1)⊗OH .
In both cases we have (IA(1) ⊗OH)/τ ∼= Ip,H(1). Thus the surjection E → IA(1)
induces a surjection E|H → Ip,H(1), in particular we get E|H ∼= Ep,c1−1 by Lemma
4.9. Lemma 4.11 excludes the case c1 > 1. So the only possibility is c1 = 1, when
we have E|H ∼= Ω1

H(2). Then we have the exact sequence

(13) 0 −→ Ω1
H(−1) −→ E(−2) −→ Ω1

H −→ 0.

Since h1(Ω1
H) = 1 and h2(Ω1

H(−1)) = h0(TH(−2)) = 0, we have h1(E(−2)) ≥ 1. So
E is not aCM. �

On the other hand the assertion in Theorem 1.1 may not hold for higher rank.
Indeed, the vector bundle SX in Example 4.12 gives a counterexample in rank four;
see Proposition 4.13.

Example 4.12. Let Q5 ⊂ P6 be a smooth quadric hypersurface and S the spinor
bundle on Q5 (of rank four); see [35]. Fix a plane H ⊂ Q5 and take a 3-dimensional
linear space H ⊂ V ⊂ P6 such that the quadric Q5 ∩ V has rank one. So we write
X = Q5∩V and set SX := S|X . Since S(1) is Ulrich, SX(1) is also Ulrich by Lemma

3.4. Set SH := S|H . By [35, Theorem 2.5] we have SH
∼= OH ⊕OH(−1)⊕ Ω1

H(1).
Since SX is locally free, it fits into an exact sequence on X

(14) 0 −→ SH(−1) −→ SX −→ SH −→ 0.

Let ∆ be the set of isomorphism classes of vector bundles E with E(1) Ulrich and
E|H ∼= SH . Then each element of ∆ is an extension of SH by SH(−1), and we have a

map ∆ → PExt1X(SH ,SH(−1)). Since SX(1) is Ulrich, we have ∆ 6= ∅ and the im-
age of this map contains a non-empty Zariski open subset of PExt1X(SH ,SH(−1)).

Proposition 4.13. For any [E ] ∈ ∆, E is indecomposable.

Proof. Otherwise, since there is no Ulrich line bundle on X , each summand of E(1)
would be an Ulrich bundle of rank two. But by Theorem 1.1 any such bundle would
split, a contradiction. �

In the previous lines we showed the existence of rank four Ulrich vector bundles
on the double plane X . On the other hand, we already proved that there are no
Ulrich bundles of rank one and two on X . Therefore with the next Proposition we
show that four is the lowest possible rank for an Ulrich bundle on X .

Proposition 4.14. If E is an Ulrich vector bundle of rank r on the double plane
X ⊂ P3, then r is divisible by four.

Proof. Let us suppose that E is an Ulrich vector bundle of rank r on X . We
know that E is minimally regular and that h0(E(−1)) = 0 by [20, Proposition
2.1]. Therefore, from the long exact sequence of cohomology groups associated to
(8) it is immediate to see that h1(E|H(t)) = 0 for t ≤ −3. From the 0-regularity

of E we have h2(E(−2)) = 0. Thus we get h2(E|H(−2)) = 0 and this implies

h1(E|H(−1)) = 0 by (8). In particular, E|H is 0-regular and we get h1(E|H(t)) = 0

for t ≥ −1. On the other hand, we have h0(E|H(−1)) = h1(E|H(−2)) 6= 0; otherwise,
E would split by Lemma 4.5. Thus by [1, Theorem 2.2 and Corollary 2.4] we get

E|H ∼= Ω1
H(2)⊕a ⊕ OH(1)⊕a ⊕ O⊕b

H for a = h0(E|H(−1)) and some b ∈ Z≥0. In
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particular, we have

2r = 6a+ 2b = h0(E)

= h0(E|H(−1)) + h0(E|H)

= a+ (6a+ b) = 7a+ b.

This implies that a = b, and in particular we get r = 4a. �

While the assertion of Theorem 1.1 does not extend to higher rank, it holds for
higher dimensional quadrics, even with smaller corank.

Lemma 4.15. Let Q ⊂ Pn+1 with n ≥ 3, be a quadric hypersurface of corank at
least 3. Any aCM vector bundle of rank two on Q splits.

Proof. Let E be an aCM vector bundle of rank two on Q.
(a) First assume that Q is a hyperplane with multiplicity two in Pn+1, i.e. Q =

Xn[2] for some n ≥ 3. We choose a three-dimensional linear subspace V ⊂ Pn+1 so
that V ∩ Q is a double plane in V . Then E|V ∩Q is an aCM vector bundle of rank
two on the double plane. This implies that it splits. In particular, its restriction to
the reduction of V ∩Q, say H2 := (V ∩Q)red, splits. Moreover V can be chosen so
that H2 can be any plane contained in Hn, which implies that the splitting type of
E|H2

does not change as H2 varies in Hn. In particular, E|Hn
is a uniform vector

bundle of rank two on Hn and this implies that E|Hn
splits. Then E also splits due

to Lemma 4.5.
(b) Assume n = 3. The case in which Q has corank 4, is true by step (a).

In the case when Q has corank 3, i.e. Q = M1 ∪ M2 with M1,M2 two distinct
hyperplanes of P4, we may apply [4, Theorem 3.13].

(c) Now assume n > 3 and that the assertion holds for a lower dimensional
projective space. Due to step (a) we may assume that Q is a reduced quadric
hypersurface. Take a hyperplane M ⊂ Pn+1 such that Q ∩ M has corank k + 1,
where k is the corank of Q. Note that E|Q∩M is also aCM. By the inductive
assumption we have E|Q∩M

∼= OQ∩M (a) ⊕ OQ∩M (b) for some integers a ≤ b. Up
to a twist we may assume that b = 0. Since n > 3 and Q has corank at least
3, for each p ∈ Q there is a three-dimensional linear subspace W ⊂ Q such that
p ∈ W . Since E|W∩M

∼= OW∩M (a) ⊕ OW∩M , the argument in step (a) gives
E|W ∼= OW (a) ⊕ OW . Note that the every point p ∈ Q is contained in a three-

dimensional linear subspace W ⊂ Q. Since h1(E(t − 1)) = 0 for all t ∈ Z, the
restriction map ρt : H

0(E(t)) → H0(E|Q∩M (t)) is surjective. Since h0(E(t)) = 0 for

t ≪ 0 and h0(E|Q∩M (t − 1)) = 0 for all t ≤ 0, we get that h0(E(−1)) = 0 and that

ρ0 is bijective. Let η : H0(E)⊗OQ → E denote the evaluation map.
First assume a = 0. We get h0(E) = 2 and that the evaluation map η is an

isomorphism at all points of the ample divisor Q ∩M . Since H0(E) ⊗ OQ and E
are vector bundles with the same rank, η is an isomorphism.

Now assume a < 0. We have h0(E) = 1. Fix p ∈ Q and take a three-dimensional
linear space W ⊂ Q such that p ∈ W . Since E|W ∼= OW (a) ⊕ OW , η induces a

map of rank one from the fiber of H0(E)⊗OQ to the fiber Ep. Thus η is injective
and E/Im(η) is a line bundle whose restriction to each W is isomorphic to OW (a).
Thus we get E/Im(η) ∼= OQ(a), in particular E splits. �

Corollary 4.16. Let Q ⊂ Pn+1 with n ≥ 7, be any quadric hypersurface. If E is
an aCM vector bundle of rank two on Q, then it splits.
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Proof. If Q has corank at least 3, then we may use Lemma 4.15. Thus we assume
that Q has corank at most 2. In particular, there exists a linear subspace V ⊂ Pn+1

such that dimV = 6 and V ∩Q is a smooth quadric hypersurface of V . By [36] the
restriction E|Q∩V splits. Now we may proceed as in step (c) of the proof of Lemma
4.15. �

5. Wildness of the double plane

Lemma 5.1. Any sheaf of rank 1/2 on X with pure depth 2, is isomorphic to
OH(a) for some a ∈ Z.

Proof. Let E be a sheaf of rank 1/2 on X with pure depth 2, in particular it is
reflexive by [26, Theorem 1.9]. Then F := ker(fw) and G := Im(fw) ⊂ E(1) as in
(11) are torsion-free (or trivial) by [8, Proposition 1.2.9]. Since w2E = 0, fw is not
injective. This implies that F is non-zero. Thus by additivity of the rank, we have
rank(F) = 1/2 and G ∼= 0. Now F is a reflexive OH -sheaf of rank one. So we get
F ∼= OH(a) for some a ∈ Z. �

Example 5.2. Fix a plane curve C ⊂ H and consider its ideal sheaf in X with the
exact sequence

(15) 0 −→ IC −→ OX −→ OC −→ 0.

Since IC,H
∼= OH(−k) for k = deg(C), it is aCM, in particular the mapH0(OH(t)) →

H0(OC(t)) is surjective. Thus we get that the map H0(OX(t)) → H0(OC(t)) is
surjective, because it factors through H0(OH(t)). This implies that IC is a non-
locally free aCM sheaf of rank one, because OX is aCM. Note that C is not a
Cartier divisor of X , in particular IC is not locally free along C.

For a fixed plane curve C ⊂ H of degree d, the injection OH(−1) → OX in (15)
factors through IC . Now the cokernel of the map OH(−1) → IC is IC,H , which is
OH(−d). So we get an exact sequence

(16) 0 −→ OH(−1) −→ IC −→ OH(−d) −→ 0.

By case m = 1 of Lemma 2.9 for X we get that PExt1
P3(OH(1 − d),OH) ∼=

PH0(OH(d)) and this space parametrizes the plane curves of degree d. Therefore
IC(1) determines an element in PExt1

P3(OH(1 − d),OH). Notice that indeed we
get Ext1

P3(OH(1−d),OH) ∼= Ext1X(OH(1−d),OH), as it is easily checked applying
the functor HomX(−,OH(d− 1)) to the surjection OX −→ OH .

Proof of Proposition 1.3: Fix a positive integer k and take an integer d > 0 such
that

(

d+2
2

)

> k. Let ∆ ⊂ PH0(OH(d)) be the set parametrizing all smooth curves
C ⊂ H of degree d. ∆ is a non-empty Zariski open subset of the projective space
PH0(OH(d)) of dimension

(

d+2
2

)

− 1 ≥ k. Thus ∆ is a non-empty algebraic variety
of dimension at least k. For any C ∈ ∆, C is the set of all p ∈ H at which IC is
not locally free. In particular, if C,D ∈ ∆ and C 6= D, we have IC ≇ ID. Then we
may use the family {IC}C∈∆ to get the assertion. �

Now we classify aCM sheaf of rank one on X to obtain Theorem 1.2.

Proof of Theorem 1.2: Let E be a minimally regular aCM sheaf of rank one on X
We get a surjective map π : E → IA(1) for a closed subscheme A ( X in Possible
Cases 4.1.
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In cases (a), (c), (d), (e) and (f), the surjective map π : E → IA(1) is an
isomorphism, because E has rank 1 with pure depth two, in particular it is reflexive
by [26, Theorem 1.9]. In case (a) and (f), E is isomorphic to OX and OX(1),
respectively. In case (c), E ∼= IL(1) and E(−1) is as in (iii) with a line as the
plane curve; see Example 5.2. Cases (d) and (e) are excluded, because we have
h1(IA(−1)) = deg(A) from the standard sequence for A ⊂ X ;

0 −→ IA(−1) −→ OX(−1) −→ OA(−1) −→ 0,

and this implies that A is not aCM. Finally in case (b), we have IA(1) ∼= OH and
by Lemma 4.3 so by Example 5.2 we get (ii) or (iii). �

Now we discuss wildness in higher rank. For a fixed r ∈ (1/2)N that is at least
one, take two positive integers r1 and r2 such that r1 + r2 = 2r together with two

sequences of integers
−→
k = (k1, . . . , kr1) ∈ Z⊕r1 and −→m = (m1, . . . ,mr2) ∈ Z⊕r2 .

Define two vector bundles on H that split as follows:

A := ⊕r1
j=1OH(kj) , B := ⊕r2

h=1OH(mh).

Then Γ := PExt1
P3(B,A) is of dimension −1 +

∑

j,hmax{0,
(

3+kj−mh

2

)

} by case
m = 1 of Lemma 2.9 for X and each element λ ∈ Γ corresponds to a unique aCM
sheaf Eλ on X of rank r, given as an extension of B by A. Note that all sheaves Eλ
are layered.

Proposition 5.3. Fix r ∈ (1/2)N, r ≥ 1, and assume (r1, r2) = (2r − 1, 1) with
−→
k = (k, . . . , k) and −→m = (m) such that m < k and

(

3+k−m
2

)

≥ 2r − 1. Then for a
general λ ∈ Γ, the sheaf Eλ is indecomposable.

Proof. For a general λ ∈ Γ, set E := Eλ. Up to a twist, i.e. taking E instead of
E for some t ∈ Z, we may assume that m = 0. We have λ = (ε1, . . . , ε2r−1) with

εi ∈ Ext1
P3(OH ,OH(k)). Since

(

3+k
2

)

≥ 2r− 1 and λ is general in Γ, the extensions
ε1, . . . , ε2r−1 are linearly independent.

Assume that E ∼= F1 ⊕ F2. Here we consider sheaves such as OH(t), E , F1 and
F2 as OP3-sheaves, seeing OX as a quotient of OP3 . From this point of view these
sheaves are pure sheaves of depth 2 on P3 and we may apply the notion of (semi-
)stability for pure sheaves; see [38]. Note that 0 ⊂ A ⊂ E is the Harder-Narasimhan
filtration of E , because k > m = 0 and both of A and B = OH are semistable. By
uniqueness of the Harder-Narasimhan filtrations of E and Fi for each i, A must be
the direct sum of the first subsheaves of F1 and F2 in their filtrations. Then, due
to rank counting, one of the two factors of E , say F1, is a factor of A. So we have
A ∼= F1 ⊕ G for some G, while the other one F2, is isomorphic to either OH (the
case of A = F1) or an extension of OH by G.

First assume F2 6∼= OH , that is, G 6= 0. Each OH(t) is simple and there is an
integer s ∈ {1, . . . , 2r − 2} such that F1

∼= OH(k)⊕s and G ∼= OH(k)⊕(2r−1−s).
Taking instead of F1 a direct factor of F1 with minimal rank, it is sufficient to
consider only the case s = 1 for contradiction. Since OH(k) is simple, we have
Aut(A) ∼= GL(2r − 1,k). Hence, up to an element of GL(2r − 1,k) we may as-
sume that F1 is the first factor of A. With this new basis of OH(k)⊕(2r−1), set
λ = (ε1, . . . , ε2r−1). Then ε1 corresponds to the extension of OH by OH(k) with
E/j(G) ∼= OH(k) ⊕ OH as its middle term, where j : G → F2 → E is the com-
position. Thus we get that ε1 is zero, contradicting to the linear independence of
ε1, . . . , ε2r−1.
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Now assume G = 0, that is, E ∼= OH ⊕ OH(k)⊕(2r−1). The extension class λ
induces a surjection E → OH . Since k is positive, the extension class λ is induced
by the projection of OH ⊕ OH(k)⊕(2r−1) onto its first factor. Thus we get λ = 0,
contradicting Lemma 2.9. �

Lemma 5.4. Assume the same numeric invariants as in Proposition 5.3. For
general λ, λ′ ∈ Γ, we have Eλ ∼= Eλ′ if and only if there is g ∈ GL(2r − 1,k) such
that g · λ = λ′.

Proof. Set E := Eλ and E ′ := Eλ′ . Up to shift, E and E ′ are indecomposable
extensions of B ∼= OH byA ∼= OH(k)⊕(2r−1), where we have Aut(A) ∼= GL(2r−1,k)
because OH is simple. Consider all these sheaves as pure sheaves of depth two on
P3 and use semistability of pure sheaves with respect to the polarization OP3(1).
Then A is semistable and the first step of the Harder-Narasimhan filtration of both
E and E ′. Hence every isomorphism E → E ′ induces an automorphism of A. The
other implication is obvious. �

Corollary 5.5. For fixed positive integer n and r ∈
(

1
2

)

N, r ≥ 1, there exists a
family ∆ of indecomposable layered aCM sheaves on X of rank r with dim∆ ≥ n,
where each isomorphism class of sheaves appears only finitely many times in ∆.

Proof. By Proposition 5.3 and Lemma 5.4, a general choice of (2r− 1)-dimensional
subspace in Ext1

P3(B,A) gives an indecomposable aCM sheaf of rank r on X . But
the dimension of such choices can be made arbitrarily large by taking k sufficiently
large compared to m, due to Lemma 2.9. To get isomorphism classes of sheaves we
need to factor by the action of GL(2r − 1,k). We take a general orbit F of this
action and choose a variety ∆′ intersecting F transversally and with complementary
dimension, so that it intersects F at finitely many points (at least one). Then ∆′

intersects transversally and at finitely many point all fibers near F . We take as ∆ a
non-empty Zariski open subset of ∆′ intersecting no orbit in a positive dimensional
variety. �

Over k = C we may take instead of ∆ a small Euclidean ball of ∆ and get a one-
to-one complex analytic parametrization by a ball in an affine space of dimension
equal to dim∆.

6. aCM sheaves of rank 3/2

Let us consider the case of an aCM sheaf E on the double plane X := X2[2]
of rank of 3/2. We know that E fits in the short exact sequence (9) with L an
aCM sheaf and A being one the possible subschemes from the list 4.1. Since we are
interested only in indecomposable sheaves, by Remark 4.4, we can exclude cases
(a) and (f). The following Lemma also allows us to exclude case (d):

Lemma 6.1. There is no aCM sheaf of rank 3/2 on X fitting on the sequence (9):

0 −→ L −→ E
π

−→ IA(1) −→ 0

for A a connected scheme of degree two with Ared = {p} a point.

Proof. L ∼= ker(π) is aCM by Lemma 4.3. So it is isomorphic to OH(a) for some
a ∈ Z. From the exact sequence

0 = H1(F(−1)) −→ H1(IA) ∼= k −→ H2(OH(a− 1)) −→ H2(F(−1)) = 0,
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we get a = −2. Since F is aCM with h2(F(−2)) = 0, we get h1(IA(−1)) =
h2(OH(−4)) = 3. But since A is a zero-dimensional subscheme of length two, we
have h1(IA(−1)) = 2, a contradiction. �

It will also be easy to deal with case (c):

Lemma 6.2. Any non-trivial rank 3/2 sheaf E on X fitting into the sequence (9)
for A as in (c) of Possible Cases 4.1, is a layered sheaf. In particular, it also has
a presentation as in (b) of Possible Cases 4.1.

Proof. If E is such a sheaf, by Lemma 4.3, L is an aCM 0-regular sheaf of rank 1/2
and therefore L ∼= OH(a) with a ≥ 0. The central vertical exact sequence from the
following diagram

(17) 0

��

0 // OH(a) // G //

��

IH(1) ∼= OH
//

��

0

0 // OH(a) // E

��

// IL(1) // 0

OH

��

IL,H(1)

0

shows that E also fits in (b) of Possible Cases 4.1 with G a rank one aCM sheaf.
Thus we get the statement. �

Therefore, the rest of the section will be devoted to study cases (b) and (e).

Lemma 6.3. We have Ext1
P3(OX ,OH(a)) ∼= H0(OH(a+ 2)) for a ≥ 0.

Proof. Applying [12, Lemma 13 in §4] toH ⊂ P3 with a pair (F ,G) = (OX ,OH(a)),
we get

Ext1
P3(OX ,OH(a)) ∼= HomH(T orP

3

1 (OX ,OH),OH(a)),

because we have Ext1H(OH ,OH(a)) = 0 and Ext2H(OH ,OH(a)) ∼= H0(OH(−a −

3))∨ = 0. By tensoring (7) withOH , we get T orP
3

1 (OX ,OH) ∼= T orP
3

1 (OH(−1),OH) ∼=
OH(−2). Thus we get Ext1

P3(OX ,OH(a)) ∼= H0(OH(a+ 2)). �

Remark 6.4. Although we have a non-trivial extension of OH(a) by OX as OP3-
sheaves for a ≥ 0, it is not an OX -sheaf, because we have Ext1X(OX ,OH(a)) ∼=
H1(OH(a)) = 0 for all a ∈ Z by [24, Proposition III.6.3].

Proposition 6.5. If E is a simple layered aCM sheaf on X, then it is either OH(a)
or OX(b) for some a, b ∈ Z.

Proof. Let r ∈
(

1
2

)

Z be the rank of E . The result is trivial for r = 1/2. By Theorem
1.2 it is sufficient to prove that r ≤ 1 (since the ideal sheaf IC of a plane curve
C ⊂ H is not simple as it can be easily deduced composing the maps from the
exact sequence 16 with any non zero morphism OH(−d) −→ OH(−1)).
So assume r > 1 and fix a filtration with 0 = E0 ⊂ E1 ⊂ · · · ⊂ E2r−1 ⊂ E2r = E
of E with Ei/Ei−1

∼= OH(ai) with ai ∈ Z for i = 1, . . . , 2r. We may assume that
E is minimally regular and therefore there is a non-zero map u : E → OX(1). Set
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IA(1) := Im(u). If a1 > 0, then composing the inclusion IA(1) ⊆ OX(1) with
the surjection OX(1) → OH(1) and a non-zero map OH(1) → OH(a1) ⊂ E , would
imply that E is not simple. Thus we get a1 ≤ 0.

(a) Assume for the moment aj > 0 for some j ≥ 2 and define s to be the
minimum among these integers.

Claim: There is another layering filtration 0 = F0 ⊂ F1 ⊂ F2 ⊂ · · ·F2r = E
with either (i) F1

∼= OH(as) or (ii) as = 1, aj = 0 for some j < s and F2
∼= OX(1).

Proof of Claim: We use induction on s. By assumption Es/Es−2 is an extension
of OH(as) by OH(as−1). If this extension splits, then we may find another layering
filtration 0 = G0 ⊂ G1 ⊂ · · · ⊂ G2r−1 ⊂ G2r = E of E such that

• Gi = Ei if i /∈ {s− 1, s},
• Gs−1/Gs−2

∼= OH(as), and
• Gs/Gs−1

∼= OH(as−1).

If s = 2, then we may take Fi = Gi for all i. If s > 2, then we use the inductive
hypothesis. In other words, we set Gs−1 the kernel of the map Es → OH(as−1) so
that Gs−1/Es−2

∼= OH(as). Actually, in this way only one sheaf in the filtration
changes, namely in degree s − 1, while two maps change; the ones having source
and target in degree s − 1. Now assume that Es/Es−2 is a non-trivial extension of
OH(as) by OH(as−1). Since as > 0 and as−1 ≤ 0, Lemma 2.9 for X and Example
5.2 give as = 1, as−1 = 0 and Es/Es−2

∼= OX(1). If s = 2, then Claim is proved.
Now assume s > 2. Since aj ≤ 0 for all j < 0, we may apply s− 2 times the twist
by −1 of Lemma 6.4 to get a new filtration Fi such that F2

∼= OX(1), Fj = Ej for
all j ≥ s, and Fi/Fi−1

∼= OH(ai−2) for i = 2, . . . , s.
By Claim we get either a non-zero map IA(1) → F1 or a non-zero map IA(1) →

F2. So by composing with u we get that E is not simple, a contradiction.
(b) Assume aj ≤ 0 for all j. Since E is 0-regular, it is globally generated.

In particular, E/E2r−1 is globally generated, i.e. a2r ≥ 0. Our assumption gives
a2r = 0. If a1 ≥ 0, then we get a non-zero map E/E2r−1 → E1, which implies
that E is not simple. If a1 < 0, then we get h2(OH(a1 − 2)) > 0. This implies
h2(E(−2)) > 0 since E/A is aCM. But it contradicts the 0-regularity of E . �

Lemma 6.6. For a plane curve C of degree d in X, we have

• ext1
P3(OH(a), IC) =

(

2−a
2

)

+max{2− a− d, 0};

• ext1X(OH(a), IC) ≥
(

2−a
2

)

−
(

2−a−d
2

)

,

where
(

n
2

)

is zero for n ≤ 1.

Proof. Recall that IC is an extension of OH(−d) by OH(−1) with d = deg(C).
Applying the functor HomP3(OH(a),−) to the extension for IC , we get

0 −→ HomP3(OH(a),OH(−d)) −→ Ext1
P3(OH(a),OH(−1)) −→ Ext1

P3(OH(a), IC)

−→ Ext1
P3(OH(a),OH(−d)) −→ Ext2

P3(OH(a),OH(−1)),

(18)

because we have an isomorphism HomP3(OH(a),OH(−1)) ∼= HomP3(OH(a), IC),
i.e. each morphismOH(a) → IC factors throughOH(−1). Indeed, we have an injec-
tion HomP3(OH(a),OH(−1)) → HomP3(OH(a), IC) and it gives homP3(OH(a), IC) ≥
(

1−a
2

)

. On the other hand, applying the functor HomP3(OH(a),−) to (15), we get
the opposite directional inequality, because we have

HomP3(OH(a),OX) ∼= HomX(OH(a),OX) ∼= H2(OH(a− 2))∨ ∼= H0(OH(−1− a))
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by Serre’s duality.
If a ≥ 1, then we get a + d ≥ 2. This implies that Ext1

P3(OH(a),OH(−1)) ∼=
H0(OH(−a)) and Ext1

P3(OH(a),OH(−d)) ∼= H0(OH(1 − a − d)) are trivial by
Lemma 2.9. Thus Ext1

P3(OH(a), IC) is trivial. Now assume a ≤ 0. By Serre’s
duality and Lemma 2.9, we get

Ext2
P3(OH(a),OH(−1)) ∼= Ext1

P3(OH(−1),OH(a− 4))∨ ∼= H0(OH(a− 2))∨,

which is trivial. Thus the sequence (18) becomes

0 −→ H0(OH(−a− d)) −→ H0(OH(−a))

−→ Ext1
P3(OH(a), IC) −→ H0(OH(1− a− d)) −→ 0.

(19)

If a + d ≥ 2, then we get H0(OH(−a)) ∼= Ext1
P3(OH(a), IC), whose dimension is

(

2−a
2

)

. If a + d = 1, then similarly we get the dimension
(

2−a
2

)

+ 1. Finally if
a+ d ≤ 0, then each term in (19) is non-zero. Thus we get

dimExt1
P3(OH(a), IC) = h0(OH(−a)) + h0(OH(1 − a− d))− h0(OH(−a− d))

= (a2 − 5a− 2d+ 6)/2 =

(

2− a

2

)

+ (2− a− d)

and we get the assertion for Ext1
P3(OH(a), IC).

Now consider Ext1X(OH(a), IC). From (18) with P3 replaced by X , we get the
assertion, due to case m = 1 of Lemma 2.9. �

Now recall that an extension of OH by OH is isomorphic to either O⊕2
H or IL(1)

for a line L ⊂ H . We get that homX(OH , IL(1)) = homX(IL(1),OH) = 1 for any
line L ⊂ H , which is essentially equivalent to IL(1) 6∼= O⊕2

H by the proof of Lemma
6.7.

Lemma 6.7. Let E be a sheaf of rank 3/2 with the filtration

(20) 0 = E0 ⊂ E1 ⊂ E2 ⊂ E3 = E

such that Ei/Ei−1
∼= OH for all i ∈ {1, 2, 3}. Setting eL := homX(OH , E) and

eR := homX(E ,OH), we have the following.

(i) 1 ≤ eL, eR ≤ 3.
(ii) eL = 3 ⇔ eR = 3 ⇔ E ∼= O⊕3

H .

(iii) eL = 2 (resp. eR = 2) if and only if E is an extension of OH by O⊕2
H (resp.

O⊕2
H by OH).

(iv) eL = eR = 1 if and only if (20) is the unique filtration of E with Ei/Ei−1
∼=

OH for all i. In this case E2 ∼= IL(1) for a line L ⊂ H uniquely determined
by E.

(v) eL = eR = 2 if and only if E ∼= IL(1)⊕OH for a line L ⊂ H.

Proof. Certainly we have eL, eR ≥ 1. In the exact sequence

(21) 0 −→ E2 −→ E −→ OH −→ 0,

the sheaf E2 is aCM of rank one, admitting an extension of OH by OH . By the
classification of acM sheaf of rank one, we get E2 ∼= O⊕2

H or E2 ∼= IL(1) for a line L.

In particular, we have homX(OH , E2) ≤ 2 and the equality hold only if E2 ∼= O⊕2
H .

Now apply the functor HomX(OH ,−) to (21) to see that eL ≤ 3 and the equality
hold if and only if E ∼= O⊕3

H . We also obtain similar assertion for eR, by applying
the functor HomX(−,OH).
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If E ∼= IL(1) ⊕ OH for some line L ⊂ H , then we have eL = eR = 2, because
homX(OH , IL(1)) = homX(IL(1),OH) = 1 as mentioned in the paragraph before
Lemma 6.7. Conversely assume eL = eR = 2, in particular there exist an inclusion
j : O⊕2

H →֒ E and a surjection u : E ։ O⊕2
H , otherwise the successive quotient

Ei/Ei−1 would have a negative degree. Due to the rank counting, we have u ◦ j 6= 0
and this gives OH ⊂ j(O⊕2

H ) mapped isomorphically by u onto some OH ⊂ O⊕2
H .

Hence OH is a factor of E and we get E ∼= IL(1)⊕OH for some line L ⊂ H . �

Remark 6.8. Note that in Lemma 6.7 E is a semistable sheaf on P3 of pure depth
two with the same normalized Hilbert polynomial as OH . Since O⊕k

H is polystable

for any positive integer k, any nonzero map u = (u1, . . . , uk) : O⊕k
H → E has

the image isomorphic to O⊕c
H , where c is the dimension of the linear span of ui’s in

Hom(OH , E). Replacing eL by Hom(O⊕k
H , E), we get in the same way all statements

for eL, except (v).

Remark 6.9. Consider the case (iii) in Lemma 6.7 with (eL, eR) = (2, 1). Let
W be the set of all (e1, e2) ∈ Ext1X(OH ,OH)⊕2 such that e1 and e2 are linearly
independent. In particular, W is an integral variety of dimension 6. Consider
a sheaf E of this type, corresponding to (e1, e2). In particular, E has a unique
subsheaf E2 ∼= O⊕2

H . Take another sheaf E ′ corresponding to (e′1, e
′
2), which is

isomorphic to E . Then E ′ also has a subsheaf E ′
2
∼= O⊕2

H and we have f(E2) = E ′
2

for any isomorphism f : E → E ′. We get that two sheaves E and E ′ are isomorphic
if and only if there is M ∈ GL(2,k) with M(e1, e2) = (e′1, e

′
2). So the isomorphism

classes are parametrized by the orbits of this action of GL(2,k) on W , i.e. each
isomorphism class corresponds to a plane in Ext1X(OH ,OH) ∼= k3. So the family
of the sheaves of this type is parametrized by P2. A similar description may be
applied to the case with (eL, eR) = (1, 2).

The next goal will be to show the existence of unique non-layered aCM sheaf on
X of rank 3/2 up to twist.

Lemma 6.10. For a point p ∈ H ⊂ X, we have ext1X(Ip(1),OH(−1)) = 1.

Proof. We have the standard isomorphism

Ext1X(Ip(1),OH(−1)) ∼= Ext1X(OH(−1), Ip(1)⊗ ωX))∨ ∼= Ext1X(OH , Ip)
∨.

We can apply the functor HomX(OH ,−) to the short exact sequence

0 −→ Ip −→ OX −→ Op −→ 0,

to obtain the following strand of the associated long exact sequence:

0 ∼= HomX(OH ,OX) −→HomX(OH ,Op) ∼= k −→ Ext1X(OH , Ip)

−→Ext1X(OH ,OX) ∼= Ext1X(OX ,OH(−2))∨ ∼= 0,

concluding the proof. �

Proposition 6.11. Let Ep be the unique non-trivial extension of Ip(1) by OH(−1).
Then Ep is a non-layered Ulrich sheaf on X of rank 3/2. Moreover, for any other
point q ∈ H, we have Ep ∼= Eq.

Proof. Let us consider the unique non-trivial OX -sheaf given as an extension of the
form

(22) 0 −→ OH(−1) −→ Ep
π

−→ Ip(1) −→ 0.
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Claim 1 : Ep is Ulrich.
Proof of Claim 1 : For any t ∈ Z, let δt : H

1(Ip(t + 1)) → H2(OH(t − 1)) be
the coboundary map of the twist by OX(t) of (22). From the injection

0 −→ H1(Ep(t)) −→ H1(Ip(t+ 1)),

we get h1(Ep(t)) = 0 for t ≥ −1 and h1(Ep(t)) ≤ 1 for all t ≤ −2. We have
h1(Ip(−1)) = h2(OH(−3)) = 1 and the coboundary map

δ−2 : H1(Ip(−1)) −→ H2(OH(−3))

corresponds to the non-trivial extension class [Ep]. Thus δ−2 is an isomorphism
and we get h2(Ep(−2)) = 0. Assume that Ep is not aCM and let t0 be the largest
integer such that h1(Ep(t0)) 6= 0. We just saw that t ≤ −3. Since δ−2 6= 0, we
have δt0+1 6= 0. Take an equation ℓ of a plane different from H . The multiplication
by ℓ induces a maps between the twist by OX(t0) and the twist by OX(t0 + 1) of
(22). The induced map α : H1(Ip(t0 + 1)) → H1(Ip(t0 + 2)) is an isomorphism.
Call η : H2(OH(t0 − 1)) → H2(OH(t0)) the map induced by the multiplication by
ℓ. Since δt0+1 ◦ α = η ◦ δt0 , δt0+1 6= 0 and α is an isomorphism, we have δt0 6= 0,
a contradiction. Finally, the definition of Ep as an extension (22) gives that Ep has
positive depth and that h0(Ep(−1)) = 0 and h0(Ep) = 3. Hence Ep is Ulrich. �

Note that we have homX(Ep,OX(1)) = h2(E(−3)) = 3 and this gives a two-
dimensional projective space P := PHomX(Ep,OX(1)) of morphisms Ep → OX(1).
If any of such maps is surjective, then its kernel would be isomorphic to OH(l) for
some l ∈ Z and we would get a different Hilbert polynomial for Ep. Thus none of
these maps are surjective. Now at least one of these maps is not surjective only
at a point (namely, at p); in particular this is true for a non-empty subset of P,
because the map P → Z sending a morphism to the dimension of its zeros is upper
semicontinuous. Since we have dimExt1X(Ip,H(1),OX) = 1 but homX(E ,OX(1)) =
3, for each p ∈ H there is an open neighborhood Up of p such that for every q ∈ Up

there is a surjection Ep → Iq(1). Thus we get Eq ∼= Ep for all q ∈ Up. Since any two
non-empty open subsets of H meet, we get Eq ∼= Ep for all q ∈ H . We also see that
for every v ∈ P there is q ∈ H such that Im(v) = Iq(1). So we get an identification
P ∼= H .

Claim 2 : Ep is non-layered.
Proof of Claim 2 : Assume that E is layered, in particular by Corollary 7.4,

we have a surjection u : Ep → OH . Composing with the inclusion OH → OX(1),
we get a morphism v ∈ P such that Im(v) 6∼= Iq(1) for any q ∈ H , a contradiction.
Thus Ep is not layered. �

Now Claim 1 and Claim 2 conclude the proof. �

Notation 6.12. Let us denote the unique non-layered minimally regular Ulrich
sheaf of rank 3/2 on X in Proposition 6.11 by E . It has the same Hilbert polynomial
as OH(−1)⊕ Ip(1), or as O

⊕3
H .

Proposition 6.13. For any non-layered aCM sheaf F of rank 3/2 on X, E ∼= F(t)
for some t ∈ Z.

Proof. We may assume that F is minimally regular and then F fits in the short
exact sequence 9:

0 −→ L −→ E
π

−→ IA(1) −→ 0,
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for a closed subscheme A ( X in Possible Cases 4.1. By the previous discussions
we need only to consider cases (b) and (e). Take A as in case (b), i.e. IA(1) ∼= OH .
We know by Lemma 4.3 that L is aCM of rank one and therefore it is one of the
cases described in Theorem 1.2 and F is layered.

Finally assume case (e). In this case, ker(π) ∼= OH(a) for some a ∈ Z. If a ≤ −2,
we get

H1(Ip) = 0 −→ H2(OH(a− 1)) −→ H2(F(−1)) = 0

with h2(OH(a−1)) > 0, a contradiction. If a ≥ 0, we get h1(F(−2)) ≥ h1(Ip(−1))−
h2(OH(a− 2)) = 1, a contradiction. Now assume a = −1, in particular we get the
exact sequence

(23) 0 −→ OH(−1) −→ F
π

−→ Ip(1) −→ 0.

Therefore F is the nontrivial extension from Proposition 6.11, namely F ∼= E . �

Proposition 6.14. E is a stable OX-sheaf with pure depth two.

Proof. We already showed in Observation at the end of the proof of Proposition
6.11 that E has pure depth two. Moreover, by [23, Lemma 7.3], E is semistable,
and if it was strictly semistable it would fit on an exact sequence of OX -sheaves

(24) 0 −→ A
u

−→ E −→ B −→ 0

such that A is Ulrich, B is torsion-free and rank(A) + rank(B) = 3/2.
(a) Assume that A has rank 1/2. Then, since it is Ulrich, A ∼= OH . Let π :

E → Ip(1) be the surjection in (22). Since homX(OH ,OH(−1)) = 0, the inclusion
u in (24) induces an injective map OH → Ip(1). Since OH

∼= ker(fw,OX(1)), we

have homX(OH , Ip(1)) = 1. Thus we get u(OH) ⊂ π−1(OH) and π−1(OH) ∼=
OH ⊕OH(−1). We see that E/OH is an extension of Ip,H(1) by OH(−1). By [12,
Lemma 13 in §4], we get the first isomorphism of the following

Ext1
P3(Ip,H(1),OH(−1)) ∼= Ext1H(Ip,H(1),OH(−1)) ∼= Ext1X(Ip,H(1),OH(−1)),

because we have HomH(Ip,H ,OH(−1)) = 0. Then the second isomorphism can

be induced automatically. Thus E/OH is isomorphic to either O⊕2
H or OH(−1) ⊕

Ip,H(1). In the former case, E would be layered, while the latter case is impossible,
because E/OH must be globally generated.

(b) Now assume B has rank 1/2, in particular we get B∨∨ ∼= OH(b) for some
b ∈ Z by Lemma 5.1. Since the map B → B∨∨ is injective, we get B ∼= IZ,H(b)

for some zero-dimensional subscheme Z ⊂ H or B ∼= OH(b). Since E is globally
generated, B is also globally generated, in particular we get either b > 0 or b = 0
and Z = ∅. The latter case is excluded, because there is no surjection E → OH from
the argument in the last three lines of the proof of Proposition 6.11. The former
case is also excluded, because if b > 0, then the Hilbert polynomial of IZ,H(b) is
strictly bigger than the one of OH . �

Corollary 6.15. For each r ∈
(

1
2

)

Z at least 3/2, there exists a non-layered Ulrich
sheaf of rank r on X.

Proof. Fix r ∈
(

1
2

)

Z at least 3/2 and consider the sheaf G := E⊕O
⊕(2r−3)
H , for E the

unique rank 3/2 non-layered sheaf from the previous remark. G is an Ulrich sheaf
of rank r. We are going to show that G is non-layered. Otherwise, by Corollary
7.4, there exists a filtration 0 = G0 ⊂ G1 ⊂ · · · ⊂ G2r−1 ⊂ G2r = G of G with
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Gi/Gi−1
∼= OH for all i. Consider the composition u of the inclusion E →֒ G with

the surjection G → G/G2r−1
∼= OH . In the end of the proof of Proposition 6.11, we

proved that u cannot be a surjection. Since E is globally generated and h0(OH) = 1,
we get that u is a zero map and E ⊆ G2r−1. By descending induction on i, we get
E ⊆ Gi for all i, a contradiction. �

Remark 6.16. In the rest of the section we will offer a description of indecom-
posable layered aCM sheaves E on X of rank 3/2. By the previous discussions we
know that such a sheaf E should fit in

(25) 0 −→ L −→ E
π

−→ OH −→ 0,

where L is aCM and 0-regular by Lemma 4.3 (case (b) of Possible Cases 4.1); by
Theorem 1.2, L is isomorphic to eitherOX(a), with a ∈ Z; or IC(a) for a plane curve
C ⊂ H with a ≥ d; or OH(a)⊕OH(b), with a ≥ b ≥ 0. The first case is excluded:
Ext1X(OH ,OX(t)) ∼= H1(OH(−t− 2))∨ is trivial and E would be decomposable. In
Example 6.17 and Lemma 6.18 below, we describe the latter case. It turns out in
the proof of Lemma 6.20 that such sheaves fall into the case (2-iii) of Theorem 1.4.

Example 6.17. For fixed nonnegative integers a ≥ b ≥ 0, set d := a + b and let
A(b, d) be the set of isomorphism classes of sheaves fitting in an exact sequence

(26) 0 −→ OH(a)⊕OH(b)
i

−→ E
π

−→ OH −→ 0.

A(b, d) is parametrized, not necessarily finite-to-one, by a vector space

E(b, d) := Ext1X(OH ,OH(a))⊕ Ext1X(OH ,OH(b))

of dimension
(

a+3
2

)

+
(

b+3
2

)

. Every element in A(b, d) is aCM, because it is an
extension of aCM sheaves. Fix [E ] ∈ A(b, d). Since the case (a, b) = (0, 0) is
already described in Lemma 6.7 and Remark 6.9, we assume that a > 0; so we
also get d > 0. The sequence (26) gives H2(E(−2)) = 0 and H2(E(−3)) 6= 0. In
particular, E is minimally regular.

Suppose that E is induced by ε ∈ E(b, d) and write ε = (e1, e2) with e1 ∈
Ext1X(OH ,OH(a)) and e2 ∈ Ext1X(OH ,OH(b)). If e1 = 0 (resp. e2 = 0), then
OH(a) (resp. OH(b)) is a factor of E . Now assume e1 6= 0 and e2 6= 0. The extension
e1 (resp. e2) induces a rank one aCM sheaf IC(a+1) (resp. ID(b+1)) for uniquely
determined plane curves C,D ⊂ H with deg(C) = a + 1 and deg(D) = b + 1.
Conversely, the curves C and D determine α and β, respectively, up to a constant,
but the constants may be different; for two nonzero constants c and c′, we may
consider the automorphism of OH(a)⊕OH(b) obtained by the multiplication by c
in the first factor and by the multiplication by c′ in the second factor, to show that
the sheaf induced by (ce1, c

′e2) is isomorphic to E .
Assume b > 0, and in particular OH(a) ⊕OH(b) is uniquely determined by the

Harder-Narasimhan filtration of E . Thus ε is uniquely determined by the isomor-
phism class of E , up to isomorphisms of OH(a)⊕OH(b). If OH(k) is a factor of E
with k > 0, then it is a factor of OH(a)⊕OH(b), because π(OH(k)) = 0 and there is
a surjection OH(a)⊕OH(b) → OH(k) only if either k = a or k = b. If OH is a factor
of E , then we get E ∼= OH⊕OH(a)⊕OH(b), because homX(OH(a)⊕OH(b),OH) = 0
and we have the surjection π.
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Lemma 6.18. Let B(b, d) ⊂ A(b, d) consist of all indecomposable [E ] ∈ A(b, d).
Then A(b, d) \ B(b, d) is parametrized by at most d + 1 proper linear subspaces of
E(b, d). in particular, B(b, d) is not empty.

Proof. Fix [E ] ∈ A(b, d) \ B(b, d). Since E has rank 3/2 and it is decomposable, it
has a factor of rank 1/2. Let k be the minimum among the integers such that E
has a factor OH(k), i.e. E ∼= OH(k)⊕F with F a rank one aCM sheaf.

First assume k > 0. Since π(OH(k)) = 0, we get that F fits into an exact
sequence

0 → OH(d− k) → F → OH → 0.

So F is isomorphic to either OH ⊕OH(d−k) or IE(d−k+1) for some plane curve
E ⊂ H with deg(E) = d−k+1. The former case is impossible due to the definition
of k. In the latter case, the extension classes arising as F are parameterized by
Ext1X(OH ,OH(d − k)) ∼= H0(OH(d − k + 1)), whose dimension is

(

d−k+3
2

)

. So if
k ≥ b, then the isomorphism classes arising as E are parameterized by a proper
linear subspace of E(b, d). If k < b, then each map Hom(OH(a) ⊕ OH(b), E) has
image contained in F . So we get an injective map OH(a)⊕OH(b) → IE(d−k+1).
The composition of this injective map with the surjection IE(d−k+1) → OH cannot
be trivial, otherwise we would get an injection OH(a)⊕OH(b) → OH(d− k). Thus
we have b = 0, i.e. (a, b) = (d, 0). In this case we see that the extension classes

arising as F are parameterized by Ext1X(OH ,OH(d)) whose dimension is
(

d+3
2

)

. So
such sheaves are parameterized by a proper linear subspace of E(0, d).

Now assume k = 0. So we get E ∼= OH ⊕F with either

• F ∼= OH(i)⊕OH(d− i) for some integer i with 0 ≤ 2i ≤ d ,or
• F ∼= ID(j) for some curve D ⊂ H with z := deg(D) = 2j − d− 1.

Note that F cannot be a line bundle on X by the regularity condition of E . In the
former case, we get i = 0; F ∼= OH ⊕OH(d). This implies that E ∼= O⊕2

H ⊕OH(d),
which corresponds to the trivial element of E(0, d). Now assume the latter case.
Since E is 0-regular, F is globally generated. In particular, we get j ≥ z. If j > z,
then (16) gives homX(ID(j),OH) = 0. So the factor OH of E induces the splitting
of (26), in particular we get F ∼= OH(a) ⊕ OH(b), a contradiction. Now assume
j = z, i.e. j = d+1. If b > 0, then the map i from the exact sequence (26) has image
contained in F , while (26) implies that each map in Hom(OH(a) ⊕OH(b), ID(j))
has image contained in OH(d). So i can not be injective, a contradiction. In case
b = 0, i.e. (a, b) = (d, 0), we get a proper linear subspace of E(0, d) as above. �

Remark 6.19. Fix E ∈ B(b, d) for some integers b, d and assume b > 0. For any
two positive integers a′ and b′, we have Hom(OH(a′) ⊕ OH(b′),OH) = 0. So if
{a, b} 6= {a′, b′}, there is no injective map OH(a′)⊕OH(b′) → E . In particular, we
have B(b, d) ∩ B(b′, d′) = ∅, if (b, d) 6= (b′, d′).

Lemma 6.20. Let E be a minimally regular indecomposable sheaf fitting into (25).
If E is not as in Lemma 6.7, then there exists a plane curve C ⊂ H of degree d
such that E fits into one of the following sequences:

(1) 0 → IC(a) → E → OH → 0 for a ≥ d;
(2) 0 → OH(b) → E → IC(d) → 0 for 0 ≤ b < d;

Proof. By Remark 6.16, we can assume that L ∼= OH(a)⊕OH(b) with a ≥ b ≥ 0.
The quotient sheaf E/OH(b) is an extension of OH by OH(a). So it is isomorphic
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to either OH(a) ⊕ OH or IC(a + 1) for a plane curve C ⊂ H of degree a + 1 by
Example 5.2. The latter case falls into case (2).

In the former case, let u : E → OH(a) ⊕ OH be the quotient map and set
F := u−1(OH(a)). Then F is an extension ofOH(a) by OH(b) and E is an extension
of F by OH . By Example 5.2 F is isomorphic to either

OH(a)⊕OH(b) or ID(b+ 1)

for a plane curveD of degree b−a+1. Note that the plane curveD makes sense only
if b−a+1 ≥ 0, i.e. b ∈ {a−1, a}, and if b = a−1, we have ID(2b+2−a) ∼= OX(a).
Assume first that F ∼= OH(a)⊕OH(b). In particular, E is induced by

(e1, e2) ∈ Ext1X(OH(a),OH)⊕ Ext1X(OH(b),OH).

From the indecomposability of E , we get a ≤ 1. If a = 1, then the sheaf corre-
sponding to e1 is isomorphic to OX(1) and E is an extension of OX(1) by OH(b),
which is trivial by Remark 6.4. So we have (a, b) = (0, 0) and we already describe
the case in Lemma 6.7 and Remark 6.9. Now assume that F ∼= ID(b + 1), where
D is either empty or a line. If b = a − 1, then we get F ∼= OX(a). In this case
E is decomposable by Remark 6.4. So we may assume that F ∼= IL(a + 1). In
particular, E is an extension of IL(a+1) by OH . Apply the functor HomX(−,OH)
to the exact sequence

0 −→ OH(a) −→ IL(a+ 1) −→ OH(a) −→ 0,

we get Ext1X(IL(a+1),OH) = 0 for a ≥ 2 by Example 5.2. The case a = 0 falls into
case (2) with (b, d) = (0, 1), while in the case a = 1 we have homX(F ,OH) = 0. So
the map π gives the splitting of (25). �

Proof of Theorem 1.4: If E is not layered, then we may use Propositions 6.11 and
6.14. If E is decomposable, then we use Theorem 1.2. Finally when E is inde-
composable and layered, we may use the proof of Proposition 6.11 and Lemma
6.20. �

From the proof of Lemma 6.20, the case (2) of Lemma 6.20 occurs when E fits into
the exact sequence (26), which is already described in Example 6.17 and Lemma
6.18.

Now assume ker(π) ∼= IC(a) for some degree d curve C and a unique integer a
as in (1) of Lemma 6.20. Indeed, if a ≥ d, then we get dimExt1X(OH , IC(a)) ≥
(

2+a
2

)

−
(

2+a−d
2

)

, which is positive.

Lemma 6.21. Any non-trivial extension of OH by IC(a) with a ≥ d is indecom-
posable.

Proof. Let ε be the non-trivial extension class of OH by IC(a) corresponding to E
and assume that E is decomposable with E ∼= OH(b)⊕ G for some aCM sheaf G of
rank 1, where G is described in Theorem 1.2. Since E is globally generated, G is
also globally generated and b ≥ 0.

(i) First assume b > 0, in particular we have HomX(OH(b),OH) = 0 with
a surjective map G → OH . Since G is globally generated, by Theorem 1.2, G is
isomorphic to either OX , O⊕2

H or IL(1) for some line L ⊂ H . If G ∼= OX , then we
get

(27) 1 +

(

a+ 1

2

)

+

(

a− d+ 2

2

)

= h0(E) = 1 +

(

b + 2

2

)

.
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Since HomX(OH(b),OH) = 0, we get an injective map j : OH(b) → IC(d) with
the cokernel isomorphic to OH(−1), which is the kernel of the surjection G → OH .
Since IC(a) is an extension of OH(a− d) by OH(a− 1), we get b = a− 1, which is
impossible by (27).

Thus we get either G ∼= O⊕2
H or G ∼= IL(1) for some line L ⊂ H with the equality

(28) 1 +

(

a+ 1

2

)

+

(

a− d+ 2

2

)

=

(

b+ 2

2

)

+ 2

as above. The nonzero map j : OH(b) → IC(d) gives that either b = a − 1 or
b ≤ a− d, and this implies from (28) that a = 1. Then we get d = 1 and b = 0, a
contradiction.

(ii) Now assume b = 0, in particular the map E → OH induces the zero-map
OH → OH , because ε 6= 0 and any non-zero map OH → OH is an isomorphism.
Thus we get a surjective map G → OH . So as before G is isomorphic to either OX ,
O⊕2

H or IL(1) for some line L ⊂ H . If G ∼= OX , then h0(E) = 2 and h0(IC(a)) = 1,

a contradiction. If either G ∼= O⊕2
H or G ∼= IL(1), then we get h0(E) = 3 and

h0(IC(a)) = 2, i.e. a = d = 1. Thus we are in the set-up of Lemma 6.7, and it is
indecomposable. �

The sheaf IC(a) is an extension of OH(a−d) by OH(a−1). First assume a ≥ d+1.
Since ωC

∼= OC(d− 3), the exact sequence

0 −→ IC −→ OX −→ OC −→ 0

gives h2(IC(a − 3)) = 0. Therefore h2(E(−3)) = 1 and by Serre’s duality there is
a unique surjection E → OH , up to a scalar, i.e. a unique subsheaf isomorphic to
IC(a) for some integer a and some curve C. Hence if f : E → E ′ is an isomorphism,
then E ′ contains IC(a) and f(IC(a)) = IC(a). We get that the isomorphism classes
of E are parametrized by the quotient of the family of the non-zero extensions ofOH

by IC(a), by the action of Aut(IC(a)). Note that by Proposition 6.22 below we have

dimAut(IC(a)) = 1 +
(

d+1
2

)

. In other words, we have the action of the algebraic

group Aut(IC(a)) on the quasi-affine integral variety Ext1X(OH , IC(a)) \ {0} so
that the isomorphism classes of these sheaves are parametrized by the orbits of the
algebraic group Aut(IC(a)).

Proposition 6.22. For a plane curve C ⊂ H of degree d, the group Aut(IC) is
identified with the group of matrices

{(

a f

0 a−1

) ∣

∣

∣

∣

a ∈ k \ {0} , f ∈ k[x, y, z]d−1

}

.

In particular, dimEnd(IC) = 1 +
(

d+1
2

)

.

Proof. Automorphisms of IC extend to automorphisms of its OP3-resolution

0 −→ OP3(−2)⊕OP3(−d− 1)
A

−→ OP3(−1)⊕OP3(−d) −→ IC −→ 0,

namely, to pairs of matrices

(M,N) ∈ End(OP3(−2)⊕OP3(−d− 1))⊕ End(OP3(−1)⊕OP3(−d))

such that N−1AM = A. Developing this equation, the pairs correspond to matrices
as on the statement. Now, since Aut(IC) is a non-empty open subset of End(IC),we
get the second part of the statement as well. �
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There remains the case a = d. If h2(E(−3)) = 1, then again E fits in a unique
extension of OH by IC(d). So we have the same description as in the case a ≥ d+1.
Now assume h2(E(−3)) > 1. If a = d = 1, then we are in the set up of Lemma
6.7 with eR ≥ 2. Now assume a = d > 1. Note that E contains a unique copy
of OH(d − 1) with F := E/OH(d − 1), where F is isomorphic to O⊕2

H or IL(1)
for some line L ⊂ H . Thus any isomorphism f : E → E ′ sends OH(d − 1) to the
corresponding copy of OH(d− 1) of E ′. So f induces an isomorphism of extensions
of F by OH(d− 1). We get that the isomorphism classes of E are parametrized by
the quotient of the family of non-zero extensions of F by OH(d− 1), by the action
of Aut(F). See Lemma 6.22 for the computation of Aut(F) in the case F ∼= IL(1).
In all cases E is decomposable only if either

• E ∼= OH(d−1)⊕F , which is possible only if the extension of F by OH(d−1)
is the trivial one, or

• E ∼= OH ⊕G for some aCM sheaf G that is 0-regular with h0(G) =
(

d+1
2

)

+1.

If the inclusion j : OH → E induced from an OH -factor of E , does not split the
extension E of OH by IC(d), then the surjection E → OH maps j(OH) onto zero, in
particular j(OH) is a saturated subsheaf of IC(d), i.e. the quotient is torsion-free.
Its existence would imply that IC(d) ∼= OH ⊕ OH(d − 1), contradicting the fact
that IC(d) is not an OH -sheaf.

Remark 6.23. Among the aCM sheaves of rank 3/2 studied in this section, only
the sheaves of the form OH(a) ⊕ OH(b) ⊕ OH(c) are OH -sheaves; for any other
sheaf E there is no closed proper subscheme Y ⊂ X such that E is an OY -sheaf.

7. Ulrich sheaves

In this section, we discuss the (non)-existence of Ulrich sheaves on X . Recall
that ∆ is the collection of aCM vector bundles, admitting an extension of SH by
SH(−1); see Example 4.12.

Lemma 7.1. For every [E ] ∈ ∆, its twist E(1) is Ulrich.

Proof. By definition of ∆, the vector bundle E is aCM with E|H ∼= Ω1
H(1)⊕OH ⊕

OH(−1). So it fits into the exact sequence

(29) 0 −→ Ω1
H ⊕OH(−1)⊕OH(−2) −→ E −→ Ω1

H(1)⊕OH ⊕OH(−1) −→ 0.

In particular, we have h0(E) ≤ 1 and H0(E) is the kernel of the coboundary map
δ : H0(OX) → H1(Ω1

H). The latter cohomology group is one-dimensional and δ
must be an isomorphism, because H1(E) is trivial. Again by (29) we get

h0(E(1)) = h0(OH) + h0(OH) + h0(OH(1)) + h0(Ω1
H(2))

= 1 + 1 + 3 + 3 = 8.

Since E(1) is an initialized vector bundle of rank four on X with degree two, it is
Ulrich. �

Lemma 7.2. For each [E ] ∈ ∆, we have 4 ≤ dimEnd(E) ≤ 9.

Proof. From the Euler sequence

0 −→ Ω1
H −→ OH(−1)⊕3 −→ OH −→ 0,

we get h1(Ω1
H ⊗ (Ω1

H)∨(−1)) = h0((Ω1
H)∨(−1)) = 3. Set

A := O⊕2
H ⊕OH(−1)⊕Ω1

H ⊗ (Ω1
H)∨ ⊕Ω1

H(1)⊕Ω1
H(2)⊕ (Ω1

H)∨(−1)⊕ (Ω1
H)∨(−2).



30 E. BALLICO, S. HUH, F. MALASPINA AND J. PONS-LLOPIS

We have h0(A(−1)) = 0, h0(A) = 9 and h1(A(−1)) = 2+h1(Ω1
H⊗(Ω1

H)∨(−1)) = 5.
Since End(E) is locally free, we have an exact sequence

(30) 0 −→ A(−1) −→ End(E) −→ A −→ 0,

in particular we get 4 ≤ dimEnd(E) ≤ 9. �

Proposition 7.3. Let E be a layered sheaf of rank r ≥ 1 on X with the filtration
in Definition 2.8. Set ind(E) := max{t ∈ Z | H0(E(−t)) 6= 0}. Then we have

(i) ind(E) = max{a1, . . . , a2r};
(ii) h0(E(−ind(E))) = ♯{i ∈ {1, . . . , 2r} | ai = ind(E)}.

Proof. If we let ρ = max{a1, . . . , a2r}, then the filtration of E gives H0(E(−t)) = 0
if t > ai for all i. So we get ind(E) ≤ ρ. If ρ = a1, then we get H0(E(−a1)) 6= 0 and
ind(E) ≥ a1. Similarly, if ρ = ai for i ≥ 2, we get H0((E/Ei−1)(−ρ)) 6= 0. Since
Ei−1 is aCM, we get H0(E(−ρ)) 6= 0 and ind(E) ≥ ρ. �

Corollary 7.4. If E is a layered Ulrich sheaf of rank r with the filtration in Defi-
nition 2.8, then we have ai = 0 for all i.

Proof. By Lemma 7.3, we have 0 = ind(E) = max{a1, . . . , a2r} and ai = 0 for 2r
indices i, concluding the proof. �

Proposition 7.5. There is no layered Ulrich vector bundle on X.

Proof. Let us suppose that there exists an Ulrich vector bundle E of rank r on X
with filtration:

(31) 0 −→ Ei−1 −→ Ei −→ OH −→ 0,

for i = 2, . . . , 2r with E1 ∼= OH and E2r ∼= E .
Claim 1: Hj(Ei|H(−1)) = 0 for i = 1, . . . , 2r and j ∈ {0, 1, 2}.
Proof of Claim 1: We are going to prove the claim by induction on i; notice

that the claim is true for i = 1. On the other hand, tensoring the short exact
sequence (7) by the OX -sheaf Ei we obtain

0 −→ T or1X(Ei,OH) −→ Ei|H(−1) −→ Ei −→ Ei|H −→ 0,

so we can deduce T or1X(OH ,OH) ∼= OH(−1) for i = 1 and dimSupp T or1X(Ei,OH) ≤
1 for i ≥ 2. Tensoring the short exact sequence (31) by OH(−1), we get

T or1X(Ei,OH)(−1)
ϕ3

−→ OH(−2)
ϕ2

−→ Ei−1|H(−1)
ϕ1

−→ Ei|H(−1) −→ OH(−1) −→ 0.

Splitting the previous exact sequence into short ones, we can see first that the
surjection

H2(Ei−1|H(−1)) ։ H2(Imϕ1) ∼= H2(Ei|H(−1))

gives us H2(Ei|H(−1)) = 0 by the induction’s hypothesis. Next

H1(Ei−1|H(−1)) ∼= H1(Imϕ1) ∼= H2(Imϕ2)

and the last group is zero due to the existence of the surjection 0 = H2(OH(−2)) ։
H2(Imϕ2). Finally, we have the chain of equalities

H0(Ei|H(−1)) = H0(Imϕ1) = H1(Imϕ2) = H2(Imϕ3)

and again the last cohomology is zero due to the surjectionH2(T or1X(Ei,OH)(−1)) ։
H2(Imϕ3) and that H2(T or1X(Ei,OH)(−1)) = 0 since the support of this sheaf is
at most one-dimensional. �
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Claim 2: H0(E∨
|H) = 0.

Proof of Claim 2: After tensoring the short exact sequence (7) by E∨ (notice
that, since E is a vector bundle, the operations of dualizing and restricting to H do
commute), we get

(32) 0 −→ E∨(−1)|H −→ E∨ −→ E∨
|H −→ 0.

Since h0(E∨) = h1(E∨) = h2(E∨(−1)) = 0 by Serre duality and the fact of E being
Ulrich, we deduce from the long exact sequence of cohomology groups associated
to (32)

H0(E∨
|H) ∼= H1(E∨

|H(−1)) ∼= H2(E∨
|H(−2)) ∼= H0(E|H(−1)) = 0,

by Claim 1, where the last isomorphism is obtained applying Serre duality on H .
This concludes the proof of Claim 2. �

Finally, after tensoring (31) by E∨ for any i = 2, . . . , 2r and using Claim 1, we
would obtain

h0(E ⊗ E∨) = · · · = h0(Ei ⊗ E∨) = · · · = h0(E∨
|H) = 0,

a contradiction. �

Proposition 7.6. For any [E ] ∈ ∆ in Example 4.12, E is not layered.

Proof. Since E(1) is Ulrich for each [E ] ∈ ∆, the result is immediate from Proposi-
tion 7.5. �

Theorem 7.7. For each r ∈
(

1
2

)

Z>0, there exists a layered indecomposable Ulrich
sheaf with rank r.

Proof. By Corollary 7.4 we need only to check the indecomposability of some layered
sheaf E with a filtration 0 = E0 ⊂ · · · ⊂ E2r = E with Ei/Ei−1

∼= OH for all i. The
case r = 1/2 is trivial. Note that the assertion is also true for r ∈

{

1, 32
}

; for r = 1,
up to isomorphism it only gives the indecomposable sheaf IL(1) with L ⊂ H a line,
and the case r = 3

2 comes as a particular case of Lemma 6.21 with (a, d) = (1, 1).

Set E1 := OH . For each r ∈
(

1
2

)

Z≥1, let E2r be the middle term of a general
OP3-extension

(33) 0 −→ E2r−1 −→ E2r
u

−→ OH −→ 0.

By its inductive definition each E2r is an OX -Ulrich sheaf with a filtration 0 = E0 ⊂
· · · ⊂ E2t with Ei/Ei−1

∼= OH for all i. We will show that E2r is indecomposable.
Claim 1: ext2

P3(OH , E2r−1) = 0 for all r ∈
(

1
2

)

Z≥1.

Proof of Claim 1: for r = 1, it is well-known that ext2
P3(OH ,OH) = 0. Apply-

ing the functor HomX(OH ,−) to (33) we obtain the strain

Ext2
P3(OH , E2r−1) −→ Ext2

P3(OH , E2r−1) −→ Ext2
P3(OH ,OH).

We get the Claim 1 by induction on r ∈
(

1
2

)

Z≥1. �

Claim 2: ext1
P3(OH , E2r−1) 6= 0 for all r ∈

(

1
2

)

Z≥1.
Proof of Claim 2: Claim is true for r = 1 by case m = 1 of Lemma 2.9. So

we assume r > 1 and apply the functor HomP3(OH ,−) to (33) to get the exact
sequence

Ext1
P3(OH , E2r) −→ Ext1

P3(OH ,OH) −→ Ext2
P3(OH , E2r−1) = 0.

Then we can conclude by Claim 1. �
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Claim 3: For each positive r ∈
(

1
2

)

Z, homP3(OH , E2r) = 1.
Proof of Claim 3: We use induction on the integer 2r, the case 2r = 1 being

obvious and the case 2r = 2 being true, because O⊕2
H 6∼= IL(1) for any line L ⊂ H .

Now assume 2r ≥ 3 and that homP3(OH , E2r) > 1. Since homP3(OH , E2r−1) = 1
by the inductive assumption, there is an inclusion j : OH → E2r such that u ◦ j :
OH → OH is the identity map. Hence (33) splits, contradicting Claim 2. �

To conclude the proof of Theorem 7.7 it is sufficient to prove that E2r is in-
decomposable. Assume E2r ∼= F1 ⊕ F2 with each Fi nontrivial. Note that each
Fi is aCM and initialized with h0(E2r) = h0(F1) + h0(F2). So each Fi is Ul-
rich and by Corollary 7.4 it has a filtration starting with OH . Thus we get
homX(OH , E2r) = homX(OH ,F1)+homX(OH ,F2) ≥ 2, contradicting Claim 3. �
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