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Abstract

Low-Gain Avalanche Diodes (LGAD) are silicon detectors with output signals that are about a factor of 10 larger than those of
traditional sensors. In this paper we analyze how the design of LGAD can be optimized to exploit their increased output signal to
reach optimum timing performances. Our simulations show that these sensors, the so called Ultra-Fast Silicon Detectors (UFSD),
will be able to reach a time resolution a factor of 10 better than that of traditional silicon sensors.

Figure 1: Schematic of a traditional silicon diode (left) and of a Low-Gain
Avalanche Diode (right).

1. Introduction1

The design of ultra-fast silicon detectors [1, 2] exploits the2

effect of charge multiplication in LGAD to obtain silicon de-3

tectors that can concurrently measure with high accuracy time4

and space. Low-Gain Avalanche Diodes, as developed by CNM5

[3], are n−in−p silicon sensors with a high ohmic p bulk which6

have a p+ implant extending several microns underneath the n-7

implant. Figure 1 shows on the left a schematic of a traditional8

silicon diode, while on the right the n++− p+− p− p++ structure9

of an LGAD. The extra deep p+ layer creates a strong electric10

field that generates charge multiplication.11

Time resolution. The time resolutionσt can be expressed as the
sum of three terms [4]: (i) Time Walk, (ii) Jitter, and (iii) TDC
binning:

σ2
t = ([

Vth

S/tr
]RMS )2 + (

N
S/tr

)2 + (
T DCbin
√

12
)2, (1)
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where S is the signal amplitude, tr the signal rise time, N the12

noise, and Vth is the comparator threshold used to set the time13

of arrival of the particle (Vth ∼ 10 ∗ N). Equation (1) shows the14

first set of requirements to obtain excellent timing resolution:15

(i) low noise, (ii) large signals and (iii) a short rise time. The16

key to excellent time resolution is therefore a large signal S17

with a small rise time tr, i.e. we need to maximize the ratio S/tr18

(or equivalently the slew rate dV/dt) while keeping the noise N19

small. These requirements are complemented by the additional20

request of having signals that are very uniform: if the signal21

shape changes by a large amount on an event-to event basis,22

than the timing accuracy is severely degraded.23

2. Signal shape24

In a silicon sensor, an impinging minimum ionizing particle
creates electron- hole pairs (∼ 75 electron-holes pairs per mi-
cron) that drift toward the electrodes under the influence of an
external electric field generated by the bias voltage. The elec-
trons and holes generated by a passing-through particle drift
quite rapidly towards the electrodes, reaching a velocity of 100
µm/ns when a sufficiently high field is applied: for typical sen-
sor thicknesses (200-300 µm) the entire signal can be collected
in 3 ns. This collection time, however, cannot be decreased
due to the saturation of the drift velocity (vsat ∼ 107 cm/sec).
The shape of the induced current signal can be calculated us-
ing Ramo’s [5] theorem that states that the current induced by
a charge carrier is proportional to its electric charge q, the drift
velocity v and the weighting field Ew, equation (2):

i ∝ qvEw. (2)
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Figure 2: Values of Ew for two different segmented geometries: on the left side
the geometry is 300 µm strip pitch with a 50 µm strip implant width while on
the right the strip implant is 290 µm.

Drift Velocity. The drift velocity in silicon sensors is a function25

of the applied voltage, with a linear dependence at low values26

of the electric field while it saturates when the field is above27

10-20 kV/cm. The need to have signals with fast rise time and28

uniform shapes requires to operate UFSD where the velocity is29

saturated, and therefore the sensor design should be such that a30

large external potential can be applied without causing electric31

breakdown. This requirement also implies that UFSD need to32

use very high resistivity silicon so that the electric field is as33

uniform as possible.34

Weighting Field. The weighting field Ew describes the cou-35

pling of the charge carriers to the read-out electrode and it de-36

pends uniquely on the geometry of the sensor. The best possible37

weighting field is obtained for geometries similar to that of a38

parallel plate capacitor, while highly segmented sensors suffer39

from a strongly varying Ew. The values of Ew for two differ-40

ent strip geometries are shown in Figure 2: 300 µm pitch and a41

50 µm implant on the left side and 300 µm pitch and a 290 µm42

implant on the right side. The white dashed lines are the pitch43

boundaries. Since the particles are crossing the sensor perpen-44

dicularly, the weighting field should be the same for any track45

crossing the x-axis perpendiculary, which is clearly not the case46

in the left pane of Figure 2.47

Signal amplitude in silicon sensors without gain. Using
Ramo’s theorem we can calculate the maximum current in a
pad detector of thickness d, assuming a saturated drift velocity
vsat:

Imax ∝ Nq
1
d

vsat = 75dq
1
d

vsat = 75qvsat (3)

where Ew ∝
1
d is the weighting field for a pad geometry, and48

N is the number of e/h pairs (N = 75d). This result shows an49

interesting feature of silicon sensors: the peak current does not50

depend on the sensor thickness. Thick sensors have indeed a51

larger number (N) of initial e/h pairs, however each pair gen-52

erates a lower initial current (the weighting field is inversely53

proportional to the sensor thickness d), Figure 3. This cancella-54

tion is such that the peak current in silicon detectors is always55

the same, Imax ∼ 1 − 2 µA, regardless of the sensor thickness56

and therefore the time resolutions of thin and thick sensors are57

very similar.58

Figure 3: The initial signal amplitude in silicon sensors does not depend on
their thickness: thin and thick detectors have the same maximum current, and
thick detectors have longer signals.

3. Charge Multiplication in Silicon Sensors59

Charge multiplication in silicon sensors happens when the60

charge carriers are in electric fields of the order of E ∼ 30061

kV/cm. Under this condition the electrons (and to less extent62

the holes) acquire sufficient kinetic energy that are able to gen-63

erate additional e/h pairs. A field value of 300 kV/cm is not64

reachable applying an external voltage VBias without causing65

electrical breakdown, but it is obtained by implanting an ap-66

propriate charge density that locally generates very high fields67

(ND ∼ 1016/cm3). The gain has an exponential dependence on68

the electric field N(l) = Noeα(E)l, where α(E) is a strong func-69

tion of the electric field and l is the path length inside the high70

field region. The additional doping layer present at the n − p71

junction in the LGAD design, Figure 1, generates the high field72

necessary to achieve charge multiplication.73

4. The Weightfield2 simulation program74

We have developed a full simulation program, Weightfield275

(WF2) [6] with the specific aim of assessing the timing capabil-76

ity of silicon and diamond sensors.77

Figure 4: The graphical user interface of the simulation program Weight-
field2.The highlighted sections control the selection of the impinging particle,
the geometry of the sensor and the parameters of the read-out electronics.

This program uses GEANT4 [7] libraries to simulate the en-78

ergy released by an impinging particle in silicon (or diamond),79

and Ramo’s theorem to generate the induced signal current. The80

program has a graphical user interface, shown in Figure 4, that81
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allows configuring many input parameters such as (i) incident82

particle, (ii) sensor geometry, (iii) presence and value of inter-83

nal gain, (iv) doping of silicon sensor and its operating condi-84

tions, (v) the values of an external B-field, ambient temperature85

and thermal diffusion and finally (vi) the oscilloscope and front-86

end electronics response. The program has been validated com-87

paring its predictions for minimum ionizing and alpha particles88

with measured signals and TCAD simulations, finding excel-89

lent agreement in both cases. All the subsequent simulation90

plots and field maps shown in this paper have been obtained91

with WF2.92

5. Optimization of UFSD Sensors93

5.1. The effect of charge multiplication94

Using WF2 we can simulate the output signal of UFSD sen-95

sors as a function of many parameters, such as the gain value,96

sensor thickness, electrode segmentation, and external electric97

field. Figure 5 shows the simulated current, and its components,98

for a 50-micron thick detector. The initial electrons (red), drift-99

ing toward the n++ electrode, go through the gain layer and100

generate additional e/h pairs. The gain electrons (violet) are101

readily absorbed by the cathode while the gain holes (light blue)102

drift toward the anode and they generate a large current.103

Figure 5: UFSD simulated current signal for a 50-micron thick detector.

The gain dramatically increases the signal amplitude, pro-
ducing a much higher slew rate. The value of the current gen-
erated by a gain G can be estimated in the following way: (i)
in a given time interval dt, the number of electrons entering the
gain region is 75vdt (assuming 75 e/h pairs per micron); and
(ii) these electrons generate dNGain ∝ 75vdtG new e/h pairs.
Using again Ramo’s theorem, the current induced by these new
charges is given by:

diGain = dNGainqvsat
k
d
∝

G
d

dt, (4)

which leads to the following expression for the slew rate:

diGain

dt
∼

dV
dt
∝

G
d
. (5)

Equation (5) demonstrates a very important feature of UFSD:104

the slew rate increase due to the gain mechanism is proportional105

to the ratio of the gain value over the sensor thickness (G/d),106

therefore thin detectors with high gain provide the best time107

resolution. Specifically, the maximum signal amplitude is con-108

trolled only by the gain value, while the signal rise time only by109

the sensor thickness, Figure 6.110

Figure 6: In UFSD the maximum signal amplitude depends only on the gain
value, while the signal rise time only on the sensor thickness: sensors of 3
different thicknesses (thin, medium, thick) with the same gain have signals with
the same amplitude but with different rise time.

Using WF2 we have cross-checked this prediction simulat-111

ing the slew rate for different sensors thicknesses and gains,112

Figure 7: the slew rate in thick sensors, 200- and 300-micron,113

is a factor of ∼ 2 steeper than that of traditional sensors, while114

in thin detectors, 50- and 100-micron thick, the slew rate is 5-6115

times steeper. For gain = 1 (i.e. traditional silicon sensors) WF2116

confirms the predictions of equation (3): the slew rate does not117

change as a function of thickness.118
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Figure 7: Simulated UFSD slew rate as a function of gain and sensor thickness.
Thin sensors with even moderate gain (10-20) achieve a much higher slew rate
than traditional sensors (gain = 1).

5.2. Segmented read-out and gain layer position119

As stated above, excellent timing capability requires very120

uniform fields and gain values however this fact might be in121

contradiction with the goal of having finely segmented elec-122

trodes.123

There are 4 possible relative positions of the gain layer with124

respect of the segmented read-out electrodes, depending on the125

type of the silicon bulk and strip, Figure 8. For n − in − p de-126

tectors (top left), the gain layer is underneath the read-out elec-127

trodes, while it is on the opposite side of the read-out electrodes128

in the p − in − p design (bottom left). Likewise, for p − in − n129

sensors the gain layer is at the read-out electrodes, while it is on130

the opposite side for n − in − n sensors (bottom right). The use131

of n-bulk sensors presents however a very challenging problem:132
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Figure 8: 4 possible configurations of the gain layer.In n-bulk sensors the mul-
tiplication is initiated by holes, while in p-bulk sensors by electrons.

for this geometry, the multiplication mechanism is initiated by133

the drifting holes, and therefore is much harder to control as it134

tends to rapidly evolve into Geiger mode. We have therefore135

decided not to purse this possibility any further. Figure 9 shows136

the potential fields for the n − in − p and p − in − p geometries137

when the read-out is highly segmented.

Figure 9: Potential field of two possible configurations of UFSD. Left side:
n − in − p configuration, with the gain layer under the segmented electrodes.
Right side: p − in − p configuration with the gain layer in the deep side. The
secondary y-axis shows the value of the potential.

138

Before deciding between the n−in−p or the p−in−p designs139

we need to consider also the effect of the weighting field on the140

signal shape: in segmented detectors the weighting field is such141

that only charges (e/h) near the read-out electrode contribute142

significantly to the signal. Figure 10 shows this effect: on the143

left side there are the current signals from a minimum ionizing144

particle in a n − in − p (top) and in a p − in − p (bottom) 300145

µm thick sensor while on the right the equivalent signals from146

100 µm thick sensors. In thick detectors, the signal from a p −147

in − p sensor (bottom left) is severely delayed with respect of148

the n − in − p signal (top left), and it has a shape that cannot be149

used effectively for timing determination. Conversely, in thin150

detectors (right side) the current signals are rather similar as151

one would expect for an almost uniform weighting field.152

We can therefore conclude that UFSD should be based on153

n − in − p sensors for applications that allows for large size154

electrodes, while it should be based on thin p−in−p sensors for155

applications requiring highly segmented read-out electrodes.156

5.3. The effect of Landau fluctuations157

The final limit to signal uniformity is given by the physics158

governing energy deposition in silicon: the charge distribu-159

tion created by an ionizing particle crossing the sensor varies160

on an event-by-event basis. These variations not only produce161

Figure 10: Current signals in n − in − p and p − in − p UFSD sensors with
gain = 10, 300 µm pitch, and 100 µm inplant. Left: thickness = 300 µm,
Right:thickness = 100 µm. The meaing of the various color is shown in Fig. 5.

an overall change in signal magnitude, which is at the root of162

the time walk effect, but also produce a more irregular current163

signal. The left picture in Figure 11 shows the simulated en-164

ergy deposition of a minimum ionizing particle, while the right165

picture the generated current signal and its components. As166

the picture shows, the variations are rather large and they can167

severely degrade the achievable time resolution. There are two168

ways to mitigate this effect: (i) integrating the output current169

over times longer than the typical spike length and (ii) using170

thin sensors, as their steeper signal is more immune to signal171

fluctuations.172

Figure 11: Left: Simulation of the energy deposition from a minimum ionizing
particle in a standard n-in-p sensor: the non-uniform charge clusters create ir-
regular signals. Right: The current signal associated with the clusters shown on
the left side.

6. Optimization of UFSD read-out electronics173

The ultimate performance of UFSD depends critically on174

the combination of sensors and read-out electronics. A highly175

pixelated UFSD requires a full custom ASIC read-out, bump176

bonded to the sensor. Even though the details of the read-out177

design will depend on the specific technological choices, we178

outline here several general issues.179

6.1. Interplay of signal rise time, detector capacitance and180

read-out input impedance181

The charges collected on the read-out electrode of the sensor182

move to the input of the read-out electronics with a time con-183

stant τ given by the product of the detector capacitance Cdet and184

the read-out input impedance Rin : τ = RinCdet, Figure 12.185
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Figure 12: Interplay of the signal rise time, detector capacitance and read-out
input impedance.

Figure 13: Right: Noise model of the real life sensor-electronics configuration
shown on the left.

In order to fully exploit the very high slew rate offered by186

UFSD, τ has to be shorter or, at most, of the same order of the187

signal rise time, trise. This constrain is strongly linking sensor188

and electronics designs, as the electronics should be such that189

it does not slow down very fast input signals. For example,190

pre-amplifiers that use SiGe technologies tend to have higher191

input impedance (100-300 Ohm) and therefore can be coupled192

only to small sensors (CDet < 2 pF), so that the value of τ re-193

mains below trise ( trise ∼ 500 ps for a 50 µm thick sensor). Our194

simulations indicate that large values of τ have indeed nega-195

tive effects on the slew rate, but they have beneficial effects in196

smoothing out the Landau fluctuations, and we have identified197

that the best compromise between these two effects is achieved198

when τ ∼ trise.199

6.2. Choice of preamplifier architecture200

We have considered two possible pre-amplifier designs:201

(i) current amplifiers (CA) or (ii) charge sensitive amplifiers202

(CSA). With CA the signals are amplified without strong ad-203

ditional shaping while with CSA the signals are integrated and204

shaped. There are several issues that need to be considered205

when using either approach: CAs are much faster, and they are206

able to take full advantage of the very fast signal slew rate but207

they have a higher noise, while CSA are somewhat slower but208

the integration they perform makes the output signal more im-209

mune to noise and Landau fluctuations. The choice between210

these two architectures needs to be evaluated in conjunction211

with the sensor dimensions since if the unavoidable signal inte-212

gration due to the detector capacitance is enough to smooth out213

the effect of Landau fluctuations, then CA will provide the best214

results while if this is not the case then the second integration215

offered by the CSA is needed.216

6.3. The effect of gain on the electronic noise217

As equation (1) indicates, time resolution is directly propor-218

tional to the system noise N. Figure 13 shows on the left side219

the physical configuration of a sensor with its front-end pre-220

amplifier, while on the right side the equivalent noise model.221

The sensor is represented by an ideal capacitor with a current222

source in parallel, the biasing circuit by a resistor and a cur-223

rent source, while the components leading to the pre-amplifiers224

are modelled by a series resistor and a voltage source. The full225

expression of the equivalent noise charge is given by [8]:226

Q2
n = (2eIDet +

4kT
RBias

+ i2NAmp)FiTS +

+ (4kTRS + e2
NAmp

)Fv
C2

Det

TS
+ Fv f A f C2

Det, (6)

where the meaning of most of the terms is shown in the Fig-
ure 13, Fi,v, A f are values close to unity, and Ts is the electron-
ics shaping time. The only term that is directly affected by the
gain mechanism is the first one of equation (6), Qshot = 2eIDet,
that represents the shot noise due to the leakage current going
through the n-p junction. As the leakage current follows the
same path of the signal, its contribution to the noise increases
linearly with the gain value G : Qshot = 2eIDet → 2eGIDet.
There are several possible mitigation techniques: (i) keep the
sensor small, to reduce the absolute value of IDet, (ii) choose
the integration time Ts short, so that the second term (the so
called voltage term) dominates, (iii) keep the gain value small.
A second source of noise directly linked to the gain mechanism
is the Excess Noise Factor, which represents the extra noise
generated by the multiplication mechanism:

ENF = kG + (2 −
1
G

)(1 − k), (7)

where G is the gain value and k the ratio between the hole227

and the electron ionization coefficient [9]. The value of ENF228

depends on the gain G, which needs to be kept low, and the229

term k, that can be controlled by carefully designing the doping230

layer.231

6.4. Choice of Time-walk correction circuits232

Time-walk, the unavoidable process by which larger signals233

cross a given threshold earlier than smaller ones, needs to be234

corrected by an appropriate electronic circuit. The three most235

common solutions are illustrated in Figure 14: (a) Constant236

Fraction Discriminator (CFD), which sets the time of arrival237

of a particle when the signal reaches a given fraction of the238

total amplitude, (b) Time over Threshold (ToT), that uses two239

time points to evaluated the amplitude of the signal, and apply240

a correction amplitude-dependent to the first time point t1 and241

(c) Multiple Samplings (MS), where the signal is sampled mul-242

tiple times, and a fit is used to define the particle time. CFD243

and ToT are simpler solutions, and they can be implemented244

per pixel within the read-out chip. MS is instead a rather com-245

plex algorithm as it requires the full digitization of the signal:246

this solution gives the best performance, but it can be used only247

for systems with a limited number of pixels as it needs a fair248

amount of computing power.249
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Figure 14: Time-walk correction techniques: (a) Constant fraction Discrimina-
tor, (b) Time Over Threshold, (c) Multiple Samplings.

7. System Design250

Figure 15: Sketch of a UFSD sensor and associated VLSI electronics. Left
side: single read-out chip, right side: split read-out.

The design of UFSD requires the optimization of many inter-251

related parameters. We are considering two distinct options for252

the realization of a highly pixelated UFSD system, Figure 15:253

(i) Left: a single read-out chip, able to measure position and254

time, or (ii) Right: a split design, where we use double side255

read-out to separate the position measurement from the time256

determination. This second design is mechanically more chal-257

lenging, however reduces the complexity of each read-out chip.258

Both designs assure (i) excellent timing capability, due to the259

enhanced signal and reduced collection time, and (ii) accurate260

position determination, due to the pixelated electrodes.261

8. Design validation262

The ultimate performance of a UFSD system can only be263

achieved with the design of VLSI electronics coupled to pixels264

with small capacitance, as shown in Figure 15. Large size sen-265

sors are however very useful to validate the design choices. Fig-266

ure 16 shows the simulated time resolution for a series of 4 sen-267

sor prototypes (all with CDet = 2 pF) of different thicknesses,268

read-out by 3 types of electronics front-end that can be designed269

using discrete components. For reference, the empty square and270

circle show the performance of silicon sensors without internal271

multiplication. A 300-micron thick UFSD with gain 10 will272

roughly half the time resolution of a standard sensor, and for a273

UFSD 50-micron thick the precision will double again.274

9. Summary275

In this paper we have reviewed the key aspects of the de-276

sign of UFSD detectors. We list here our main conclusions:277

(i) UFSD timing performances depends on the ratio of the gain278

over the sensor thickness and, for gain values of G ∼ 10−15, 50279

µm thick UFSD improve the time resolution of traditional sen-280

sors by a factor of ∼5, (ii) The signal amplitude is controlled281

uniquely by the gain value, while the signal rise time by the282

sensor thickness, (iii) UFSD can only use p-bulk silicon since283

the multiplication mechanism needs to be initiated by the elec-284

trons, (iv) Highly segmented UFSD can be obtained by posi-285

tioning the read-out electrodes and the gain layer on opposite286

side of the sensor, using a p − in − p design, (v) the effect of287

Landau fluctuations is controlled by integrating the current sig-288

nal with a time constant of similar value than the signal rise289

time. (vi) The product of the sensor capacitance and the read-290

out electronics input impedance should not be much larger than291

the signal rise time. (vii) The noise increase due to the added292

gain depends on the value of the leakage current and the excess293

noise factor: the first term can be controlled using small sensors294

while the second term by a careful design of the gain layer.295

Figure 16: Simulated time resolutions for a sequence of prototypes read-out
using discrete components electronics.
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