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Abstract

The aim of this two-part paper is to investigate the stability properties of a special class
of solutions to a coagulation-fragmentation equation. We assume that the coagulation
kernel is close to the diagonal kernel, and that the fragmentation kernel is diagonal.
In a companion paper we constructed a two-parameter family of stationary solutions
concentrated in Dirac masses, and we carefully studied the asymptotic decay of the tails
of these solutions, showing that this behaviour is stable. In this paper we prove that for
initial data which are sufficiently concentrated, the corresponding solutions approach one
of these stationary solutions for large times.

1 Introduction

The aim of this two-part paper is to investigate the stability properties of a special class of
solutions to a coagulation-fragmentation model. We consider the evolution equation

∂tf(ξ, t) = C [f ](ξ, t) + F [f ](ξ, t) , (1.1)

where the coagulation operator and the fragmentation operator are respectively defined as

C [f ](ξ, t) :=
1

2

∫ ξ

0
K(ξ − η, η)f(ξ − η, t)f(η, t) dη −

∫ ∞
0

K(ξ, η)f(ξ, t)f(η, t) dη , (1.2)

F [f ](ξ, t) :=

∫ ∞
0

Γ(ξ + η, η)f(ξ + η, t) dη − 1

2

∫ ξ

0
Γ(ξ, η)f(ξ, t) dη . (1.3)

We consider a coagulation kernel K compactly supported around the diagonal {ξ = η}, and a
diagonal fragmentation kernel Γ (see Section 2 for the precise assumptions). In a companion
paper [4] we started the investigation of the stability properties of a family of stationary
solutions to (1.1) with peaks concentrated in Dirac masses at the points {2n}n∈Z; the goal
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of this paper is to show, for a class of initial data, that the corresponding solutions to the
evolution equation (1.1) converge for large times to one of these stationary solutions.

Indeed, with this choice of kernels the coagulation-fragmentation equation is an example
of nonuniqueness of stationary solutions with given mass - in fact, there is a continuum of
steady states. Furthermore, we prove that all of them are stable. We remark that, even
though a detailed balance condition is satisfied, one cannot exploit a corresponding entropy
as in [1, 5, 6, 9]. The crucial property of the coagulation kernel is the tendency to promote the
aggregation of particles with comparable size, due to the fact that the kernel is concentrated
around the diagonal. This peculiarity produces a doubling mechanism which also explains
why the steady states are concentrated at the points {2n}n∈Z.

We impose several technical assumptions in order to prove the result, but this phenomenon
seems to be quite general for kernels that favour the aggregation of particles with similar size.
This behaviour is typical of product-type kernels, used for instance in the Flory-Stockmayer
theory of polymerization [7, 10]. We are not aware of any specific model based on the particu-
lar class of kernels that we consider; however a possible mechanism of aggregation of polymer
chains, for which the coagulation rate is proportional to the product of possible attachment
sites and where the number of attachment sites of a polymer scales proportionally to a power
law of its size, would lead to coagulation kernels which are bigger close to the diagonal.

We expect that, for coagulation kernels as considered here, a similar result can be proved
for the pure coagulation equation, without fragmentation: in this case there is evidence,
based on formal stability arguments and numerical simulations, of evolution into time-periodic
solutions concentrated in peaks [8], and we expect that the techniques developed here will also
be useful for a corresponding study. We refer to the introduction of [4] for more details on the
equation, bibliographical references and related questions, and to [2, 3] for general background
on coagulation-fragmentation equations. We pass now to describe the main result proved in
this paper.

It is shown in [4] (see also Proposition 2.4 below) that, given any value of the total mass
M > 0 and a shifting parameter ρ ∈ [0, 1), there exists a stationary (measure) solution to
(1.1) concentrated in peaks, in the form

fp(ξ;M,ρ) =

∞∑
n=−∞

fn(M,ρ)δ(ξ − 2n+ρ), (1.4)

with total mass ∫ ∞
0

ξfp(ξ;M,ρ) dξ =
∞∑

n=−∞
2n+ρfn(M,ρ) = M. (1.5)

The measure fp(· ;M,ρ) is concentrated in the discrete set {2n+ρ}n∈Z. In the main result of
this paper (Theorem 2.7) we show that, for a class of initial data compactly supported around
the points {2n}n∈Z, a solution to (1.1) converges as t → ∞ to one of the discrete measures
fp(· ;M,ρ), for some ρ ∈ [0, 1), with the same mass M of the initial datum.

The class of initial data for which this stability result holds is determined in terms of the
asymptotic behaviour as ξ → ∞. We consider an initial datum f0 ∈ M+(0,∞) with total
mass M =

∫∞
0 ξf0(ξ) dξ such that

supp f0 ⊂
⋃
n∈Z

(2n−δ0 , 2n+δ0) (1.6)
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for some δ0 > 0 sufficiently small. Secondly, by introducing the quantities

mn(0) :=

∫
(2n−δ0 ,2n+δ0 )

f0(ξ) dξ (1.7)

representing the number of particles located around the point 2n, we assume that the sequence
{mn(0)}n∈Z is a small perturbation of the coefficients of one of the stationary states (1.4)
(not necessarily the one with the same mass), in the sense that

mn(0) = (1 + ε0
n)fn(M0, ρ0), n ∈ Z, (1.8)

for some M0 > 0, ρ0 > 0, and for a sequence |ε0
n| ≤ δ0. Then our main result can be stated

in the following form: there exists δ0 > 0 small enough, depending ultimately only on the
total mass M > 0 of the initial datum, such that if f0 satisfies (1.6)–(1.8) then there exists
a (weak) solution to (1.1) with initial datum f0 which converges, as t → ∞, to a stationary
solution fp(· ;M,ρ), where M is the mass of f0 and ρ ∈ [0, 1).

This stability property results from the combination of two main effects. We introduce
the first and second moments around each peak of the solution f(ξ, t) at time t:

pn(t) :=
1

mn(t)

∫ 2n+δ0

2n−δ0

ln(ξ/2n)

ln 2
f(ξ, t) dξ,

qn(t) :=
1

mn(t)

∫ 2n+δ0

2n−δ0

( ln(ξ/2n)

ln 2
− pn(t)

)2
f(ξ, t) dξ

(1.9)

(where mn(t) is defined as in (1.7) with f0 replaced by f(·, t)). The interpretation of these
quantities is more natural when they are expressed in logarithmic variables, see (3.2)–(3.3).
They can be understood as follows: pn(t) measures the shifting of the center of mass of the
solution f(·, t) in the interval (2n−δ0 , 2n+δ0), with respect to the center of the interval; qn(t)
measures the quadratic deviation of the solution from its center of mass in the same interval.
In particular, for a solution concentrated in peaks in the form (1.4), one has pn = ρ, qn = 0
for all n ∈ Z. We show that all the first moments pn(t) tend to align, as t → ∞, to a
common value ρ ∈ [0, 1), which describes the asymptotic position of the peaks. Furthermore,
the second moments qn(t) converge exponentially to 0 as t→∞, for every n ∈ Z: this yields
concentration in peaks.

This asymptotic behaviour of the functions pn(t), qn(t) can be obtained by a careful
analysis of the corresponding evolution equations. In turn, this relies on a representation of
the functions mn(t), at each time, as a perturbation of a stationary state: indeed by a fixed
point argument we show that an identity in the form (1.8) holds for every positive time t,
with M0 replaced by a value M(t) which converges to the mass M of the solution as t→∞.
We refer to the beginning of Section 3 for a more detailed discussion of the general strategy
of the proof.

We conclude by noting that the result obtained in [4] can be seen as a particular case
of the stability theorem proved in this paper: it corresponds to the case in which the initial
datum is already supported at the points {2n+ρ}n∈Z, and therefore all the shifting coefficients
pn(t) are constant and equal to ρ, and all the variances qn(t) vanish identically. Hence the
proof in [4] can be used also as a guide to get an insight of the main strategy, which is here
technically more involved due to the presence of a dispersion around the peaks and of a not
uniform shifting.
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Structure of the paper. The paper is organized as follows. In Section 2 we formulate
the precise assumptions on the coagulation and fragmentation kernels, we recall from [4] the
construction of the family of stationary solutions in the form (1.4), and we state the main
result of the paper. In Section 3 we discuss the strategy of the proof and we introduce some
auxiliary results. In Section 4 we state the regularity result on the linearized equation, whose
proof is postponed to Appendix A. Finally, in Section 5 we give the proof of the main result
of this paper.

2 Setting and main result

2.1 Assumptions on the kernels

We assume the following: the coagulation kernel is supported near the diagonal and has the
form

K(ξ, η) =
1

ξ + η
k
(ξ + η

2

)
Q
( 2η

ξ + η
− 1
)
, (2.1)

where k ∈ C2((0,∞)), k > 0, satisfies the growth conditions

k(ξ) ∼ ξα+1 as ξ →∞, α ∈ (0, 1), (2.2)

k(ξ) = k0 +O(ξᾱ) as ξ → 0+, ᾱ > 1, (2.3)

|k′(ξ)| ≤ k1ξ
α for ξ ≥ 1, |k′(ξ)| ≤ k1ξ

ᾱ−1 for ξ ≤ 1, (2.4)

|k′′(ξ)| ≤ k2ξ
α−1 for ξ ≥ 1, |k′′(ξ)| ≤ k2ξ

ᾱ−2 for ξ ≤ 1, (2.5)

for some k0, k1, k2 > 0, and Q is a cut-off function such that

Q ∈ C2(R), Q ≥ 0, Q(0) = 1, suppQ ⊂
[
−q0, q0

]
, Q(ξ) = Q(−ξ), (2.6)

with q0 ∈ (0, 1
3). The kernel K has been written in the form (2.1) to emphasize that it is close

to the diagonal kernel in the sense of measures. The condition on the support of Q guarantees
that, for solutions concentrated in Dirac masses at points {2n}n∈Z, the different peaks do not
interact with each other; in particular

suppK(ξ, η) ⊂
{1− q0

1 + q0
ξ ≤ η ≤ 1 + q0

1− q0
ξ
}
. (2.7)

As for the fragmentation kernel Γ(ξ, η), we assume that

Γ(ξ, η) = γ(ξ)δ(ξ − 2η) , (2.8)

where γ ∈ C2((0,∞)), γ(ξ) > 0, satisfies the growth conditions

γ(ξ) = ξβ +O(ξβ̃) as ξ →∞, β ∈ (1, 2), β̃ < β (2.9)

γ(ξ) = γ0 +O(ξβ̄) as ξ → 0+, β̄ > 1, (2.10)

|γ′(ξ)| ≤ γ1ξ
β−1 for ξ ≥ 1, |γ′(ξ)| ≤ γ1ξ

β̄−1 for ξ ≤ 1, (2.11)

|γ′′(ξ)| ≤ γ2ξ
β−2 for ξ ≥ 1, |γ′′(ξ)| ≤ γ2ξ

β̄−2 for ξ ≤ 1, (2.12)

for some γ0, γ1, γ2 > 0.
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2.2 Logarithmic variables

It is convenient to go over to logarithmic variables, which will be used along the rest of the
paper: we set

g(x, t) := ξf(ξ, t), ξ = 2x. (2.13)

After an elementary change of variables, (1.1) takes the form

∂tg(x, t) = C [g](x, t) + F [g](x, t) , (2.14)

where the coagulation operator C and the fragmentation operator F are now given by

C [g](x, t) :=
ln 2

2

∫ x

−∞

2xK(2x − 2y, 2y)

2x − 2y
g
( ln(2x − 2y)

ln 2
, t
)
g(y, t) dy

− ln 2

∫ ∞
−∞

K(2x, 2y)g(x, t)g(y, t) dy ,

(2.15)

F [g](x, t) := ln 2

∫ ∞
−∞

2x+yΓ(2x + 2y, 2y)

2x + 2y
g
( ln(2x + 2y)

ln 2
, t
)

dy

− ln 2

2

∫ x

−∞
Γ(2x, 2y)g(x, t)2y dy

(2.16)

and mass conservation is expressed by∫
R

2xg(x, t) dx =

∫
R

2xg(x, 0) dx for all t > 0. (2.17)

2.3 Weak formulation and well-posedness

In [4] we introduced the following notion of weak solution in the space of positive Radon
measures g ∈ M+(R), that allows to consider solutions to (2.14) concentrated in Dirac
masses. In the following, with abuse of notation, we denote by

∫
A φ(x)g(x) dx the integral of

φ on A ⊂ R with respect to the measure g, also in the case that g is not absolutely continuous
with respect to the Lebesgue measure.

Definition 2.1 (Weak solution). A map g ∈ C([0, T ];M+(R; 1+2(β+1)x)) is a weak solution
to (2.14) in [0, T ] with initial condition g0 ∈M+(R; 1 + 2(β+1)x) if for every t ∈ [0, T ]

∂t

(∫
R
g(x, t)ϕ(x) dx

)
=

ln 2

2

∫
R

∫
R
K(2y, 2z)g(y, t)g(z, t)

[
ϕ
( ln(2y + 2z)

ln 2

)
− ϕ(y)− ϕ(z)

]
dy dz

− 1

4

∫
R
γ(2y+1)g(y + 1, t)

[
ϕ(y + 1)− 2ϕ(y)

]
dy

(2.18)

for every test function ϕ ∈ C(R) such that limx→−∞ |ϕ(x)| <∞ and lim supx→+∞ 2−x|ϕ(x)| <
∞, and g(·, 0) = g0.

Notice that, in order for the fragmentation term on the right-hand side of (2.18) to be well-
defined for test functions with exponential growth at infinity, in view of the growth assumption
(2.9) we require in the definition the finiteness of the integral

∫
R 2(1+β)xg(x) dx. In particular,
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as the test function ϕ(x) = 2x is admissible, this notion of weak solution guarantees the mass
conservation property (2.17).

The existence of a (global in time) weak solution for a suitable class of initial data is
proved in [4]. We report the statement here for the reader’s convenience.

Theorem 2.2 (Existence of weak solutions). Suppose that g0 ∈M+(R) satisfies

‖g0‖ := sup
n∈Z
n<0

1

2n

∫
[n,n+1)

g0(x) dx+

∫
[0,∞)

g0(x) dx <∞,
∫
R

2θxg0(x) dx <∞ (2.19)

for some θ > β + 1. Then there exists a global weak solution g to (2.14) with initial datum
g0, according to Definition 2.1, which satisfies for all T > 0

sup
0≤t≤T

‖g(·, t)‖ ≤ C(T, g0), sup
0≤t≤T

∫
R

2θxg(x, t) dx ≤ C(T, g0), (2.20)

where C(T, g0) denotes a constant depending on T , g0, and on the properties of the kernels.

It is convenient to introduce a notation for the right-hand side of the weak formulation
(2.18), evaluated on a given test function ϕ: therefore we define the operators

Bc[g, g;ϕ] :=
ln 2

2

∫
R

∫
R
K(2y, 2z)g(y)g(z)

[
ϕ
( ln(2y + 2z)

ln 2

)
− ϕ(y)− ϕ(z)

]
dy dz , (2.21)

Bf [g;ϕ] :=
1

4

∫
R
γ(2y+1)g(y + 1)

[
ϕ(y + 1)− 2ϕ(y)

]
dy . (2.22)

Remark 2.3. Notice that, in view of (2.7), the coagulation kernel K evaluated at the point
(2y, 2z) is supported in the region

suppK(2y, 2z) ⊂
{
|y − z| ≤ ε0

}
, (2.23)

with ε0 := 1
ln 2 ln(1+q0

1−q0 ) ∈ (0, 1). Furthermore, in view of the asymptotic properties (2.2)–(2.3)
we have a uniform estimate

(2y + 2z)K(2y, 2z) ≤ CK(1 + 2y2z) for every y, z ∈ R, |y − z| < 1. (2.24)

2.4 Stationary solutions

In [4] we proved that the equation (2.14) admits a two-parameters family of stationary solu-
tions which are sums of Dirac masses supported at points at integer distance, of the form

gp(x;A, ρ) =
∞∑

n=−∞
an(A, ρ)δ(x− n− ρ). (2.25)

The parameter ρ ∈ [0, 1) fixes the shifting of the peaks with respect to the integers, while
A > 0 characterizes the decay of the solution as x→∞ (see (2.27)).

By plugging the expression (2.25) into the weak formulation (2.18) of the equation, we
see that gp is a stationary solution if the coefficients an satisfy the recurrence equation

an+1 = ζn,ρa
2
n , where ζn,ρ :=

ln 2

2n+ρ

k(2n+ρ)

γ(2n+ρ+1)
. (2.26)

The existence of stationary solutions in the form (2.25) is guaranteed by the following propo-
sition, proved in [4].
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Proposition 2.4 (Stationary peaks solutions). Let ρ ∈ [0, 1) and A > 0 be given. There exists
a unique family of coefficients {an(A, ρ)}n∈Z solving (2.26) which are positive, bounded, and
satisfy

an = a−∞
(
2n +A022n

)
+ o(22n) as n→ −∞,

an ∼ a∞2(β−α)ne−A2n as n→∞,
(2.27)

where a−∞ := γ02ρ+1

k0 ln 2 , a∞ := (ln 2)−12β2(β−α)(ρ+1), and A0 is uniquely determined by A.
In particular, the measure gp(·;A, ρ) defined by (2.25) is a stationary solution to (2.14).

It is also proved in [4] that the parameter A is in one-to-one correspondence with the total
mass M of the solution: in view of this remark, we give the following definition.

Definition 2.5. Given any ρ ∈ [0, 1) and any value of the total mass M > 0, we define AM,ρ

as the unique positive number such that the corresponding stationary solution gp(·;AM,ρ, ρ)
satisfies the mass constraint∫

R
2xgp(x;AM,ρ, ρ) dx =

∞∑
n=−∞

2n+ρan(AM,ρ, ρ) = M . (2.28)

In the case ρ = 0 we also set AM := AM,0.

In the proof of the main result of this paper we will not directly work with the solutions
to the stationary equation (2.26) constructed in Proposition 2.4, as we did in [4], but we will
need to consider the more general case in which the parameter ρ in (2.26) actually depends
on n. More precisely, we assume that p = {pn}n∈Z is a given sequence such that |pn| ≤ δ0 for
some given δ0 ∈ (0, 1), and we consider the recurrence equation

m̄n+1 = ζn(p)m̄2
n , where ζn(p) :=

ln 2

2n+pn

k(2n+pn)

γ(2n+1+pn+1)
. (2.29)

The values m̄n represent the coefficients of a stationary solution
∑∞

n=−∞ m̄nδ(x − n − pn)
with peaks at the points n + pn, n ∈ Z (compare with (2.25)). The quantities pn have here
the same meaning as in (1.9) for these very specific solutions and in the new logarithmic
variables, measuring the shifting of each peak with respect to the integers. We generalize
Proposition 2.4 to the case of a nonconstant shifting p in Lemma 2.6 below.

It will be sometimes convenient to switch to new variables

µ̄n =
1

2
ζn(p)m̄n , (2.30)

solving

µ̄n+1 = θn(p)µ̄2
n , with θn(p) :=

2ζn+1(p)

ζn(p)
. (2.31)

We also have the relation
m̄n+1

m̄n
= 2µ̄n. (2.32)

In view of assumptions (2.2)-(2.3) and (2.9)–(2.10) on the kernels, one can show the following
asymptotic behaviour of the coefficients:

ζn(p) =
(k0 ln 2

γ0

)
2−(n+pn) +O(2(c̄−1)n) as n→ −∞,

ζn(p) ∼ (ln 2)2α(n+pn)2−β(n+1+pn+1) as n→∞,
(2.33)
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and

θn(p) = 2pn−pn+1 +O(2c̄n) as n→ −∞,
θn(p) ∼ 2α−β+12α(pn+1−pn)2−β(pn+2−pn+1) as n→∞,

(2.34)

where c̄ := min{ᾱ, β̄} > 1.

Lemma 2.6. Let A > 0 and p = {pn}n∈Z, with |pn| ≤ δ0, be given. Then there exists a
family of positive and bounded coefficients {m̄n(A, p)}n∈Z solving (2.29) which satisfy

m̄n = O(2n) as n→ −∞, m̄n = O
(
2(β−α)ne−A2n

)
as n→∞. (2.35)

Furthermore
∂m̄n

∂A
= −2nm̄n,

∣∣∣∂m̄n

∂p`

∣∣∣ ≤ c2n−`m̄n for ` ≥ n, (2.36)

and ∂m̄n
∂p`

= 0 for ` < n, for some constant c > 0 depending only on the kernels.

Proof. For given A and p, it is easily checked that the sequence {µ̄n}n∈Z defined by

µ̄n := e−A2n exp

(
−2n

∞∑
j=n+1

2−j ln(θj−1(p))

)
(2.37)

is a solution to (2.31). In turn, defining m̄n by the relation (2.30), and recalling the asymptotic
behaviour (2.33)–(2.34), we obtain a positive and bounded solution to (2.29) with the decay
(2.35). The first identity in (2.36) follows directly from (2.30) and (2.37). Finally by (2.30)
and the definitions (2.29), (2.31) of ζn(p), θn(p) we have with straightforward computations

1

m̄n

∂m̄n

∂p`
=
∂ ln m̄n

∂p`
=
∂ ln µ̄n
∂p`

− ∂ ln ζn
∂p`

= −2n
∞∑

j=n+1

2−j
∂ ln θj−1

∂p`
− ∂ ln ζn

∂p`

= −2n
∞∑

j=n+1

2−j
(∂ ln ζj
∂p`

− ∂ ln ζj−1

∂p`

)
− ∂ ln ζn

∂p`
= −

∞∑
j=n

2n−j−1∂ ln ζj
∂p`

.

Observing that

∂ ln ζj
∂p`

=


ln 2
(
k′(2`+p` )2`+p`

k(2`+p` )
− 1
)

if j = `,

−γ′(2`+p` )2`+p` ln 2

γ(2`+p` )
if j = `− 1,

0 otherwise,

we finally obtain

1

m̄n

∂m̄n

∂p`
=


−2n−`−1 ln 2

(
k′(2`+p` )2`+p`

k(2`+p` )
− 1
)

+ 2n−` γ
′(2`+p` )2`+p` ln 2

γ(2`+p` )
if ` > n,

−2n−`−1 ln 2
(
k′(2`+p` )2`+p`

k(2`+p` )
− 1
)

if ` = n,

0 if ` < n.

(2.38)

Thanks to the assumptions (2.2)–(2.4) and (2.9)–(2.11) we have

|k′(ξ)|ξ
k(ξ)

≤ c, |γ′(ξ)|ξ
γ(ξ)

≤ c.

Together with (2.38), this gives the second condition in (2.36).
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2.5 Main result

We are now in the position to state the main result of the paper. It is first convenient to
introduce a notation for the following space of sequences: for θ ∈ R, we set

Yθ :=
{
y = {yn}n∈Z : ‖y‖θ <∞

}
, with ‖y‖θ := sup

n≤0
2n|yn|+ sup

n>0
2θn|yn|. (2.39)

Given an initial datum g0 ∈M+(R), we also introduce the following quantities:

m0
n :=

∫
[n−1/2,n+1/2)

g0(x) dx , (2.40)

p0
n :=

1

m0
n

∫
[n−1/2,n+1/2)

g0(x)(x− n) dx , (2.41)

q0
n :=

1

m0
n

∫
[n−1/2,n+1/2)

g0(x)(x− n− p0
n)2 dx , (2.42)

and m0 := {m0
n}n∈Z, p0 := {p0

n}n∈Z, q0 := {q0
n}n∈Z. Our main result reads as follows.

Theorem 2.7 (Stability of stationary peaks solutions). Given M > 0, there exists δ0 ∈
(0, 1), depending only on M and on the kernels K and Γ, with the following property. Let
g0 ∈M+(R; 1 + 2(β+1)x) be an initial datum with total mass∫

R
2xg0(x) dx = M, (2.43)

and support

supp g0 ⊂
⋃
n∈Z

(n− δ0, n+ δ0). (2.44)

Assume further that
m0
n = m̄n(A0, p0)(1 + 2ny0

n), (2.45)

for some A0 > 0 and y0 = {y0
n}n∈Z ∈ Y1 satisfying

|A0 −AM | ≤ δ0, ‖y0‖1 ≤ δ0. (2.46)

Then there exists a weak solution g to (2.14) with initial datum g0, and ρ ∈ [0, 1), such that

g(·, t)→ gp(· ;AM,ρ, ρ) in the sense of measures as t→∞,

where gp(· ;AM,ρ, ρ) is the stationary solution with total mass M concentrated in peaks at the
points {n+ ρ}n∈Z, see (2.25)–(2.28).

In the statement of the theorem, m̄n are the coefficients introduced in Lemma 2.6, and
AM = AM,0 > 0 is the unique value such that the stationary solution gp(·;AM , 0) has total
mass M (see Definition 2.5). The full argument for the proof of Theorem 2.7 will be given in
Section 5.

Remark 2.8. The proof of Theorem 2.7 shows that a much stronger convergence result holds:
indeed we also obtain a uniform exponential decay in time of the 2-Wasserstein distance
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between the (normalized) restriction of the measure g(·, t) to each interval (n − 1
2 , n + 1

2),
n ∈ Z, and the corresponding Dirac delta centered at the point n+ ρ:

sup
n∈Z

W2(gn(t), δρ) ≤ Ce−
ν
2
t, where gn(t) :=

1

mn(t)
g(·+ n, t)χ(− 1

2
, 1
2

) (2.47)

(see (3.1) for the definition of mn(t)), where W2 denotes the 2-Wasserstein distance

W2(µ, ν) :=

(
inf

π∈Π(µ,ν)

∫
R×R
|x− y|2 dπ(x, y)

) 1
2

.

Indeed denoting by pn(t) and qn(t) the first and second moment of g(·, t) around each peak
(see (3.2) and (3.3)), from the definition of W2 one finds

W 2
2 (gn(t), δρ) =

1

mn(t)

∫
(n− 1

2
,n+ 1

2
)
|x− n− ρ|2g(x, t) dx ≤ 2qn(t) + 2|pn(t)− ρ|2 ≤ Ce−νt,

where the uniform exponential convergence of qn(t) → 0 and pn(t) → ρ is obtained in the
proof (see for instance (5.7)–(5.9)).

3 Strategy of the proof and auxiliary results

In the following we assume that g0 ∈ M+(R) is a given initial datum satisfying the as-
sumptions of Theorem 2.7: in particular, M > 0 is a fixed quantity denoting the total mass
of the solution (see (2.43)), and g0 is supported in the union of intervals

⋃
n∈Z In, where

In := (n− δ0, n+ δ0) (see (2.44)), for some δ0 ∈ (0, 1) to be chosen later. We now present the
general strategy for the proof of Theorem 2.7.

We will first show in Lemma 3.1 that the structure of the support of the solution is pre-
served by the evolution, that is, every weak solution g(·, t) starting from g0 remains supported
for all positive times in the union of the intervals In. In view of this property, we define for
n ∈ Z the following quantities:

mn(t) :=

∫
In

g(x, t) dx, (3.1)

pn(t) :=
1

mn(t)

∫
In

g(x, t)(x− n) dx, (3.2)

qn(t) :=
1

mn(t)

∫
In

g(x, t)(x− n− pn(t))2 dx. (3.3)

Notice in particular that pn(t) ∈ [−δ0, δ0] is chosen so that∫
In

g(x, t)
(
x− n− pn(t)

)
dx = 0, (3.4)

and that 0 ≤ qn(t) ≤ 4δ2
0 . The proof of Theorem 2.7 will be achieved by showing that qn(t)

decays exponentially to zero as t→∞ (this gives concentration in peaks), and that each pn(t)
aligns to a constant value ρ independent of n (which determines the asymptotic position of
the peaks as t→∞).

10



The evolution equation for mn(t), which we derive below in Lemma 3.3 starting from the
weak formulation of the equation, can be seen as a perturbation of the equation

dmn

dt
=
γ(2n+ρ)

4

(
ζn−1,ρ(mn−1(t))2 −mn(t)

)
− γ(2n+1+ρ)

2

(
ζn,ρ(mn(t))2 −mn+1(t)

)
.

We studied this equation in detail in the companion paper [4]: it corresponds to the particular
case in which all the variances qn(t) are identically equal to zero, and all the first moments
pn(t) are equal to a constant value ρ. In this case, the functions mn(t) would represent the
coefficients of a solution which remains concentrated for all times at the points {n + ρ}n∈Z.
In the main result of [4] we showed that, if this solution is initially a small perturbation
of one of the stationary states given by Proposition 2.4, then this property is preserved for
later times. The approach is then to reproduce the argument of [4] adapting it to this more
general setting: that is, we try to construct a solution such that mn(t) is at each time a
perturbation of a stationary state. More precisely, we will show that the quantities mn(t) can
be represented in the form

mn(t) = m̄n(A(t), p(t))
(
1 + 2nyn(t)

)
, (3.5)

where m̄n are given by Lemma 2.6, for suitable functions A(t) and y(t) = {yn(t)}n∈Z to be
determined via a fixed point argument (Proposition 5.2).

The structure (3.5) allows us to write the evolution equations for the first and second
moments pn(t), qn(t) in a handier way, and to prove the desired decay of these quantities.

The key idea is that the structure of all the evolution equations for mn, pn, qn can be
seen as a perturbation of the same linearized problem, for which we provide a full regularity
theory in Section 4 (whose proof is postponed to Appendix A). The most technical part of
the proof consists then in proving uniform estimates on the remainder terms.

A drawback in this approach is that in order to prove the representation (3.5) we would
need to assume a priori that the expected decay of pn(t) and qn(t) holds, which on the other
hand we can prove only by exploiting (3.5) itself. To avoid the circularity of the argument,
we first need to consider a truncated problem, in which we cut-off the tail of the solution at
large distance n > N >> 1. The advantage is that for the truncated problem we can assume
that pn and qn have the expected decay for a short interval of time, which allows us to start
the process and to show that (3.5) holds for small times. Then by a continuation argument
we can extend all the estimates globally in time. In a final step we will complete the proof
by sending the truncation parameter N to infinity.

In the rest of this section we prove some auxiliary results: we show the property of
preservation of the support, already mentioned, and we compute the evolution equations for
the quantities mn(t), pn(t), qn(t).

3.1 Preservation of the support

We start by showing that any weak solution g remains concentrated on the support of the
initial datum for all positive times.

Lemma 3.1. Assume that g is a weak solution to (2.14) with initial datum g0, according to
Definition 2.1. Suppose that the measure g0 is supported in a union of intervals of the form⋃
n∈Z(n− δ0, n+ δ0), for a given δ0 > 0 such that

δ0 <
1− ε0

2
, (3.6)
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where ε0 is defined in Remark 2.3. Then this condition is preserved for later times.

Proof. We write I := [−δ0, δ0] and we consider the test function

ϕ :=
∞∑

n=−∞
χI(· − n) .

Let us split the total mass M =
∫
R 2xg(x, t) dx of the solution, which is preserved along the

evolution, as

M = Mint(t) +Mext(t) , where Mint(t) :=

∫
R

2xg(x, t)ϕ(x) dx . (3.7)

We obtain an evolution equation for Mext(t) by using a sequence of continuous test functions
approximating ψ(x) := 2xϕ(x) in the weak formulation (2.18). Recall that the right-hand
side of (2.18) is the difference of the two operators Bc and Bf introduced in (2.21)–(2.22); in
particular, as Bc is a quadratic form we have

Bc[g, g;ψ] = Bc[gϕ, gϕ;ψ] + 2Bc[gϕ, g(1− ϕ);ψ] +Bc[g(1− ϕ), g(1− ϕ);ψ] . (3.8)

The measure gϕ is supported on the union of intervals
⋃
n∈Z(n + I). To compute the term

Bc[gϕ, gϕ;ψ] it is then sufficient to consider values y, z ∈
⋃
n∈Z(n + I), since otherwise the

corresponding contribution would vanish. By (2.23) we integrate on the region {|y−z| < ε0},
otherwise K(2y, 2z) would vanish; then the assumption (3.6) gives that different intervals
(n+ I) and (m+ I) do not interact, and we can assume that y, z always belong to the same
interval (n+ I):

Bc[gϕ, gϕ;ψ] =
ln 2

2

∑
n∈Z

∫
n+I

∫
n+I

K(2y, 2z)g(y, t)g(z, t)

×
[
(2y + 2z)ϕ

( ln(2y + 2z)

ln 2

)
− 2yϕ(y)− 2zϕ(z)

]
dy dz . (3.9)

For y, z ∈ (n + I) we have ϕ(y) = ϕ(z) = 1. We now claim that the following implication
holds:

y, z ∈ (n+ I) =⇒ ln(2y + 2z)

ln 2
∈ (n+ 1 + I) . (3.10)

Indeed by elementary computations

ln(2y + 2z)

ln 2
=

ln
(
2(2y−1 + 2z−1)

)
ln 2

= 1 +
ln(2y−1 + 2z−1)

ln 2
,

and by monotonicity it is easily seen that ln(2y−1+2z−1)
ln 2 ∈ (n + I) whenever y, z ∈ (n + I).

From the previous considerations it follows that the term in brackets in the integral (3.9)
vanishes identically. Therefore Bc[gϕ, gϕ;ψ] = 0. Similarly for the fragmentation term

Bf [g;ψ] = 2

∫
R

γ(2y+1)

4
g(y + 1, t)2y

[
ϕ(y + 1)− ϕ(y)

]
dy = 0 .

Therefore by (3.8) we have

d

dt
Mext(t) = − d

dt
Mint(t) = −2Bc[gϕ, g(1− ϕ);ψ]−Bc[g(1− ϕ), g(1− ϕ);ψ] . (3.11)
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We now bound the right-hand side of (3.11) in terms of Mext(t): using (2.24),

−2Bc[gϕ,g(1− ϕ);ψ]

≤ ln 2
∑
n∈Z

∫
[n,n+1)

dz g(z, t)(1− ϕ(z))

∫
{|y−z|<1}

K(2y, 2z)g(y, t)(2y + 2z) dy

≤ CK ln 2
∑
n∈Z

∫
[n,n+1)

dz g(z, t)(1− ϕ(z))

∫
{|y−z|<1}

(1 + 2y2z)g(y, t) dy

≤ C ′K
∑
n<0

∫
[n,n+1)

dz g(z, t)(1− ϕ(z))

∫
(n−1,n+2)

g(y, t) dy

+ C ′K
∑
n≥0

∫
[n,n+1)

dz 2zg(z, t)(1− ϕ(z))

∫
(n−1,n+2)

2yg(y, t) dy

≤ C ′′K‖g(t)‖
∑
n<0

∫
[n,n+1)

2ng(z, t)(1− ϕ(z)) dz

+ C ′′KM
∑
n≥0

∫
[n,n+1)

2zg(z, t)(1− ϕ(z)) dz

≤ C ′′′K
(
‖g(t)‖+M

)
Mext(t)

(where the norm ‖·‖ is defined in (2.19)). The term −Bc[g(1−ϕ), g(1−ϕ);ψ] can be bounded
in a similar way. We then deduce, from (3.11) and from the uniform bound (2.20) on the
solution, that d

dtMext(t) ≤ CMext(t). Now the assumption on the support of g0 implies that
Mext(0) = 0. It then follows by Grönwall’s Lemma that Mext(t) ≡ 0 for all t > 0, that is, g(t)
remains supported in

⋃
n∈Z(n+ I).

3.2 Derivation of the moment equations

We now assume that g is a weak solution to (2.14) with initial datum g0, and we derive three
evolution equations for the quantities mn(t), pn(t), qn(t), introduced in (3.1), (3.2), (3.3), by
using the test functions

ϕ0
n(x) = χIn(x) , ϕ1

n(x) := (x− n)χIn(x) , ϕ2
n(x; t) := (x− n− pn(t))2χIn(x)

in the weak formulation (2.18) of the equation. In the first case, by using the condition (2.23)
and the implication (3.10) we find

dmn

dt
= Bc[g(·, t), g(·, t);ϕ0

n]−Bf [g(·, t);ϕ0
n]

=
ln 2

2

∫
In−1

∫
In−1

K(2y, 2z)g(y)g(z) dy dz − ln 2

∫
In

∫
In

K(2y, 2z)g(y)g(z) dy dz

− 1

4

∫
In

γ(2y)g(y) dy +
1

2

∫
In+1

γ(2y)g(y) dy .

(3.12)
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Similarly for pn(t) we have

d

dt

(
mnpn

)
= Bc[g(·, t), g(·, t);ϕ1

n]−Bf [g(·, t);ϕ1
n]

=
ln 2

2

∫
In−1

∫
In−1

K(2y, 2z)g(y)g(z)

(
ln(2y + 2z)

ln 2
− n

)
dy dz

− ln 2

∫
In

∫
In

K(2y, 2z)g(y)g(z)(y − n) dy dz

− 1

4

∫
In

γ(2y)g(y)(y − n) dy +
1

2

∫
In+1

γ(2y)g(y)(y − (n+ 1)) dy .

By writing the right-hand side as m′npn + mnp
′
n and using the equation (3.12) for mn we

therefore have

dpn
dt

=
1

mn

[
ln 2

2

∫
In−1

∫
In−1

K(2y, 2z)g(y)g(z)

(
ln(2y + 2z)

ln 2
− n− pn

)
dy dz

− ln 2

∫
In

∫
In

K(2y, 2z)g(y)g(z)
(
y − n− pn

)
dy dz (3.13)

− 1

4

∫
In

γ(2y)g(y)
(
y − n− pn

)
dy +

1

2

∫
In+1

γ(2y)g(y)
(
y − (n+ 1)− pn

)
dy

]
.

Finally we compute the evolution equation for qn(t):

d

dt

(
mnqn

)
= Bc[g(·, t), g(·, t);ϕ2

n(·; t)]−Bf [g(·, t);ϕ2
n(·; t)]

=
ln 2

2

∫
In−1

∫
In−1

K(2y, 2z)g(y)g(z)

(
ln(2y + 2z)

ln 2
− n− pn

)2

dy dz

− ln 2

∫
In

∫
In

K(2y, 2z)g(y)g(z)
(
y − n− pn

)2
dy dz

− 1

4

∫
In

γ(2y)g(y)
(
y − n− pn

)2
dy +

1

2

∫
In+1

γ(2y)g(y)
(
y − (n+ 1)− pn

)2
dy ,

which gives, after using the equation (3.12) for m′n(t),

dqn
dt

=
1

mn

[
ln 2

2

∫
In−1

∫
In−1

K(2y, 2z)g(y)g(z)

((
ln(2y + 2z)

ln 2
− n− pn

)2

− qn
)

dy dz

− ln 2

∫
In

∫
In

K(2y, 2z)g(y)g(z)
((
y − n− pn

)2 − qn)dy dz

− 1

4

∫
In

γ(2y)g(y)
((
y − n− pn

)2 − qn) dy

+
1

2

∫
In+1

γ(2y)g(y)
((
y − (n+ 1)− pn

)2 − qn)dy

]
.

(3.14)

3.3 Approximate equations

We next identify the leading order terms in the equations (3.12), (3.13), (3.14). In the
following computations we will omit the dependence on the variable t.
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Lemma 3.2. For all h ∈ Z the following identities hold:∫
Ih

∫
Ih

K(2y, 2z)g(y)g(z) dy dz =
k(2h+ph)

2h+ph+1
m2
h(1 +O(qh)), (3.15)

∫
Ih

γ(2y)g(y) dy = γ(2h+ph)mh(1 +O(qh)), (3.16)∫
Ih

∫
Ih

K(2y, 2z)g(y)g(z)(y − h− ph) dy dz =
k(2h+ph)

2h+ph+1
m2
hO(qh), (3.17)∫

Ih

γ(2y)g(y)(y − h− ph) dy = γ(2h+ph)mhO(qh), (3.18)∫
Ih

∫
Ih

K(2y, 2z)g(y)g(z)
(
(y − h− ph)2 − qh

)
dy dz =

k(2h+ph)

2h+ph+1
δ0m

2
hO(qh), (3.19)∫

Ih

γ(2y)g(y)
(
(y − h− ph)2 − qh

)
dy = γ(2h+ph)δ0mhO(qh), (3.20)

where the notation f1 = O(f2) means that there exists a constant C (depending only on the
kernels) such that |f1| ≤ Cf2.

Proof. Notice that, by Lemma 3.1, we have h+ ph ∈ Ih = (h− δ0, h+ δ0) for all h ∈ Z. This
suggests to use a Taylor expansion of K(2y, 2z) at the point (y, z) = (h + ph, h + ph): we
obtain, for all y, z ∈ Ih,

K(2y, 2z) = K(2h+ph , 2h+ph) +
∂K

∂ξ
(2h+ph , 2h+ph)2h+ph ln 2

[
(y − h− ph) + (z − h− ph)

]
+O

(
K(2h+ph , 2h+ph)

[
(y − h− ph)2 + (z − h− ph)2

])
. (3.21)

In the previous equality, to control the quadratic remainder in terms of the function K itself
we made use of the growth assumptions (2.4)–(2.5) on the derivatives of the kernel. Indeed,
the second order term in the Taylor expansion of K(2y, 2z) contains terms of the form

(ln 2)2

2

[
∂2K

∂ξ2
(2ȳ, 2z̄)22ȳ +

∂K

∂ξ
(2ȳ, 2z̄)2ȳ

]
(y − h− ph)2 for some ȳ, z̄ ∈ Ih

(and similar terms with the mixed second derivative and the second derivative with respect
to η of K); such quantities can be controlled by using the estimates∣∣∣∣∂K∂ξ (ξ, η)ξ

∣∣∣∣ ≤ CK(ξ, η),

∣∣∣∣∂2K

∂ξ2
(ξ, η)ξ2

∣∣∣∣ ≤ CK(ξ, η),

which follow by the assumptions on the kernel.
Now, inserting (3.21) into the integral (3.15), and observing that in view of (3.4) the linear

term vanishes, we obtain∫
Ih

∫
Ih

K(2y, 2z)g(y)g(z) dy dz = K(2h+ph , 2h+ph)

∫
Ih

g(y) dy

∫
Ih

g(z) dz

+O

(
K(2h+ph , 2h+ph)

∫
Ih

∫
Ih

g(y)g(z)(y − h− ph)2 dy dz

)
,
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from which (3.15) follows by using the expression of the coagulation kernel in (2.1). The
equalities (3.17) and (3.19) are obtained similarly by inserting the Taylor expansion (3.21)
into the integrals, and recalling (3.4).

The identities (3.16), (3.18), (3.20) can be proved by analogous arguments, using the
Taylor expansion of the fragmentation kernel, for y ∈ Ih,

γ(2y) = γ(2h+ph) + γ′(2h+ph)2h+ph ln 2(y − h− ph)

+
(ln 2)2

2

(
γ′′(2ȳ)22ȳ + γ′(2ȳ)2ȳ

)
(y − h− ph)2

= γ(2h+ph) + γ′(2h+ph)2h+ph ln 2(y − h− ph) +O
(
γ(2h+ph)(y − h− ph)2

) (3.22)

for some ȳ ∈ Ih (also in this case the quadratic term is controlled in terms of the function γ
itself thanks to the growth assumptions (2.11)–(2.12) on the derivatives fo γ).

Lemma 3.3. The functions mn(t), pn(t), qn(t), introduced in (3.1), (3.2), and (3.3) respec-
tively, obey the following equations:

dmn

dt
=
γ(2n+pn)

4

(
ζn−1(p)m2

n−1(1 +O(qn−1))−mn(1 +O(qn))
)

− γ(2n+1+pn+1)

2

(
ζn(p)m2

n(1 +O(qn))−mn+1(1 +O(qn+1))
)
.

(3.23)

dpn
dt

=
ln 2

2

k(2n−1+pn−1)

2n+pn−1

m2
n−1

mn

(
(pn−1 − pn) +O(qn−1)

)
− ln 2

k(2n+pn)

2n+pn+1
mnO(qn)

− γ(2n+pn)

4
O(qn) +

γ(2n+1+pn+1)

2

mn+1

mn

(
(pn+1 − pn) +O(qn+1)

)
,

(3.24)

dqn
dt

=
ln 2

2

k(2n−1+pn−1)

2n+pn−1

m2
n−1

mn

[(1

2
qn−1 − qn

)
+ δ0O(qn−1) + (pn−1 − pn)2

]
− ln 2

k(2n+pn)

2n+pn+1
mnδ0O(qn)− γ(2n+pn)

4
δ0O(qn)

+
γ(2n+1+pn+1)

2

mn+1

mn

[
(qn+1 − qn) + δ0O(qn+1) + (pn+1 − pn)2

]
.

(3.25)

Proof. By inserting (3.15) and (3.16) into (3.12) we obtain the equation

dmn

dt
=

ln 2

2

k(2n−1+pn−1)

2n+pn−1
m2
n−1(1 +O(qn−1))− ln 2

k(2n+pn)

2n+pn+1
m2
n(1 +O(qn))

− γ(2n+pn)

4
mn(1 +O(qn)) +

γ(2n+1+pn+1)

2
mn+1(1 +O(qn+1)),

which can be rewritten in the form (3.23) by using the coefficients ζn(p) introduced in (2.29).
To prove (3.24), we first observe that by Taylor expansion, for all h ∈ Z and y, z ∈ Ih

ln(2y + 2z)

ln 2
=

1

ln 2
ln
(

2h+ph
[
2 + ln 2(y − h− ph) + ln 2(z − h− ph)

+O
(
(y − h− ph)2 + (z − h− ph)2

)])
= h+ ph + 1 +

1

2

(
y − h− ph + z − h− ph

)
+O

(
(y − h− ph)2 + (z − h− ph)2

)
= 1 +

y + z

2
+O

(
(y − h− ph)2 + (z − h− ph)2

)
. (3.26)
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The first term in (3.13) becomes, using the symmetry of the kernel, (3.26), (3.15), and (3.17),∫
In−1

∫
In−1

K(2y, 2z)g(y)g(z)

(
ln(2y + 2z)

ln 2
− n− pn

)
dy dz

=

∫
In−1

∫
In−1

K(2y, 2z)g(y)g(z)
(
y − (n− 1)− pn +O

(
(y − (n− 1)− pn−1)2

))
dy dz

=
k(2n−1+pn−1)

2n+pn−1
m2
n−1(pn−1 − pn)(1 +O(qn−1)) +

k(2n−1+pn−1)

2n+pn−1
m2
n−1O(qn−1).

For the other terms in (3.13) we can use directly (3.16), (3.17), and (3.18): we obtain

mn
dpn
dt

=
ln 2

2

k(2n−1+pn−1)

2n+pn−1
m2
n−1

(
(pn−1 − pn)(1 +O(qn−1)) +O(qn−1)

)
− ln 2

k(2n+pn)

2n+pn+1
m2
nO(qn)− γ(2n+pn)

4
mnO(qn)

+
γ(2n+1+pn+1)

2
mn+1

(
(pn+1 − pn)(1 +O(qn+1)) +O(qn+1)

)
,

from which (3.24) follows.
It remains to prove the equation (3.25) for qn, starting from (3.14). The first term in

(3.14) becomes, using (3.26), the symmetry of the kernel, (3.19), (3.17), and (3.15),∫
In−1

∫
In−1

K(2y, 2z)g(y)g(z)

((
ln(2y + 2z)

ln 2
− n− pn

)2

− qn
)

dy dz

=

∫
In−1

∫
In−1

K(2y, 2z)g(y)g(z)

[(
y + z

2
− (n− 1)− pn

+O
(
(y − (n− 1)− pn−1)2 + (z − (n− 1)− pn−1)2

))2

− qn
]

dy dz

=
(1

2
qn−1 − qn

)∫
In−1

∫
In−1

K(2y, 2z)g(y)g(z) dy dz

+
1

2

∫
In−1

∫
In−1

K(2y, 2z)g(y)g(z)
(

(y − (n− 1)− pn−1)2 − qn−1

)
dy dz

+
1

2

∫
In−1

∫
In−1

K(2y, 2z)g(y)g(z)
(
y − (n− 1)− pn−1

)(
z − (n− 1)− pn−1

)
dy dz

+ 2(pn−1 − pn)

∫
In−1

∫
In−1

K(2y, 2z)g(y)g(z)
(
y − (n− 1)− pn−1

)
dy dz

+ (pn−1 − pn)2

∫
In−1

∫
In−1

K(2y, 2z)g(y)g(z) dy dz +
k(2n−1+pn−1)

2n+pn−1
m2
n−1δ0O(qn−1)

=
k(2n−1+pn−1)

2n+pn−1
m2
n−1

[(1

2
qn−1 − qn

)
(1 +O(qn−1)) + δ0O(qn−1)

+ (pn−1 − pn)O(qn−1) + (pn−1 − pn)2(1 +O(qn−1))

]
.

For the second and third term in (3.14) we can use directly (3.19) and (3.20), while for the
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last term in (3.14) we have, by using (3.20), (3.16) and (3.18),

1

2

∫
In+1

γ(2y)g(y)
((
y − (n+ 1)− pn

)2 − qn) dy

=
1

2

∫
In+1

γ(2y)g(y)
(

(y − (n+ 1)− pn)2 − (y − (n+ 1)− pn+1)2
)

dy

+
1

2

(
qn+1 − qn

) ∫
In+1

γ(2y)g(y) dy +
1

2
γ(2n+1+pn+1)δ0mn+1O(qn+1)

= (pn+1 − pn)

∫
In+1

γ(2y)g(y)(y − (n+ 1)− pn+1) dy +
1

2
(pn+1 − pn)2

∫
In+1

γ(2y)g(y) dy

+
γ(2n+1+pn+1)

2
mn+1

(
(qn+1 − qn)(1 +O(qn+1)) + δ0O(qn+1)

)
=
γ(2n+1+pn+1)

2
mn+1

(
(pn+1 − pn)O(qn+1) + (pn+1 − pn)2(1 +O(qn+1))

+ (qn+1 − qn)(1 +O(qn+1)) + δ0O(qn+1)
)
.

The equality (3.25) follows.

Suppose now that the coefficients mn(t) can be represented as perturbations of the func-
tions m̄n, according to (3.5). By plugging the expression (3.5) into (3.23), and using (2.29),
(2.32), and (2.36), we find

dyn
dt

= − 1

2nm̄n

∂m̄n

∂A

dA

dt
(1 + 2nyn)− 1

2n

∞∑
k=−∞

1

m̄n

∂m̄n

∂pk

dpk
dt

(1 + 2nyn)

+
γ(2n+pn)

2n+2

(
ζn−1(p)

m̄2
n−1

m̄n
(1 + 2n−1yn−1)2(1 +O(qn−1))− (1 + 2nyn)(1 +O(qn))

)
− γ(2n+1+pn+1)

2n+1

(
ζn(p)m̄n(1 + 2nyn)2(1 +O(qn))− m̄n+1

m̄n
(1 + 2n+1yn+1)(1 +O(qn+1))

)
= (1 + 2nyn)

dA

dt
− (1 + 2nyn)

1

2n

∞∑
k=n

1

m̄n

∂m̄n

∂pk

dpk
dt

+
γ(2n+pn)

2n+2

[
(1 + 2n−1yn−1)2(1 +O(qn−1))− (1 + 2nyn)(1 +O(qn))

− 4µ̄n
γ(2n+1+pn+1)

γ(2n+pn)

(
(1 + 2nyn)2(1 +O(qn))− (1 + 2n+1yn+1)(1 +O(qn+1))

)]
, (3.27)

where µ̄n = µ̄n(A(t), p(t)). Similarly, under the assumption (3.5) we can write the approxi-
mate equations (3.24), (3.25) for pn(t) and qn(t) in the following form:

dpn
dt

=
γ(2n+pn)

4

[
(1 + 2n−1yn−1)2

(1 + 2nyn)

(
(pn−1 − pn) +O(qn−1)

)
+O(qn)

− 4µ̄n
γ(2n+1+pn+1)

γ(2n+pn)

(
(1 + 2n+1yn+1)

(1 + 2nyn)

(
(pn − pn+1) +O(qn+1)

)
+ (1 + 2nyn)O(qn)

)]
,

(3.28)
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dqn
dt

=
γ(2n+pn)

4

[
(1 + 2n−1yn−1)2

(1 + 2nyn)

(qn−1

2
− qn + δ0O(qn−1) + (pn−1 − pn)2

)
+ δ0O(qn)

− 4µ̄n
γ(2n+1+pn+1)

γ(2n+pn)

(1 + 2n+1yn+1)

(1 + 2nyn)

(
(qn − qn+1) + δ0O(qn+1)− (pn+1 − pn)2

)
− 4µ̄n

γ(2n+1+pn+1)

γ(2n+pn)
(1 + 2nyn)δ0O(qn)

]
, (3.29)

with µ̄n = µ̄n(A(t), p(t)). This is the most convenient form of the equations for pn, qn to
prove their desired decay properties.

4 The linearized equation

The main evolution equations that we are going to investigate in the paper, namely (3.27),
(3.28), (3.29), can be seen as perturbation of the same linearized problem. The proof of the
main result relies therefore on the properties of solutions to the linearized equation, which in
its simplest form is

dyn
dt

=
γ(2n+ρ)

4

[
yn−1 − yn − σn

(
yn − yn+1

)]
, (4.1)

for given ρ ∈ [0, 1) and coefficients σn with suitable asymptotic properties as n → ±∞. We
studied this linear equation in full details in [4, Section 5], with σn given by

σn := 4ζn,ρan(AM,ρ, ρ)
γ(2n+1+ρ)

γ(2n+ρ)
(4.2)

(here ζn,ρ are defined in (2.26) and an(AM,ρ, ρ) are the coefficients of a stationary solution
with total mass M , see Proposition 2.4). We remark that for this analysis the particular form
of σn is not relevant, but what matters is only their asymptotic behaviour, namely σn → 8
as n→ −∞ and σn = O(e−AM,ρ2n) as n→∞.

The goal of this section is to extend the linear theory in order to treat the more general
case of small time-dependent perturbations of the coefficients in (4.1), which appears in the
context of this paper.

4.1 The constant coefficients case

We start by recalling the result proved in [4] for (4.1). We will use in the following the notation
introduced in (2.39) for the space of sequences Yθ and the norm ‖ · ‖θ. It is convenient to
denote the linear operator on the right-hand side of (4.1), acting on a sequence y = {yn}n∈Z,
by

Ln(y) :=
γ(2n)

4

[
yn−1 − yn − σn

(
yn − yn+1

)]
, L (y) := {Ln(y)}n∈Z (4.3)

(we assume here for simplicity ρ = 0). We also introduce a symbol for the discrete derivatives

D+
n (y) := yn+1 − yn, D−n (y) := yn − yn−1, D±(y) := {D±n (y)}n∈Z . (4.4)

The following result was proved in [4, Theorem 5.1].
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Theorem 4.1. Let σn be as in (4.2), for a fixed value of M (and ρ = 0). Let also

θ ∈ (−1, β), θ̃ ∈ [θ, β], with θ̃ − θ < β,

be fixed parameters, and let y0 = {y0
n}n∈Z ∈ Yθ be a given initial datum. Then there exists a

unique solution t 7→ S(t)(y0) = {Sn(t)(y0)}n∈Z ∈ Yθ to the linear problem (4.1) with initial
datum y0. Furthermore there exist constants ν > 0 (depending only on M), C1 = C1(M, θ, θ̃),
and C2 = C2(M, θ, θ̃) such that for all t > 0

‖D+(S(t)(y0))‖θ̃ ≤ C1‖y0‖θ t−
θ̃−θ
β e−νt, (4.5)

‖S(t)(y0)− S∞(t)(y0)‖θ̃ ≤ C2‖y0‖θ t−
θ̃−θ
β e−νt if θ̃ > 0, (4.6)

where S∞(t)(y0) := limn→∞ Sn(t)(y0).

Notice that by (4.5) and the definition of Yθ the difference |Sn+1(t)(y0) − Sn(t)(y0)| de-
cays exponentially to zero as n → +∞; this in particular justifies the existence of the limit
limn→∞ Sn(t)(y0).

All the constants in the statement above (and in the rest of this section) depend also on
the properties of the coagulation and fragmentation kernels; however we will not mention
this dependence explicitly, as the kernels are fixed throughout the paper. As observed in [4,
Remark A.5], the constant C1 in (4.5) blows up if θ → β or θ̃− θ → β, while the constant C2

in (4.6) explodes also if θ̃ → 0.

4.2 The case of time-dependent coefficients

We now extend the analysis of the linearized problem (4.1) to the case of time-dependent
coefficients, which appears in the context of this paper. More precisely, we assume that a
sequence p(t) = {pn(t)}n∈Z is given, with the following decay properties: for all t > 0

|pn(t)| ≤ η0,
∥∥D+(p(t))

∥∥
θ̄1
≤ η0t

−θ̄1/βe−
ν
2
t,

∥∥∥ dp(t)

dt

∥∥∥
θ̄1−β

≤ η0

(
1 + t−θ̄1/β

)
e−

ν
2
t. (4.7)

Here η0 ∈ (0, 1) and ν > 0 are constants to be determined later, depending only on the given
value of the mass M > 0, and θ̄1 ∈ (β − 1, 1) is a parameter which will be fixed later (see
(5.6)). The bounds (4.7) are the expected decay behaviour of the sequence of first moments
introduced in (3.2), that will be recovered a posteriori.

We study the equation

dyn
dt

=
γ(2n+pn(t))

4

(
yn−1 − yn − σn(t)(yn − yn+1)

)
, (4.8)

where the coefficients σn(t) are given by

σn(t) := 8µ̄n(AM , p(t))
γ(2n+1+pn+1(t))

γ(2n+pn(t))
(4.9)

(recall here that µ̄n are the coefficients explicitly defined in (2.37), depending on the positive
parameter AM = AM,0 defined in Definition 2.5 and on the sequence p(t)). The value of the
mass M > 0 is fixed throughout this section, and consequently also the value of the constant
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AM . The equation (4.8) can be seen as a perturbation of (4.1), when the shifting parameter ρ
is not constant but depends on the peak n, and on time. It is convenient to introduce a symbol
for the linear operator on the right-hand side of (4.8), acting on a sequence y = {yn}n∈Z at
time t:

Ln(y; t) :=
γ(2n+pn(t))

4

(
yn−1 − yn − σn(t)(yn − yn+1)

)
, L (y; t) := {Ln(y; t)}n∈Z. (4.10)

We remark that, in view of (2.9), (2.10), (2.34), (2.37), and (4.7) we have

lim sup
n→−∞

|σn(t)− 8| ≤ cη0, lim sup
n→∞

σn(t) ≤ ce−AM2n (4.11)

(for a uniform constant c > 0, depending only on the kernels). The following result extends
Theorem 4.1 to this situation, and its technical proof is postponed to the Appendix A.

Theorem 4.2. There exist η0 ∈ (0, 1) and ν > 0, depending only on M , with the following
property. Let p(t) be a given sequence satisfying (4.7). Let also

θ ∈ (−1, β), θ̃ ∈ [θ, β], with θ̃ − θ < β,

be fixed parameters, and let y0 = {y0
n}n∈Z ∈ Yθ be a given initial datum. Then, for every

t0 ≥ 0, there exists a unique solution

t 7→ T (t; t0)(y0) = {Tn(t; t0)(y0)}n∈Z ∈ Yθ (4.12)

to (4.8) in t ∈ (t0,∞), with T (t0; t0)(y0) = y0.
Furthermore, there exist constants C1 = C1(M, θ, θ̃) and C2 = C2(M, θ, θ̃) such that

‖D+(T (t; t0)(y0))‖θ̃ ≤ C1‖y0‖θ(t− t0)
− θ̃−θ

β e−ν(t−t0), (4.13)

‖T (t; t0)(y0)− T∞(t; t0)(y0)‖θ̃ ≤ C2‖y0‖θ(t− t0)
− θ̃−θ

β e−ν(t−t0) if θ̃ > 0 (4.14)

for all t > t0, where T∞(t; t0)(y0) := limn→∞ Tn(t; t0)(y0).

4.3 The truncated problem

We eventually consider the equivalent of Theorem 4.2 when we truncate the operator Ln for
large values of n. More precisely, we fix a (large) N ∈ N and we study the equation

dyn
dt

=
γ(2n+pNn (t))

4

(
yn−1 − yn − σNn (t)(yn − yn+1)

)
for n ≤ N, (4.15)

yn(t) = 0 for n > N , where we assume that pN (t) = {pNn (t)}n∈Z is a given sequence satisfying
(4.7), and the coefficients σNn (t) are given by

σNn (t) :=

8µ̄n(AM , p
N (t))γ(2

n+1+pNn+1(t)
)

γ(2n+pNn (t))
if n < N ,

0 if n = N .
(4.16)

As in (4.10), we introduce a symbol for the linear operator on the right-hand side of (4.15),
acting on a sequence y = {yn}n∈Z at time t:

L N
n (y; t) :=

γ(2n+pNn (t))

4

(
yn−1 − yn − σNn (t)(yn − yn+1)

)
, (4.17)

and L N (y; t) := {L N
n (y; t)}n∈Z. We then have the following result, equivalent to Theo-

rem 4.2.
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Theorem 4.3. There exist η0 ∈ (0, 1) and ν > 0, depending only on M , with the following
property. Let pN (t) be a given sequence satisfying (4.7), and let σNn (t) be defined by (4.16).
Let also

θ ∈ (−1, β), θ̃ ∈ [θ, β], with θ̃ − θ < β,

be fixed parameters, and let y0 = {y0
n}n∈Z ∈ Yθ be a given initial datum with y0

n = 0 for
n > N . Then, for every t0 ≥ 0, there exists a unique solution

t 7→ TN (t; t0)(y0) = {TNn (t; t0)(y0)}n∈Z ∈ Yθ (4.18)

to (4.15) in t ∈ (t0,∞), with TN (t0; t0)(y0) = y0.
Furthermore, there exist constants C1 = C1(M, θ, θ̃) and C2 = C2(M, θ, θ̃) such that

‖D+(TN (t; t0)(y0))‖θ̃ ≤ C1‖y0‖θ(t− t0)
− θ̃−θ

β e−ν(t−t0), (4.19)

‖TN (t; t0)(y0)− TNN (t; t0)(y0)‖θ̃ ≤ C2‖y0‖θ(t− t0)
− θ̃−θ

β e−ν(t−t0) if θ̃ > 0, (4.20)

|L N
N (TN (t; t0)(y0), t)| ≤ C2‖y0‖θ(t− t0)

− θ̃−θ
β e−ν(t−t0) if θ̃ > 0. (4.21)

The proof of the theorem can be obtained by a slight refinement of the argument given
for Theorem 4.2.

5 Proof of the main result

Along this section we assume that g0 ∈ M+(R) is a given initial datum, with total mass
M > 0, satisfying the assumptions of Theorem 2.7, for some δ0 > 0 that will be chosen at
the end of the proof. For the moment we assume that δ0 ∈ (0, 1) satisfies the condition (3.6),
which guarantees the conservation of the support. We also let ν > 0 be the constant given
by Theorem 4.3, determined solely by M .

5.1 Truncation

The first step in the proof is to obtain a truncated solution by a cut-off of the tail for large
n. More precisely, we fix a parameter N ∈ N (N >> 1) and we truncate the kernels and the
initial datum by setting

gN0 (x) := g0(x)χ(−∞,N+ 1
2

)(x), (5.1)

KN (2y, 2z) := K(2y, 2z)χ(−∞,N− 1
2

)(y), γN (2y) := γ(2y)χ(−∞,N+ 1
2

)(y). (5.2)

We are in the position to apply the well-posedness Theorem 2.2 (replacing the original kernels
by the truncated ones), with the initial datum gN0 : indeed the assumption (2.45) guarantees
that the integrability conditions (2.19) are satisfied. This yields the existence of a global-in-
time weak solution t 7→ gN (t) ∈M+(R), in the sense of Definition 2.1, with conserved mass;
the estimates (2.20) hold uniformly with respect to N .

Furthermore, by Lemma 3.1 (which continues to hold in this truncated setting) we have
that supp gN (t) ⊂

⋃
n∈Z In for all positive times, where In = (n − δ0, n + δ0). By using this
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information and bearing in mind that by (2.23) and (3.6) different intervals do not interact
in the coagulation term, we can write the weak formulation (2.18) of the equation as follows:

∂t

(∫
R
gN (x, t)ϕ(x) dx

)
=

ln 2

2

∑
k≤N−1

∫
Ik

∫
Ik

KN (2y, 2z)gN (y, t)gN (z, t)

[
ϕ
( ln(2y + 2z)

ln 2

)
− ϕ(y)− ϕ(z)

]
dy dz

− 1

4

∑
k≤N−1

∫
Ik

γN (2y+1)gN (y + 1, t)
[
ϕ(y + 1)− 2ϕ(y)

]
dy

for every test function ϕ ∈ Cc(R). It is then clear (recall the implication (3.10)) that

supp gN (t) ⊂
⋃
n≤N

In for all t > 0. (5.3)

We define the quantities mN
n (t), pNn (t), qNn (t), according to (3.1), (3.2), (3.3), respectively,

with g replaced by gN . The evolution equations for these quantities (for a non-truncated weak
solution) have been obtained in Lemma 3.3; since we are now working with the truncated
kernels, we have that those equations continue to hold formN

n (t), pNn (t), qNn (t) for all n ≤ N−1,
while they have to be slightly modified for n = N . For larger values n > N all the quantities
vanish identically by (5.3). For instance, the equation for mN

n (t) for n = N becomes

dmN
N

dt
=
γ(2N+pNN )

4

(
ζN−1(pN )(mN

N−1)2(1 +O(qNN−1))−mN
N (1 +O(qNN ))

)
. (5.4)

5.2 Decay of the first and second moments

We remark that by (5.3)

|pNn (t)| ≤ δ0, 0 ≤ qNn (t) ≤ 4δ2
0 for all t ≥ 0. (5.5)

We now fix two auxiliary parameters θ̄1 and θ̄2 satisfying

β − 1 < θ̄1 < θ̄2 < 1. (5.6)

These parameters are fixed throughout the paper, therefore in the following we will not
mention explicitly the dependence of all the constants on θ̄1, θ̄2. We let also L1, L2, L3 be
positive constants, that will be chosen later depending only on M .

Thanks to the fact that we are considering a truncated problem, we can assume that there
exists a small time interval [0, tN ], with tN > 0 (depending on N) such that for all t ∈ (0, tN )

‖D+(pN (t))‖0 ≤ 2L1δ0e
− ν

2
t, ‖D+(pN (t))‖θ̄1 ≤ 2L1δ0 t

−θ̄1/βe−
ν
2
t, (5.7)∥∥∥ dpN

dt
(t)
∥∥∥
−β
≤ 2L2δ0e

− ν
2
t,

∥∥∥ dpN

dt
(t)
∥∥∥
θ̄1−β

≤ 2L2δ0

(
1 + t−θ̄1/β

)
e−

ν
2
t, (5.8)

sup
n∈Z
|qNn (t)| ≤ 8δ

3/2
0 e−νt, sup

n>0
2θ̄2n|qNn (t)| ≤ 2L3δ

3/2
0 t−θ̄2/βe−νt, (5.9)

where D+ denotes the discrete derivative (see (4.4)). This is the expected decay for the
functions pN , qN as suggested by the natural scaling in the corresponding evolution equations.
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For technical reasons we can not obtain the optimal decay, namely for θ̄1 = θ̄2 = 1, and we
have to introduce the two additional parameters satisfying (5.6).

In addition to (3.6), we make now a second assumption on δ0, namely

δ0 < η0, 2L1δ0 < η0, 2L2δ0 < η0, (5.10)

where η0 > 0 is the fixed constant given by Theorem 4.3, determined by M ; with this
assumption the sequence pN satisfies the condition (4.7) in the interval (0, tN ), and allows us
to apply the linear theory developed in Section 4.

5.3 Fixed point

The next goal is to represent the functions mN
n (t), in the time interval [0, tN ], as perturbations

of stationary states, as in (3.5). In order to do this, we first need to rewrite the starting
assumption (2.45) in an equivalent form for the functions mN (0).

Lemma 5.1. For all sufficiently large N there exists AN (0) > 0, yN (0) = {yNn (0)}n∈Z such
that

mN
n (0) = m̄n(AN (0), pN (0))(1 + 2nyNn (0)) for all n ≤ N , (5.11)

with yNN (0) = 0 and

|AN (0)−A0| ≤ c02−Nδ0, ‖yN (0)− y0‖1 ≤ c0δ0 (5.12)

for a uniform constant c0 > 0, independent of N .

Proof. We use the explicit representation of m̄n that can be obtained by combining (2.30)
and (2.37):

m̄n(A, p) =
2e−A2n

ζn(p)
exp

(
−2n

∞∑
j=n+1

2−j ln(θj−1(p))

)
, (5.13)

where the coefficients ζn(p), θn(p) are defined in (2.29) and (2.31) respectively. By observing
that mN

n (0) = mn(0) for all n ≤ N , recalling the assumption (2.45) and imposing that (5.11)
holds at n = N with yNN (0) = 0, we obtain the condition that defines AN (0):

m̄N (AN (0), pN (0)) = m̄N (A0, p0)(1 + 2Ny0
N ),

which yields, using (5.13),

e(AN (0)−A0)2N =
ζN (p0)

ζN (pN (0))
exp

(
2N

∞∑
j=N+1

2−j ln
( θj−1(p0)

θj−1(pN (0))

))
(1 + 2Ny0

N )−1,

or equivalently

AN (0)−A0 = 2−N ln

(
ζN (p0)

ζN (pN (0))

)
+

∞∑
j=N+1

2−j ln
( θj−1(p0)

θj−1(pN (0))

)
− 2−N ln(1 + 2Ny0

N ).
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This equation selects the value AN (0), and moreover implies the first estimate in (5.12). We
further define yNn (0), for n < N , by imposing that (5.11) holds: this gives for n < N

2nyNn (0) :=
mN
n (0)

m̄n(AN (0), pN (0))
− 1 =

m̄n(A0, p0)(1 + 2ny0
n)

m̄n(AN (0), pN (0))
− 1

(5.13)
= e(AN (0)−A0)2n ζn(pN (0))

ζn(p0)
exp

(
−2n

∞∑
j=n+1

2−j ln
( θj−1(p0)

θj−1(pN (0))

))
(1 + 2ny0

n)− 1.

From this expression also the second estimate in (5.12) follows.

We now look for functions AN (t), yN (t) = {yNn (t)}n∈Z such that

mN
n (t) = m̄n(AN (t), pN (t))

(
1 + 2nyNn (t)

)
for all n ≤ N . (5.14)

By plugging this expression into (3.23), as in (3.27), we find for all n < N

dyNn
dt

= (1 + 2nyNn )
dAN

dt
− (1 + 2nyNn )

1

2n

∞∑
k=n

1

m̄n

∂m̄n

∂pk

dpNk
dt

+
γ(2n+pNn )

2n+2

[
(1 + 2n−1yNn−1)2(1 +O(qNn−1))− (1 + 2nyNn )(1 +O(qNn ))

− 4µ̄n
γ(2n+1+pNn+1)

γ(2n+pNn )

(
(1 + 2nyNn )2(1 +O(qNn ))− (1 + 2n+1yNn+1)(1 +O(qNn+1))

)]
,

where m̄n = m̄n(AN (t), pN (t)), µ̄n = µ̄n(AN (t), pN (t)) (see (2.30)). For n = N , using instead
(5.4), we have

dyNN
dt

= (1 + 2NyNN )
dAN

dt
− (1 + 2NyNN )

1

2N

∞∑
k=N

1

m̄N

∂m̄N

∂pk

dpNk
dt

+
γ(2N+pNN )

2N+2

[
(1 + 2N−1yNN−1)2(1 +O(qNN−1))− (1 + 2NyNN )(1 +O(qNN ))

]
.

The previous equations for the sequence yN (t) can be written in a more compact form, where
we highlight the leading order linear operator:

dyNn
dt

=
γ(2n+pNn )

4

(
yNn−1 − yNn − σNn (t)(yNn − yNn+1)

)
+ (1 + 2nyNn )

dAN

dt
+

3∑
i=1

r(i)
n (yN (t), AN (t), t) for n ≤ N (5.15)

and yNn (t) ≡ 0 for n > N , where we introduced the coefficients

σNn (t) :=

8µ̄n(AM , p
N (t))γ(2

n+1+pNn+1(t)
)

γ(2n+pNn (t))
if n < N ,

0 if n = N .
(5.16)
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The remainders r
(i)
n in (5.15) are explicitly given (for n < N) by

r(1)
n (y,A, t) :=

2nγ(2n+pNn )

4

[
1

4
y2
n−1 − 4µ̄n(A, pN )

γ(2n+1+pNn+1)

γ(2n+pNn )
y2
n

]
+ 2γ(2n+1+pNn+1)

(
µ̄n(AM , p

N )− µ̄n(A, pN )
)(
yn − yn+1

)
, (5.17)

r(2)
n (y,A, t) :=

γ(2n+pNn )

2n+2

(
(1 + 2n−1yn−1)2O(qNn−1)− (1 + 2nyn)O(qNn )

)
− µ̄n(A, pN )

γ(2n+1+pNn+1)

2n

(
(1 + 2nyn)2O(qNn )− (1 + 2n+1yn+1)O(qNn+1)

)
, (5.18)

r(3)
n (y,A, t) := −(1 + 2nyn)

1

2n

∞∑
k=n

1

m̄n(A, pN (t))

∂m̄n

∂pk
(A, pN (t))

dpNk
dt

(5.19)

(for n = N , the terms containing µ̄n in r
(1)
N and r

(2)
N are not present).

At this point it is important to recall that pN (t) = {pNn (t)}n∈Z and qN (t) = {qNn (t)}n∈Z
are given sequences, satisfying the estimates (5.7)–(5.9) in the small time interval (0, tN ). The
goal is to show the existence of a pair (yN (t), AN (t)) solving (5.15). The linearized operator
in (5.15) has exactly the form (4.17), with the sequence pN (t) satisfying the assumption (4.7)
in (0, tN ) in view of (5.10); we then denote by TN (t; s) the corresponding resolvent operator,
according to (4.18).

By Duhamel’s formula, the solution to (5.15) with a given initial datum yN (0) can be
represented in terms of the solution to the linearized problem as

yNn (t) = TNn (t; 0)(yN (0)) +AN (t)−A0 +

∫ t

0

dAN

ds
(s)TNn (t; s)(P (yN (s))) ds

+

3∑
i=1

∫ t

0
TNn (t; s)(r(i)(yN (s), AN (s), s)) ds (5.20)

for n ≤ N , where for notational convenience we introduced the operator

Pn(y) := 2nyn, P (y) := {Pn(y)}n∈Z . (5.21)

We select the function AN (t) by imposing that yNN (t) = 0 for all t > 0 (notice that this
condition is satisfied at time t = 0, see Lemma 5.1): this gives the equation

AN (t)−A0 = −TNN (t; 0)(yN (0))−
∫ t

0

dAN

ds
(s)TNN (t; s)(P (yN (s))) ds

−
3∑
i=1

∫ t

0
TNN (t; s)(r(i)(yN (s), AN (s), s)) ds, (5.22)

and by differentiating with respect to t

dAN

dt
= −

[
L N
N (TN (t; 0)(yN (0)), t) +

∫ t

0

dAN

ds
(s)L N

N

[
TN (t; s)(P (yN (s))), t

]
ds

+

3∑
i=1

∫ t

0
L N
N

[
TN (t; s)(r(i)(yN (s), AN (s), s)), t

]
ds+

3∑
i=1

r
(i)
N (yN (t), AN (t), t)

]
, (5.23)
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where L N denotes the linear operator on the right-hand side of (5.15), see (4.17). In turn,
by inserting (5.22) into (5.20) we have for n ≤ N

yNn (t) =
[
TNn (t; 0)− TNN (t; 0)

]
(yN (0)) +

∫ t

0

dAN

ds
(s)
[
TNn (t; s)− TNN (t; s)

]
(P (yN (s))) ds

+
3∑
i=1

∫ t

0

[
TNn (t; s)− TNN (t; s)

]
(r(i)(yN (s), AN (s), s)) ds . (5.24)

The pair (yN (t), AN (t)) will be determined by applying a fixed point argument to the two
equations (5.23)–(5.24). This is the content of the following proposition.

Proposition 5.2. There exists δ0 > 0, depending on M , L1, L2, L3, with the following
property. Let g0 be an initial datum satisfying the assumptions of Theorem 2.7 and let gN be
the corresponding weak solution to the truncated problem, obtained in Section 5.1. Assume
further that the maps t 7→ pN (t), t 7→ qN (t) satisfy the estimates (5.7), (5.8), (5.9) for all
t ∈ (0, tN ), for some tN > 0.

Then there exist functions t 7→ (yN (t), AN (t)), for t ∈ (0, tN ), such that yNN (t) ≡ 0 and

mN
n (t) = m̄n(AN (t), pN (t))

(
1 + 2nyNn (t)

)
for all n ≤ N and t ∈ (0, tN ). (5.25)

Moreover the following estimates hold:

‖yN (t)‖1 ≤ C0δ0, ‖yN (t)‖β ≤ C0δ0

(
1 + t

−β−1
β )e−

ν
2
t,

|AN (t)−AM | ≤ C0δ0,
∣∣∣ dAN

dt
(t)
∣∣∣ ≤ C0δ0

(
1 + t

−β−1
β
)
e−

ν
2
t,

(5.26)

for a constant C0 depending only on M , L1, L2, and L3.

We premise to the proof of the proposition a technical lemma containing the main esti-
mates on the remainder terms r(i), i = 1, 2, 3. The proof of Proposition 5.2 is given after the
lemma.

Lemma 5.3. Let y ∈ Yβ, A > 0, and let r(i)(y,A, t), i = 1, 2, 3, be the sequences defined by
(5.17), (5.18), and (5.19). Assume also that ‖y‖1 ≤ 1 and A ≥ 1

2AM . Then there exists a
constant C3, depending on M , L1, L2, L3, such that

‖r(1)(y,A, t)‖β−1 ≤ C3‖y‖2β + C3|AM −A|‖y‖β ,

‖r(2)(y,A, t)‖θ̄2−β+1 ≤ C3δ
3/2
0 t−θ̄2/βe−

ν
2
t ,

‖r(3)(y,A, t)‖θ̄1−β+1 ≤ C3δ0t
−θ̄1/βe−

ν
2
t ,

(5.27)

and

|r(1)
N (y,A, t)| ≤ C3‖y‖β‖y‖1 ,

|r(2)
N (y,A, t)| ≤ C3δ

3/2
0 t

−β−1
β e−νt ,

|r(3)
N (y,A, t)| ≤ C3δ0t

−β−1
β e−

ν
2
t .

(5.28)
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Furthermore, for every y1, y2 ∈ Yβ with ‖yi‖1 ≤ 1 and A1, A2 > 1
2AM we have

‖r(1)(y1, A1, t)− r(1)(y2, A2, t)‖β−1 ≤ C3‖y1 − y2‖β
(

max{‖y1‖β, ‖y2‖β}+ |AM −A1|
)

+ C3|A1 −A2|
(
‖y2‖2β + ‖y2‖β

)
,

‖r(2)(y1, A1, t)− r(2)(y2, A2, t)‖θ̄2−β+1 ≤ C3δ
3/2
0

(
‖y1 − y2‖1 + |A1 −A2|

)
t−θ̄2/βe−

ν
2
t , (5.29)

‖r(3)(y1, A1, t)− r(3)(y2, A2, t)‖θ̄1−β+1 ≤ C3δ0‖y1 − y2‖1t−θ̄1/βe−
ν
2
t ,

and

|r(1)
N (y1, A1, t)− r(1)

N (y2, A2, t)| ≤ C3

(
‖y1‖1 + ‖y2‖1

)
‖y1 − y2‖β ,

|r(2)
N (y1, A1, t)− r(2)

N (y2, A2, t)| ≤ C3δ
2
0‖y1 − y2‖β ,

|r(3)
N (y1, A1, t)− r(3)

N (y2, A2, t)| ≤ C3δ0‖y1 − y2‖β .

(5.30)

Proof. Along the proof, the symbol . will be used for inequalities up to constants which
can depend only on the properties of the kernels, on M , L1, L2, L3. We first consider the
remainder r(1). The estimates (5.27) and (5.29) are proved in [4, Lemma 6.3] (with minor
modifications). For (5.28) and (5.30), it is sufficient to observe that for n = N the expression

of r
(1)
N simplifies and yields (using (2.9))

|r(1)
N (y,A, t)| = 2Nγ(2N+pNN (t))

16
y2
N−1 . 2(β+1)Ny2

N−1 . ‖y‖β‖y‖1,

|r(1)
N (y1, A1, t)− r(1)

N (y2, A2, t)| . 2(β+1)N |y1
N−1 − y2

N−1||y1
N−1 + y2

N−1|
.
(
‖y1‖1 + ‖y2‖1

)
‖y1 − y2‖β .

We next consider the term r(2). We have for n < 0, using the bound ‖y‖1 ≤ 1, (2.10), the
asymptotics of µ̄n as n→ −∞, and the estimate (5.9),

|r(2)
n (y,A, t)| . 2−n

(
|qNn−1(t)|+ |qNn (t)|

)
+ 2−nµ̄n(A, pN (t))

(
|qNn (t)|+ |qNn+1(t)|

)
. δ

3/2
0 2−ne−νt.

Similarly, for n ≥ 0 we have, using (2.9) and (5.9),

|r(2)
n (y,A, t)| . 2(β−1)n

(
|qNn−1(t)|+ |qNn (t)|

)
+ 2(β−1)nµ̄n(A, pN (t))

(
|qNn (t)|+ |qNn+1(t)|

)
. δ

3/2
0 2(β−1−θ̄2)nt−θ̄2/βe−νt.

Then the estimate (5.27) for r(2) follows. For n = N , we first observe that by interpolating
between the two estimates in (5.9) we have for all n > 0

2(β−1)n|qNn (t)| =
(

2θ̄2n|qNn (t)|
)β−1

θ̄2 |qNn (t)|1−
β−1
θ̄2 . δ

3/2
0 t

−β−1
β e−νt,

which yields, using also ‖y‖1 ≤ 1,

|r(2)
N (y,A, t)| = γ(2N+pNN (t))

2N+2

∣∣∣(1 + 2N−1yN−1)2O(qNN−1(t))− (1 + 2NyN )O(qNN (t))
∣∣∣

. 2(β−1)N
(
|qNN−1(t)|+ |qNN (t)|

)
. δ

3/2
0 t

−β−1
β e−νt,
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which is the second estimate in (5.28). To prove the Lipschitz continuity of r(2) (estimate
(5.29)), we first observe that in view of the explicit expression of µ̄n in (2.37) and of the
assumption A1, A2 ≥ 1

2AM one can show that

|µ̄n(A1, pN )− µ̄n(A2, pN )| . 2ne−
1
2
AM2n |A1 −A2|. (5.31)

Then the bound in (5.29) can be obtained straightforwardly, using this estimate and (5.9).
We obtain the estimate in (5.30) for r(2) by using the trivial bound |qNn (t)| . δ2

0 :

|r(2)
N (y1, A1, t)− r(2)

N (y2, A2, t)| . 2(β−1)N
∣∣(1 + 2N−1y1

N−1)2 − (1 + 2N−1y2
N−1)2

∣∣|qNN−1(t)|
+ 2βN

∣∣y1
N − y2

N

∣∣|qNN (t)|
. δ2

0‖y1 − y2‖β .

We eventually consider the remainder r(3): by (2.36), (5.8), and the assumption ‖y‖1 ≤ 1,

|r(3)
n (y,A, t)| . (1 + ‖y‖1)δ0t

−θ̄1/βe−
ν
2
t

( 0∑
k=n∧1

2−k +

N∑
k=n∨1

2−k2(β−θ̄1)k

)

.

{
δ02−nt−θ̄1/βe−

ν
2
t for n ≤ 0,

δ02(β−1−θ̄1)nt−θ̄1/βe−
ν
2
t for n > 0,

from which the last estimate in (5.27) follows. We next observe that by interpolating between
the two estimates in (5.8) we have for n > 0

2−n
∣∣∣∣ dpNn

dt
(t)

∣∣∣∣ ≤ (2(θ̄1−β)n

∣∣∣∣ dpNn
dt

(t)

∣∣∣∣)β−1
θ̄1

(
2−βn

∣∣∣∣ dpNn
dt

(t)

∣∣∣∣)1−β−1
θ̄1

. δ0t
−β−1

β e−
ν
2
t,

hence for n = N we obtain the third estimate in (5.28) (using also (2.36)):

|r(3)
N (y,A, t)| . (1 + ‖y‖1)2−N

∣∣∣∣ dpNN
dt

(t)

∣∣∣∣ . δ0t
−β−1

β e−
ν
2
t.

Observe that, in view of (2.38), the quantity 1
m̄n(A,pN (t))

∂m̄n
∂pk

(A, pN (t)) is actually independent

of A: then using (2.36) and (5.8) we find

|r(3)
n (y1, A1, t)− r(3)

n (y2, A2, t)| =
∣∣∣∣(y1

n − y2
n)

∞∑
k=n

1

m̄n

∂m̄n

∂pk

dpNk
dt

∣∣∣∣
.

{
δ02−n2n|y1

n − y2
n|t−θ̄1/βe−

ν
2
t for n ≤ 0,

δ02(β−1−θ̄1)n2n|y1
n − y2

n|t−θ̄1/βe−
ν
2
t for n > 0,

so that also the third estimate in (5.29) holds. For n = N , arguing similarly we obtain the
last estimate in (5.30).

Proof of Proposition 5.2. Along the proof, we will denote by C a generic constant, possibly
depending on the properties of the kernels, on M , L1, L2, and L3, which might change from
line to line. Let δ > 0 be a small parameter, to be chosen later, and let wβ : (0,∞) → R be
the function

wβ(t) :=
(
1 + t

−β−1
β
)
e−

ν
2
t. (5.32)
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Since we always deal with truncated sequences, it is convenient to denote by YNβ the space
of sequences y ∈ Yβ (see (2.39)) such that yn = 0 for all n ≥ N . We work in the space
X := X1 ×X2, where

X1 :=
{
y ∈ C([0, tN ];YNβ ) : ‖y‖X1 ≤ δ

}
, ‖y‖X1 := sup

0<t<tN

(
‖y(t)‖1 +

‖y(t)‖β
wβ(t)

)
, (5.33)

X2 :=
{

Λ ∈ C([0, tN ];R) : ‖Λ‖X2 ≤ δ
}
, ‖Λ‖X2 := sup

0<t<tN

|Λ(t)|
wβ(t)

. (5.34)

For Λ ∈ X2 we let

AΛ(t) := AN (0) +

∫ t

0
Λ(s) ds . (5.35)

Notice that for every Λ ∈ X2

|AΛ(t)−AN (0)| =
∣∣∣∣ ∫ t

0
Λ(s) ds

∣∣∣∣ ≤ ‖Λ‖X2

∫ t

0
wβ(s) ds ≤ Cδ. (5.36)

By combining (2.46), (5.12), and (5.36) we find

|AΛ(t)−AM | ≤ Cδ + c02−Nδ0 + δ0 ≤ C(δ + δ0) (5.37)

and in particular we can assume without loss of generality that |AΛ(t)−AM | ≤ AM
2 for every

Λ ∈ X2, provided that we choose δ0 and δ sufficiently small (depending on M).
We define a map T : X → X by setting T (y,Λ) := (ỹ, Λ̃), where

ỹn(t) :=
[
TNn (t; 0)− TNN (t; 0)

]
(yN (0)) +

∫ t

0
Λ(s)

[
TNn (t; s)− TNN (t; s)

]
(P (y(s))) ds

+
3∑
i=1

∫ t

0

[
TNn (t; s)− TNN (t; s)

]
(r(i)(y(s), AΛ(s), s)) ds (5.38)

for n ≤ N , ỹn(t) = 0 for n > N , and

Λ̃(t) := −
[
L N
N (TN (t; 0)(yN (0)), t) +

∫ t

0
Λ(s)L N

N

[
TN (t; s)(P (y(s))), t

]
ds

+

3∑
i=1

∫ t

0
L N
N

[
TN (t; s)(r(i)(y(s), AΛ(s), s)), t

]
ds+

3∑
i=1

r
(i)
N (y(t), AΛ(t), t)

]
. (5.39)

The rest of the proof amounts to showing that the map T is a contraction in X , provided
that δ and δ0 are chosen small enough.

Step 1: T (y,Λ) ∈ X for every (y,Λ) ∈ X . Since yN (0) ∈ Y1, by Theorem 4.3 we have (using
also (2.46), (5.12))∥∥[TN (t; 0)− TNN (t; 0)

]
(yN (0))

∥∥
β
≤ C2(M, 1, β)‖yN (0)‖1t−

β−1
β e−νt ≤ Cδ0wβ(t),

|L N
N (TN (t; 0)(yN (0)), t)| ≤ C2(M, 1, β)‖yN (0)‖1t−

β−1
β e−νt ≤ Cδ0wβ(t).

(5.40)

Similarly, since y(s) ∈ Yβ we have P (y(s)) ∈ Yβ−1 for every positive s, with

‖P (y(s))‖β−1 ≤ ‖y(s)‖β, (5.41)
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and it follows, again by Theorem 4.3, that∥∥[TN (t; s)− TNN (t; s)
]
(P (y(s)))

∥∥
β
≤ C2(M,β − 1, β)‖y(s)‖β(t− s)−

1
β e−ν(t−s)

≤ Cδwβ(s)(t− s)−
1
β e−ν(t−s),∣∣L N

N

[
TN (t; s)(P (y(s))), t

]∣∣ ≤ Cδwβ(s)(t− s)−
1
β e−ν(t−s).

(5.42)

In the same way, we can use the bounds (5.27) on the remainders r(i) proved in Lemma 5.3
(the assumptions of the lemma are satisfied in view of (5.37) and ‖y(t)‖1 ≤ δ), together with
Theorem 4.3, to obtain the following estimates:∥∥[TN (t; s)−TNN (t; s)

]
(r(1)(y(s), AΛ(s), s))

∥∥
β

≤ C2(M,β − 1, β)‖r(1)(y(s), AΛ(s), s)‖β−1(t− s)−
1
β e−ν(t−s)

≤ C
(
‖y(s)‖2β + |AΛ(s)−AM |‖y(s)‖β

)
(t− s)−

1
β e−ν(t−s)

≤ C
(
δ2(wβ(s))2 +

(
δ + δ0

)
δwβ(s)

)
(t− s)−

1
β e−ν(t−s),

(5.43)

∥∥[TN (t; s)− TNN (t; s)
]
(r(2)(y(s), AΛ(s), s))

∥∥
β

≤ C2(M, θ̄2 − β + 1, β)‖r(2)(y(s), AΛ(s), s)‖θ̄2−β+1(t− s)−
2β−θ̄2−1

β e−ν(t−s)

≤ Cδ0s
−θ̄2/β(t− s)−

2β−θ̄2−1
β e−

ν
2
se−ν(t−s),

(5.44)

∥∥[TN (t; s)− TNN (t; s)
]
(r(3)(y(s), AΛ(s), s))

∥∥
β

≤ C2(M, θ̄1 − β + 1, β)‖r(3)(y(s), AΛ(s), s)‖θ̄1−β+1(t− s)−
2β−θ̄1−1

β e−ν(t−s)

≤ Cδ0s
−θ̄1/β(t− s)−

2β−θ̄1−1
β e−

ν
2
se−ν(t−s).

(5.45)

The same estimates hold for the terms L N
N [TN (t; s)(r(i)(y(s), AΛ(s), s)), t], i = 1, 2, 3.

By plugging the bounds (5.40), (5.42), (5.43), (5.44), (5.45) into (5.38) we find

‖ỹ(t)‖β ≤ Cδ0wβ(t) + Cδ2

∫ t

0

(
wβ(s)

)2
(t− s)−

1
β e−ν(t−s) ds

+ C
(
δ + δ0

)
δ

∫ t

0
wβ(s)(t− s)−

1
β e−ν(t−s) ds

+ Cδ0

2∑
i=1

∫ t

0
s−θ̄i/β(t− s)−

2β−θ̄i−1

β e−
ν
2
se−ν(t−s) ds

≤ C
(
δ0 + δ2 + δ0δ

)
wβ(t),

(5.46)

where we used the elementary estimates∫ t

0

(
wβ(s)

)2
(t− s)−

1
β e−ν(t−s) ds ≤ Cwβ(t),∫ t

0
wβ(s)(t− s)−

1
β e−ν(t−s) ds ≤ Cwβ(t),∫ t

0
s−θ̄i/β(t− s)−

2β−θ̄i−1

β e−
ν
2
se−ν(t−s) ds ≤ Cwβ(t) (i = 1, 2),

(5.47)
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for C depending only on β, θ̄1, θ̄2, ν (recall the assumption (5.6)). In particular, by choosing
δ and δ0 sufficiently small, depending ultimately only on M (with δ0 depending on δ, and
δ0 ∼ δ), (5.46) yields ‖ỹ(t)‖β ≤ δ

2wβ(t).
In order to control ‖ỹ(t)‖1, by a similar procedure we repeatedly apply Theorem 4.3 and

we use the bounds (5.27): we find from (5.38)

‖ỹ(t)‖1 ≤ C2(M, 1, 1)‖yN (0)‖1e−νt + C2(M, 0, 1)δ

∫ t

0
wβ(s)‖y(s)‖1(t− s)−

1
β e−ν(t−s) ds

+ C2(M,β − 1, 1)

∫ t

0
‖r(1)(y(s), AΛ(s), s)‖β−1(t− s)−

2−β
β e−ν(t−s) ds

+ C2(M, θ̄2 − β + 1, 1)

∫ t

0
‖r(2)(y(s), AΛ(s), s)‖θ̄2−β+1(t− s)−

β−θ̄2
β e−ν(t−s) ds

+ C2(M, θ̄1 − β + 1, 1)

∫ t

0
‖r(1)(y(s), AΛ(s), s)‖θ̄1−β+1(t− s)−

β−θ̄1
β e−ν(t−s) ds

≤ Cδ0 + Cδ2

∫ t

0
wβ(s)(t− s)−

1
β e−ν(t−s) ds

+ C

∫ t

0

[
δ2
(
wβ(s)

)2
+ (δ + δ0)δwβ(s)

]
(t− s)−

2−β
β e−ν(t−s) ds

+ Cδ0

2∑
i=1

∫ t

0
s−θ̄i/βe−

ν
2
s(t− s)−

β−θ̄i
β e−ν(t−s) ds .

By estimates similar to (5.47) we then find ‖ỹ(t)‖1 ≤ C(δ0 +δ2) ≤ δ
2 , provided that we choose

δ and δ0 sufficiently small; this, combined with the previous estimate, gives ‖ỹ‖X1 ≤ δ.
We proceed similarly for Λ̃: the first three terms on the right-hand side of (5.39) can be

estimated exactly in the same way, by using (5.40), (5.42), and the equivalent of (5.43)–(5.45)
for L N

N [TN (t; s)(r(i)(y(s), AΛ(s), s)), t]. The only novelty is the last term in (5.39), which can
be controlled thanks to (5.28). In this way one obtains an estimate of the form

|Λ̃(t)| ≤ C
(
δ0 + δ2 + δ0δ

)
wβ(t)

and in turn ‖Λ̃‖X2 ≤ δ. Hence we can conclude that T maps X into itself.

Step 2: contractivity. Let (y1,Λ1), (y2,Λ2) ∈ X and set (ỹi, Λ̃i) := T (yi,Λi), i = 1, 2. In view
of the definition (5.38) of ỹi we have

∣∣ỹ1
n(t)− ỹ2

n(t)
∣∣ ≤ ∫ t

0

∣∣Λ1(s)− Λ2(s)
∣∣∣∣TNn (t; s)− TNN (t; s)

∣∣(P (y1(s))) ds

+

∫ t

0
|Λ2(s)|

∣∣TNn (t; s)− TNN (t; s)
∣∣(P (y1(s)− y2(s))

)
ds (5.48)

+
3∑
i=1

∫ t

0

∣∣TNn (t; s)− TNN (t; s)
∣∣(r(i)(y1(s), AΛ1(s), s)− r(i)(y2(s), AΛ2(s), s)

)
ds .

The first two integrals can be estimated using (5.42); for the last integral containing the
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remainders, similarly to (5.43)–(5.45) we find, using (5.29) in Lemma 5.3,∥∥(TN (t; s)− TNN (t; s)
)(
r(1)(y1(s), AΛ1(s), s)− r(1)(y2(s), AΛ2(s), s)

)∥∥
β

≤ C2(M,β − 1, β)‖r(1)(y1(s), AΛ1(s), s)− r(1)(y2(s), AΛ2(s), s)‖β−1(t− s)−
1
β e−ν(t−s)

≤ C
[
‖y1 − y2‖X1wβ(s)

(
δwβ(s) + (δ + δ0)

)
+ ‖Λ1 − Λ2‖X2

(
δ2
(
wβ(s)

)2
+ δwβ(s)

)]
(t− s)−

1
β e−ν(t−s) ,

where we used the bound |AΛ1(s)−AΛ2(s)| ≤ C‖Λ1 −Λ2‖X2 , which follows from (5.35); and∥∥(TN (t; s)− TNN (t; s)
)(
r(2)(y1(s), AΛ1(s), s)− r(2)(y2(s), AΛ2(s), s)

)∥∥
β

≤ C2‖r(2)(y1(s), AΛ1(s), s)− r(2)(y2(s), AΛ2(s), s)‖θ̄2−β+1(t− s)−
2β−θ̄2−1

β e−ν(t−s)

≤ Cδ0

(
‖y1 − y2‖X1 + ‖Λ1 − Λ2‖X2

)
s−θ̄2/βe−

ν
2
s(t− s)−

2β−θ̄2−1
β e−ν(t−s)

(the same estimate holds for r(3), with θ̄1 in place of θ̄2). Hence from (5.48) it is straightfor-
ward to obtain an estimate of the form∥∥ỹ1(t)− ỹ2(t)

∥∥
β
≤ C(δ + δ0)

(
‖y1 − y2‖X1 + ‖Λ1 − Λ2‖X2

)
(∫ t

0

[(
wβ(s)

)2
+wβ(s)

]
(t−s)−

1
β e−ν(t−s) ds+

2∑
i=1

∫ t

0
s−θ̄i/βe−

ν
2
s(t−s)−

2β−θ̄i−1

β e−ν(t−s) ds

)
,

which in turn yields, recalling (5.47),

‖ỹ1(t)− ỹ2(t)‖β ≤ C(δ + δ0)
(
‖y1 − y2‖X1 + ‖Λ1 − Λ2‖X2

)
wβ(t).

In a similar way we obtain an estimate for ‖ỹ1(t)− ỹ2(t)‖1, which combined with the previous
one gives ∥∥ỹ1 − ỹ2

∥∥
X1
≤ C(δ + δ0)

(
‖y1 − y2‖X1 + ‖Λ1 − Λ2‖X2

)
. (5.49)

Starting from the inequality∣∣Λ̃1(t)− Λ̃2(t)
∣∣ ≤ ∫ t

0

∣∣Λ1(s)− Λ2(s)
∣∣∣∣L N

N

[
TN (t; s)(P (y1(s))), t

]∣∣ ds
+

∫ t

0
|Λ2(s)|

∣∣L N
N

[
TN (t; s)(P (y1(s)− y2(s))), t

]∣∣ ds
+

3∑
i=1

∫ t

0

∣∣L N
N

[
TN (t; s)

(
r(i)(y1(s), AΛ1(s), s)− r(i)(y2(s), AΛ2(s), s)

)
, t
]∣∣ ds

+
3∑
i=1

∣∣r(i)
N (y1(t), AΛ1(t), t)− r(i)

N (y2(t), AΛ2(t), t)
∣∣ ,

the same argument (using also (5.30) in Lemma 5.3) shows that∥∥Λ̃1 − Λ̃2
∥∥
X1
≤ C(δ + δ0)

(
‖y1 − y2‖X1 + ‖Λ1 − Λ2‖X2

)
. (5.50)
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Therefore by (5.49)–(5.50) it follows that the map T is a contraction in the space X , provided
that δ and δ0 are small enough.

Step 3: conclusion. In view of the previous steps, Banach’s fixed point theorem yields the
existence of a unique pair (yN ,ΛN ) in the space X such that (yN ,ΛN ) = T (yN ,ΛN ); that is,
denoting by AN (t) := AN (0) +

∫ t
0 ΛN (s) ds, the maps t 7→ yN (t), t 7→ AN (t) satisfy the two

equations (5.23)–(5.24). Moreover by construction yNn (t) = 0 for all n ≥ N .
Now, by integrating (5.23) in (0, t) we have

AN (t)−AN (0) = −
∫ t

0

d

ds

[
TNN (s; 0)(yN (0))

]
ds

−
∫ t

0
ds

∫ s

0

dAN

dξ
(ξ)

d

ds

[
TNN (s; ξ)(P (yN (ξ)))

]
dξ

−
3∑
i=1

∫ t

0
ds

∫ s

0

d

ds

[
TNN (s; ξ)(r(i)(yN (ξ), AN (ξ), ξ))

]
dξ

−
3∑
i=1

∫ t

0
r

(i)
N (yN (s), AN (s), s) ds

= yNN (0)− TNN (t; 0)(yN (0))

+

∫ t

0

dAN

dξ
(ξ)
(

2NyNN (ξ)− TNN (t; ξ)(P (yN (ξ)))
)

dξ

+
3∑
i=1

∫ t

0

(
r

(i)
N (yN (ξ), AN (ξ), ξ)− TNN (t; ξ)(r(i)(yN (ξ), AN (ξ), ξ))

)
dξ

−
3∑
i=1

∫ t

0
r

(i)
N (yN (s), AN (s), s) ds .

Recalling that yNN (t) = 0 for all t ≥ 0, we see that the previous equation is exactly the identity
(5.22). Finally, combining (5.22) and (5.24), we conclude that the pair t 7→ (yN (t), AN (t))
satisfies (5.20), and, in turn, (5.15).

Finally, if we define the quantities

m̃N
n (t) := m̄n(AN (t), pN (t))

(
1 + 2nyNn (t)

)
for all n ≤ N,

we see that (5.15) implies that the functions m̃N
n (t) satisfy the same evolution equation

as mN
n (t), with the same initial datum m̃N

n (0) = mN
n (0) (see Lemma 5.1). Therefore by

uniqueness of the solution to this system of ODEs (which follows from the fact that we are
considering a truncated problem) we conclude that m̃N (t) = mN (t), that is the property in
the statement holds.

5.4 Continuation argument

The next goal is to extend the representation (5.25) of the functions mN
n (t), obtained in

Proposition 5.2, for all positive times. This will be achieved by a continuation argument.
Indeed, recall that the fundamental assumption in Proposition 5.2 is that the maps pN (t),
qN (t) satisfy the estimates (5.7)–(5.9) in the time interval [0, tN ]. The idea is now to show
that at the time tN the same estimates (5.7)–(5.9) hold with strict inequality, and therefore
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they can be extended for larger times t ∈ [tN , tN + ε]; in turn, this condition allows to repeat
the proof of Proposition 5.2 and to extend also the representation (5.25) in [tN , tN + ε].

In order to prove the claim, we take advantage of the representation (5.25) in order to
write the evolution equations for pN and qN in a handier form. In Lemma 3.3 we computed
the equations (3.24)–(3.25) for the (not truncated) functions pn(t), qn(t); then, at the end of
Section 3 we have seen that those equations can be written in the form (3.28)–(3.29) under
the assumption that mn(t) can be represented as in (3.5). Now, since the truncated functions
mN
n (t) satisfy (5.25) for t ∈ [0, tN ], the very same equations hold for pNn (t), qNn (t) for all

t ∈ [0, tN ] and for all n < N :

dpNn
dt

=
γ(2n+pNn )

4

[
(1 + 2n−1yNn−1)2

(1 + 2nyNn )

(
(pNn−1 − pNn ) +O(qNn−1)

)
+O(qNn )

− 4µ̄n
γ(2n+1+pNn+1)

γ(2n+pNn )

(
(1 + 2n+1yNn+1)

(1 + 2nyNn )

(
(pNn − pNn+1) +O(qNn+1)

)
+ (1 + 2nyNn )O(qNn )

)]
,

(5.51)

dqNn
dt

=
γ(2n+pNn )

4

[
(1 + 2n−1yNn−1)2

(1 + 2nyNn )

(qNn−1

2
− qNn + δ0O(qNn−1) + (pNn−1 − pNn )2

)
+ δ0O(qNn )

− 4µ̄n
γ(2n+1+pNn+1)

γ(2n+pNn )

(1 + 2n+1yNn+1)

(1 + 2nyNn )

(
(qNn − qNn+1) + δ0O(qNn+1)− (pNn+1 − pNn )2

)
− 4µ̄n

γ(2n+1+pNn+1)

γ(2n+pNn )
(1 + 2nyNn )δ0O(qNn )

]
, (5.52)

where µ̄n = µ̄n(AN (t), pN (t)). For n = N , recalling also that yNN = 0,

dpNN
dt

=
γ(2N+pNN )

4

[
(1 + 2N−1yNN−1)2

(
(pNN−1 − pNN ) +O(qNN−1)

)
+O(qNN )

]
, (5.53)

dqNN
dt

=
γ(2N+pNN )

4

[
(1+2N−1yNN−1)2

(qNN−1

2
−qNN +δ0O(qNN−1)+(pNN−1−pNN )2

)
+δ0O(qNN )

]
,

(5.54)

and pNn (t) = qNn (t) = 0 for n > N .
To highlight the structure of the equation for pN (t) and recognize the linearized operator

considered in Section 4.3, we isolate the leading order linear operator in the equations (5.51),
(5.53) for pN (t): for n ≤ N we have

dpNn
dt

=
γ(2n+pNn )

4

(
pNn−1 − pNn − σNn (t)(pNn − pNn+1)

)
+R1

n(t) +R2
n(t) +R3

n(t) (5.55)

where we introduced the following quantities:

σNn (t) :=

4µ̄n(AM , p
N (t))γ(2

n+1+pNn+1(t)
)

γ(2n+pNn (t))
if n < N,

0 if n = N,
(5.56)
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R1
n(t) :=

γ(2n+pNn )

4

(
(1 + 2n−1yNn−1)2

(1 + 2nyNn )
− 1

)
(pNn−1 − pNn )

− µ̄n(AN (t), pN (t))γ(2n+1+pNn+1)

(
(1 + 2n+1yNn+1)

(1 + 2nyNn )
− 1

)
(pNn − pNn+1), (5.57)

R2
n(t) :=

γ(2n+pNn )

4

[
(1 + 2n−1yNn−1)2

(1 + 2nyNn )
O(qNn−1) +O(qNn )

]
− µ̄n(AN (t), pN (t))γ(2n+1+pNn+1)

[
(1 + 2n+1yNn+1)

(1 + 2nyNn )
O(qNn+1) + (1 + 2nyNn )O(qNn )

]
, (5.58)

R3
n(t) := γ(2n+1+pNn+1)

[
µ̄n(AM , p

N (t))− µ̄n(AN (t), pN (t))
](
pNn − pNn+1) (5.59)

(for n = N the terms containing µ̄n are not present in R1, R2, R3).

Proposition 5.4. There exist positive constants L1, L2, L3, depending only on M , and
δ0 > 0 sufficiently small, such that the estimates (5.7), (5.8), (5.9) and the conclusion of
Proposition 5.2 hold for all t > 0.

We premise to the proof of the proposition two technical lemmas. The first contains the
main estimates on the remainder terms R(i), i = 1, 2, 3. The proof of Proposition 5.4 is given
after the lemmas, at the end of this subsection.

Lemma 5.5. Let R1, R2, R3 be the sequences defined in (5.57), (5.58), (5.59) respectively.
Then there exists a constant C4, depending on M , L1, L2, L3, such that for all t ∈ (0, T )

‖R1(t)‖θ−β ≤ C4δ
2
0

(
1 + t−θ/β

)
e−

ν
2
t, for all θ ∈ [0, θ̄1], (5.60)

‖R2(t)‖θ−β ≤ C4δ
3/2
0

(
1 + t−θ/β

)
e−νt, for all θ ∈ [0, θ̄2], (5.61)

‖R3(t)‖θ−β ≤ C4δ
2
0e
− ν

2
t, for all θ ∈ [0, β], (5.62)

‖R1(t)‖θ̄1−1 ≤ C4δ
2
0

(
1 + t

−β−1
β
)
t−θ̄1/βe−

ν
2
t. (5.63)

Proof. Along the proof, the symbol . will be used for inequalities up to constants which can
depend only on M , L1, L2, L3. We remark that, in view of the explicit expression (2.37) of
µ̄n and of the fact that, by construction, AN (t) ≥ AM

2 , we have

lim sup
n→−∞

|µ̄n(AN (t), pN (t))− 1| . δ0, µ̄n(AN (t), pN (t)) = O(e−
1
2
AM2n) as n→∞. (5.64)

The estimates below follow essentially by using the assumptions (2.9)–(2.10) on γ, the asymp-
totics (5.64) of µ̄n, the bounds (5.26) on yN and AN , and the estimates (5.7)–(5.9) on pN ,
qN (which by assumption hold for t ∈ (0, T )).

We first consider R1. Observe that by interpolating between the two estimates in (5.7)
we have for θ ∈ [0, θ̄1]

‖D+(pN (t))‖θ ≤
(
‖D+(pN (t))‖θ̄1

) θ
θ̄1

(
‖D+(pN (t))‖0

)1− θ
θ̄1 . δ0t

−θ/βe−
ν
2
t.
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For n ≤ 0 we then find

|R1
n(t)| .

(
2n|yNn−1 − yNn |+ 22n|yNn−1|2

)
|pNn−1 − pNn |+ |2n+1yNn+1 − 2nyNn ||pNn − pNn+1|

. 2−n‖yN (t)‖1‖D+(pN (t))‖0 . 2−nδ2
0e
− ν

2
t,

whereas for n ≥ 0

|R1
n(t)| . 2βn

(
2n|yNn−1 − yNn |+ 22n|yNn−1|2

)
|pNn−1 − pNn |

+ 2βne−
1
2
AM2n |2n+1yNn+1 − 2nyNn ||pNn − pNn+1|

. 2(β−θ)n‖yN (t)‖1‖D+(pN (t))‖θ . 2(β−θ)nδ2
0t
−θ/βe−

ν
2
t.

The previous estimates combined yield (5.60).
For the proof of (5.63) we estimate as before (n > 0)

|R1
n(t)| . 2(1−θ̄1)n‖yN (t)‖β‖D+(pN (t))‖θ̄1

. 2(1−θ̄1)nδ2
0

(
1 + t

−β−1
β
)
e−

ν
2
tt−θ̄1/βe−

ν
2
t.

We next consider R2: we first observe that by interpolating between the two estimates in
(5.9) we have for all n > 0 and θ ∈ [0, θ̄2]

2θn|qNn (t)| =
(

2θ̄2n|qNn (t)|
) θ
θ̄2 |qNn (t)|1−

θ
θ̄2 . δ

3/2
0 t−θ/βe−νt.

Hence

|R2
n(t)| . |qNn−1(t)|+ |qNn (t)|+ |qNn+1(t)| . δ

3/2
0 e−νt for n < 0,

|R2
n(t)| . 2βn

(
|qNn−1(t)|+ |qNn (t)|+ |qNn+1(t)|

)
. 2(β−θ)nδ

3/2
0 t−θ/βe−νt for n ≥ 0,

and the two estimates combined yield (5.61).
Finally, to prove the estimate (5.62) for R3, we recall (5.31) and we obtain

2n|R3
n(t)| . δ02n|pNn − pNn+1| . δ2

0e
− ν

2
t for n < 0,

2(θ−β)n|R3
n(t)| . δ02θn2ne−

1
2
AM2n |pNn − pNn+1| . δ0|pNn − pNn+1| . δ2

0e
− ν

2
t for n ≥ 0.

The conclusion follows.

Lemma 5.6. There exist δ1 > 0, n0 ∈ N, and c2 > c1 > 0 such that if q̂(t) = {q̂n(t)}n∈Z
solves 

dq̂n
dt = γ(2n)

4

(
1
2(1 + δ1)q̂n−1 − (1− δ1)q̂n

)
for n > n0,

q̂n(0) = 4δ
3/2
0 for n > n0,

q̂n0(t) = 4δ
3/2
0 e−νt for t ≥ 0,

(5.65)

then
c1δ

3/2
0 e−νt ≤ 2θ̄2nq̂n(t) ≤ c2δ

3/2
0 t−θ̄2/βe−νt for all n > n0. (5.66)
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Proof. Let σ > 0 satisfy 2−σ = 1−δ1
1+δ1

. With the change of variables wn(t) := 2(1−σ)nq̂n( t
1−δ1 ),

the equation (5.65) becomes

dwn
dt

=
γ(2n)

4

(
wn−1 − wn

)
. (5.67)

We can then express wn in terms of the fundamental solution to (5.67), which has been
computed in [4, Lemma A.3]:

wn(t) =
γ(2n0+1)

4

∫ t

0
Ψ(n0+1)
n (t− s)wn0(s) ds+

n∑
`=n0+1

Ψ(`)
n (t)w`(0), n ≥ n0 + 1.

From the explicit expression of Ψ provided by [4, Lemma A.3] one can obtain an estimate of
the form

c1e
− γ(2`)

4
t ≤ Ψ(`)

n (t) ≤ c2e
− γ(2`)

4
t (n ≥ ` ≥ n0)

for c2 > c1 > 0 depending only on the fragmentation kernel γ; then, combining the previous
estimate with the assumptions on wn(0), wn0(t), we find for all n ≥ n0 + 1

wn(t) ≤ Cn0δ
3/2
0

∫ t

0
e−

γ(2n0+1)
4

(t−s)e
− νs

1−δ1 ds+ 4c2δ
3/2
0

n∑
`=n0+1

2(1−σ)`e−
γ(2`)

4
t

≤ Cn0δ
3/2
0 e

− νt
1−δ1 + Cδ

3/2
0 t

− 1−σ
β e−

γ(2n0+1)
8

t ≤ Cn0δ
3/2
0 t

− 1−σ
β e
− νt

1−δ1

(the sum can be bounded by arguing as in [4, equation (A.43)]), and similarly

wn(t) ≥ C ′n0
δ

3/2
0 e

− νt
1−δ1 .

Going back to the function q̂n with the change of variables, and choosing δ1 > 0 such that
1− σ = θ̄2, we obtain the estimate in the statement.

Proof of Proposition 5.4. We let T be the supremum of the times T > 0 such that the esti-
mates (5.7), (5.8), (5.9) hold for every t ∈ (0, T ). Notice that T > 0, as the estimates are
satisfied in (0, tN ). The proof amounts to show that T = ∞: indeed, this allows to repeat
the proof of Proposition 5.2 in the time interval (0,∞). We assume by contradiction that
T < ∞, and we will show that (5.7)–(5.9) hold at t = T with strict inequality: this would
allow to extend the estimates for larger times, leading to a contradiction.

In view of the fact, already observed, that the proof of Proposition 5.2 can be repeated in
the time interval (0, T ), the sequences pN (t), qN (t) obey the evolution equations (5.51)–(5.54)
for t ∈ (0, T ). As usual, we denote by C a constant which can depend only on the properties
of the kernels and on M , and might change from line to line.

Step 1: decay of pN . We first show that (5.7) holds at t = T with strict inequality, with the
choice

L1 ≥ max
{
C1(M, 0, 0), C1(M, 0, θ̄1)

}
(5.68)

(where C1 is the constant given by Theorem 4.3).
The linearized operator in (5.55) is of the form considered in Section 4.3, see (4.15); since

also the assumption (4.7) is satisfied, we are in the position to apply Theorem 4.3. We can
write the solution to (5.55) in terms of the solution to the linearized problem as

pNn (t) = TNn (t; 0)(pN (0)) +
3∑
i=1

∫ t

0
TNn (t; s)(Ri(s)) ds (5.69)
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(see (4.18) for the definition of the operator TN ). By applying Theorem 4.3 and using the
estimates (5.60)–(5.62) proved in Lemma 5.5 we then find

∥∥D+
(
pN (t)

)∥∥
0
≤
∥∥D+

(
TN (t; 0)(pN (0))

)∥∥
0

+
3∑
i=1

∫ t

0

∥∥D+
(
TN (t; s)(Ri(s))

)∥∥
0

ds

≤ C1(M, 0, 0)‖pN (0)‖0e−νt

+
3∑
i=1

C1(M, θ̄1 − β, 0)

∫ t

0

∥∥Ri(s)∥∥
θ̄1−β(t− s)−

β−θ̄1
β e−ν(t−s) ds

≤ L1δ0e
−νt + Cδ

3/2
0

∫ t

0

(
1 + s−θ̄1/β

)
e−

ν
2
s(t− s)−

β−θ̄1
β e−ν(t−s) ds .

It can be checked by elementary arguments that the integral on the right-hand side of the
previous inequality is bounded by Ce−

ν
2
t. Then∥∥D+

(
pN (t)

)∥∥
0
≤ L1δ0e

−νt + Cδ
3/2
0 e−

ν
2
t ≤ 3

2
L1δ0e

− ν
2
t

for all t ∈ (0, T ), by choosing δ0 small enough. Therefore the first estimate in (5.7) holds with
strict inequality at t = T . By the same argument, using also (5.63), we have

∥∥D+
(
pN (t)

)∥∥
θ̄1
≤
∥∥D+

(
TN (t; 0)(pN (0))

)∥∥
θ̄1

+
3∑
i=1

∫ t

0

∥∥D+
(
TN (t; s)(Ri(s))

)∥∥
θ̄1

ds

≤ C1(M, 0, θ̄1)‖pN (0)‖0t−θ̄1/βe−νt

+ C1(M, θ̄1 − 1, θ̄1)

∫ t

0

∥∥R1(s)
∥∥
θ̄1−1

(t− s)−
1
β e−ν(t−s) ds

+ C1(M, θ̄2 − β, θ̄1)

∫ t

0

∥∥R2(s)
∥∥
θ̄2−β(t− s)−

β−(θ̄2−θ̄1)
β e−ν(t−s) ds

+ C1(M, 0, θ̄1)

∫ t

0
‖R3(s)‖0(t− s)−θ̄1/βe−ν(t−s) ds

≤ L1δ0t
−θ̄1/βe−νt

+ Cδ2
0

∫ t

0

(
1 + s

−β−1
β
)
s−θ̄1/βe−

ν
2
s(t− s)−

1
β e−ν(t−s) ds

+ Cδ
3/2
0

∫ t

0

(
1 + s−θ̄2/β

)
e−νs(t− s)−

β−(θ̄2−θ̄1)
β e−ν(t−s) ds

≤ L1δ0t
−θ̄1/βe−νt + Cδ

3/2
0 t−θ̄1/βe−

ν
2
t ≤ 3

2
L1δ0t

−θ̄1/βe−νt

for all t ∈ (0, T ), by choosing δ0 small enough. Therefore also the second estimate in (5.7)
holds with strict inequality at t = T .

Step 2: decay of dpN

dt . We next choose L2 such that

L2 ≥ 2L1

(
sup
ξ≤2

γ(ξ) + sup
ξ≥1

ξ−βγ(ξ)

)(
1 + sup

n,t
σNn (t)

)
. (5.70)
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Going back to the equation (5.55), we see that we can bound, using the estimates (5.60)–(5.62)
in Lemma 5.5 and the definition of L2,∥∥∥ dpN

dt
(t)
∥∥∥
−β
≤ L2

2L1
‖D+(pN (t))‖0 + ‖R1(t)‖−β + ‖R2(t)‖−β + ‖R3(t)‖−β

≤ L2δ0e
− ν

2
t + 5C4δ

3/2
0 e−

ν
2
t ≤ 3

2
L2δ0e

− ν
2
t

by choosing δ0 small enough, and similarly∥∥∥ dpN

dt
(t)
∥∥∥
θ̄1−β

≤ L2

2L1
‖D+pN (t)‖θ̄1 + ‖R1(t)‖θ̄1−β + ‖R2(t)‖θ̄1−β + ‖R3(t)‖θ̄1−β

≤ L2δ0t
−θ̄1/βe−

ν
2
t + 3C4δ

3/2
0 (1 + t−θ̄1/β)e−

ν
2
t

≤ 3

2
L2δ0

(
1 + t−θ̄1/β

)
e−

ν
2
t.

These two estimates imply that (5.8) holds with strict inequality at t = T , as claimed.

Step 3: decay of qN . It remains to prove the decay (5.9) of qN . This will be obtained by
comparison with an explicit supersolution for the equation (5.52), (5.54) satisfied by qN .

We first consider the sequence q̄n(t) = 4δ
3/2
0 e−νt: thanks to the bounds (5.7), (5.9) and

(5.26), one can see that, possibly taking a smaller ν > 0 (depending only on the kernels), the
sequence q̄n is a supersolution for the equation (5.52), namely for t ∈ [0, T ] and n ≤ N

dq̄n
dt
≥ γ(2n+pNn )

4

[
(1 + 2n−1yNn−1)2

(1 + 2nyNn )

( q̄n−1

2
− q̄n + δ0O(qNn−1) + (pNn−1 − pNn )2

)
+ δ0O(qNn )

− σNn (t)
(1 + 2n+1yNn+1)

(1 + 2nyNn )

(
(q̄n − q̄n+1) + δ0O(qNn+1)− (pNn+1 − pNn )2

)
− σNn (t)(1 + 2nyNn )δ0O(qNn )

]
.

It follows that wn(t) := q̄n(t) + ε2−n − qNn (t) satisfies, for t ∈ [0, T ] and n ≤ N ,

dwn
dt
≥ γ(2n+pNn )

4

[
(1 + 2n−1yNn−1)2

(1 + 2nyNn )

(wn−1

2
− wn

)
− σNn (t)

(1 + 2n+1yNn+1)

(1 + 2nyNn )
(wn − wn+1)

]
with wn(0) ≥ 0 by (5.5), wN+1(t) ≥ 0, w−N1(t) ≥ 0 for N1 large enough, depending on ε;
hence by applying the maximum principle in the region n ∈ [−N1, N ], t ∈ [0, T ] we obtain
wn(t) ≥ 0, which yields (by passing to the limit first as N1 →∞, then as ε→ 0)

q̄n(t) ≥ qNn (t) for all n ≤ N and t ∈ [0, T ].

Hence the first estimate in (5.9) holds with strict inequality at t = T .
Next, we let n0 be given by Lemma 5.6. Notice that the first estimate in (5.9) yields

sup
0<n≤n0

2θ̄2n|qNn (t)| ≤ 2θ̄2n0+2δ
3/2
0 e−νt. (5.71)

We then let q̂n be the solution to the initial/boundary value problem (5.65). If δ0 is small
enough, one can show that q̂n is a supersolution for the equation (5.52) solved by qNn , in the
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sense that for n > n0 and t ∈ [0, T ]

dq̂n
dt

=
γ(2n)

4

(1

2
(1 + δ1)q̂n−1 − (1− δ1)q̂n

)
≥ γ(2n+pNn )

4

[
(1 + 2n−1yNn−1)2

(1 + 2nyNn )

( q̂n−1

2
− q̂n + δ0O(qNn−1) + (pNn−1 − pNn )2

)
+ δ0O(qNn )

− σNn (t)
(1 + 2n+1yNn+1)

(1 + 2nyNn )

(
(qNn − qNn+1) + δ0O(qNn+1)− (pNn+1 − pNn )2

)
− σNn (t)(1 + 2nyNn )δ0O(qNn )

]
.

Indeed, by using the decay estimates (5.7) and (5.9) for D+(pN ) and qN , the estimate (5.26)
on yN , the fast decay (5.64) of σNn , and the estimate from below (5.66) on q̂n, one can show
that all the terms on the right-hand side can be bounded in terms of C(δ0)q̂n, where C(δ0)
can be made arbitrarily small by choosing δ0 small enough.

Hence the function wn(t) = q̂n(t)− qNn (t) satisfies for t ∈ [0, T ] and n > n0

dwn
dt
≥ γ(2n+pNn )

4

(1 + 2n−1yNn−1)2

(1 + 2nyNn )

(wn−1

2
− wn

)
,

with wn(0) ≥ 0, wn0(t) ≥ 0 (by (5.71)). The maximum principle gives wn(t) ≥ 0 for all
t ∈ [0, T ] and n > n0, that is, in view of (5.66),

sup
n>n0

2θ̄2n|qNn (t)| ≤ c2δ
3/2
0 t−θ̄2/βe−νt.

By combining this estimate with (5.71), we eventually find that also the second estimate in
(5.9) holds at t = T with strict inequality, as claimed, choosing L3 = max{c2, 2

θ̄2n0+2}.

5.5 Conclusion

We are now in a position to conclude the proof of the main result of the paper, by passing to
the limit in the truncation parameter N →∞.

Proof of Theorem 2.7. For every sufficiently large N ∈ N we constructed in Section 5.1 a weak
solution corresponding to the truncated initial datum and the truncated kernels, see (5.1) and
(5.2). These solutions exist for all positive times, remain supported in small intervals around
the integers (5.3), and the corresponding sequence of masses mN (t) can be represented as in
(5.25) for all t > 0, for suitable functions t 7→ (yN (t), AN (t)). Moreover, the sequences of
first and second moments pN (t), qN (t) obey the estimates (5.7)–(5.9) for t ∈ (0,∞). All the
constants in the estimates are in particular independent of N .

For every r > 0 we have the uniform bound∫
R

2rxgN (x, t) dx ≤ 2rδ0
∑
n∈Z

2rnmN
n (t)

(5.25)

≤ 2rδ0
(
1 + ‖yN (t)‖1

)∑
n∈Z

2rnm̄n(AN (t), pN (t)) ≤ Cr
(5.72)
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for Cr independent of N , in view of the asymptotics (2.35) of m̄n and of (5.26). This in
particular implies that, for every fixed t, the sequence of measures {gN (·, t)}N is tight, and
hence relatively compact with respect to narrow convergence. Moreover, the family {gN}N is
equicontinuous, in the sense that for every 0 < s < t < T and ϕ ∈ Cb(R) we have, by using
the weak formulation of the equation and the assumptions on the kernels,∣∣∣∣ ∫

R
ϕ(x)gN (x, t) dx−

∫
R
ϕ(x)gN (x, s) dx

∣∣∣∣
≤ ln 2

2

∑
k≤N−1

∫ t

s

∫
Ik

∫
Ik

KN (2y, 2z)gN (y, τ)gN (z, τ)

∣∣∣∣ϕ( ln(2y + 2z)

ln 2

)
− ϕ(y)− ϕ(z)

∣∣∣∣ dy dz dτ

+
1

4

∑
k≤N−1

∫ t

s

∫
Ik

γN (2y+1)gN (y + 1, τ)
∣∣ϕ(y + 1)− 2ϕ(y)

∣∣dy dτ

≤ C‖ϕ‖∞
∫ t

s

(∑
k≤0

2−k
(
mN
k (τ)

)2
+
∑
k>0

2αk
(
mN
k (τ)

)2
+
∑
k≤0

mN
k (τ) +

∑
k>0

2βkmN
k (τ)

)
dτ

≤ C‖ϕ‖∞|t− s|,

with C independent of N . Hence by Ascoli-Arzelà Theorem we can find a subsequence
Nj →∞ such that the measures gNj (·, t) narrowly converge to some limit measure g(·, t) for
every t > 0, in the sense∫

R
ϕ(x)gNj (x, t) dx→

∫
R
ϕ(x)g(x, t) dx for every ϕ ∈ Cb(R). (5.73)

Next, thanks to (5.73) we can pass to the limit in the weak formulation (2.18) of the
equation and obtain that g is a weak solution, in the sense of Definition 2.1, with initial
datum g0. Moreover supp g(·, t) ⊂

⋃
n∈Z In. By defining mn(t), pn(t), qn(t) as in (3.1), (3.2),

(3.3) respectively, the convergence (5.73) implies

m
Nj
n (t)→ mn(t), p

Nj
n (t)→ pn(t), q

Nj
n (t)→ qn(t) as j →∞, for every n ∈ Z. (5.74)

In particular the sequences p(t), q(t) obey the bounds (5.7)–(5.9) (which are uniform in N),
and in turn there exists ρ ∈ [−δ0, δ0] such that

pn(t)→ ρ, qn(t)→ 0 as t→∞, for all n ∈ Z. (5.75)

We next show that also the limit sequence mn(t) can be represented in terms of the

coefficients m̄n. Indeed, by (5.26) we have that (up to further subsequences) y
Nj
n (t) → yn(t)

and ANj (t)→ A(t) as j →∞, for some limit functions yn(t), A(t). We deduce that

mn(t) = lim
j→∞

m
Nj
n (t)

(5.25)
= lim

j→∞
m̄n(ANj (t), pNj (t))

(
1 + 2ny

Nj
n (t)

)
= m̄n(A(t), p(t))(1 + 2nyn(t)).

(5.76)

We eventually pass to the limit as t → ∞. We extract a subsequence tj → ∞ such that
g(·, tj) → µ in the sense of measures as j → ∞, for some limit measure µ. As the sequence
yn(t) satisfies the bound (5.26), we have 2nyn(tj)→ 0 as j →∞, and we can further assume
that there exists the limit A∞ := limj→∞A(tj). Hence by (5.76) we have for every n ∈ Z

lim
j→∞

mn(tj) = lim
t→∞

m̄n(A(tj), p(tj))(1 + 2nyn(tj)) = an(A∞, ρ). (5.77)
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We claim that A∞ = AM,ρ: indeed we have in view of the conservation of mass of the solution
g(x, t) and by a Taylor expansion

M =
∞∑

n=−∞

∫
In

2xg(x, tj) dx =
∞∑

n=−∞

(
2n+pn(tj)mn(tj) +O(2nmn(tj)qn(tj))

)
,

so that by passing to the limit as j →∞ and using (5.75), (5.77) we find

M =
∞∑

n=−∞
2n+ρan(A∞, ρ),

which implies A∞ = AM,ρ (see (2.28)).
Thanks to (5.75) we have for every n ∈ Z∫
In

(x− n− ρ)2 dµ(x) = lim
j→∞

∫
In

(x− n− pn(tj))
2g(x, tj) dx = lim

j→∞
mn(tj)qn(tj) = 0,

therefore suppµ ⊂
⋃
n∈Z{n+ ρ}, and µ =

∑
n∈Z bnδn+ρ for suitable coefficients bn. Moreover

by (5.77)
bn = lim

j→∞
mn(tj) = an(AM,ρ, ρ),

and we conclude that the limit measure µ coincides with the stationary solution gp(AM,ρ, ρ).
Finally, by uniqueness of the limit we also have that the full family of measures g(·, t) converges
to gp(AM,ρ, ρ) as t→∞.

A Proof of the regularity result for the linearized problem

We provide in this section the proof of the regularity result for the linearized problem (4.8),
Theorem 4.2. The proof follows the same strategy as that of Theorem 4.1, given in [4,
Appendix A], which can be seen as a particular case of Theorem 4.2.

Proof of Theorem 4.2. Along the proof, we will denote by C a generic constant, possibly
depending on the properties of the kernels, on M , and on θ̄1, which might change from line
to line. The estimate in the statement will be proved for the exponent ν > 0 given by

ν =
1

4c0
, (A.1)

where c0 is the constant given by Lemma A.1 below. We divide the proof into several steps.

Step 1. A maximum principle argument as in the first step of the proof of [4, Lemma A.1]
can be applied also in this case, with minor changes, and shows, for a given initial datum
y0 ∈ Yθ, the existence and uniqueness of a solution t 7→ y(t) with y(0) = y0 in the space Y0

for θ ≥ 0 and in the space Yθ if θ < 0, satisfying in addition

‖y(t)‖0 ≤ 2‖y0‖θeµt (if θ ≥ 0),

‖y(t)‖θ ≤ 2‖y0‖θeµt (if θ < 0),
(A.2)

for some µ > 0 (we omit the details here).
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The maximum principle also yields a uniform estimate on yn(t) in the region n ≥ N , for a
fixed N sufficiently large, in terms of the initial values y0 and on the boundary values yN (t).
In order to obtain such an estimate, we again distinguish between the two cases θ ≥ 0 and
θ < 0. In the first case (θ ≥ 0), the initial datum y0

n is bounded as n → ∞, and we can
directly use a comparison principle with the constant supn≥N |y0

n| + sup0≤s≤t |yN (s)| (since
the constants are solutions to (4.8)). In the other case (θ < 0), we can compare with the
sequence 2−θn, which is a supersolution to (4.8) in the region n ≥ N for N large enough
(exploiting the fact that σn → 0 as n→∞). In conclusion, we find for every t > 0

sup
n≥N
|yn(t)| ≤ sup

n≥N
|y0
n|+ sup

0≤s≤t
|yN (s)| ≤ ‖y0‖θ + sup

0≤s≤t
|yN (s)| (if θ ≥ 0),

sup
n≥N

2θn|yn(t)| ≤ sup
n≥N

2θn|y0
n|+ sup

0≤s≤t
|yN (s)| ≤ ‖y0‖θ + sup

0≤s≤t
|yN (s)| (if θ < 0).

(A.3)

Step 2. We will now prove a uniform decay estimate in bounded regions n ∈ [−n0, n0], for
n0 ∈ N sufficiently large. To this aim, we introduce the quantities

m̄(t) :=

∑∞
n=−∞ 22nm̄n(AM , p(t))yn(t)∑∞

n=−∞ 22nm̄n(AM , p(t))
, I(t) :=

∞∑
n=−∞

22nm̄n(AM , p)(yn − m̄)2 , (A.4)

where the coefficients m̄n are defined in Lemma 2.6. In view of the rough bound (A.2), and
of the decay (2.35) of the sequence m̄n, we easily obtain a uniform estimate for small times:

|m̄(t)| ≤ C‖y0‖θ, |I(t)| ≤ C‖y0‖2θ for all t ≤ 1, (A.5)

for a uniform constant C. We now compute the evolution equations for m̄(t) and I(t) and
show that these quantities decay exponentially to 0, by a Grönwall-type argument. In view
of (A.5) we can restrict to times t ≥ 1, so that we do not have to take into account the time
singularity t−θ̄1/β in (4.7). We preliminary notice that, by using the estimates (2.36) and
(4.7), we find∣∣∣∣ d

dt

[
m̄n(AM , p(t))

]∣∣∣∣ ≤ ∞∑
k=n

∣∣∣∣∂m̄n

∂pk
(AM , p(t))

dpk
dt

∣∣∣∣
≤ Cη0e

− ν
2
tm̄n(AM , p(t))

( 0∑
k=n∧1

2n−k +

∞∑
k=n∨1

2n−k2(β−θ̄1)k

)
≤ Cη0e

− ν
2
tm̄n(AM , p(t)) max

{
1, 2(β−θ̄1)n

}
.

(A.6)

By elementary computations using the equation (4.8), the definition (4.9) of σn(t), and the
relation (2.32), one can check that

dm̄(t)

dt
=

1∑∞
n=−∞ 22nm̄n(AM , p(t))

∞∑
n=−∞

22n d

dt

[
m̄n(AM , p(t))

](
yn(t)− m̄(t)

)
,

hence in view of (A.6), for all t ≥ 1,∣∣∣∣ dm̄(t)

dt

∣∣∣∣ ≤ Cη0e
− ν

2
t

( 0∑
n=−∞

22nm̄n

∣∣yn − m̄∣∣+

∞∑
n=1

2(β−θ̄1)n22nm̄n

∣∣yn − m̄∣∣)
≤ Cη0e

− ν
2
t
√
I(t)

(A.7)
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(where the last passage follows by Hölder inequality). In order to obtain an evolution equation
for I(t), we observe that, recalling the notation (4.4) for the discrete derivatives, the equation
(4.8) can be written in the form

22nm̄n(AM , p(t))
dyn
dt

= D−n

({
22kγ(2k+1+pk+1(t))m̄k+1(AM , p(t))D

+
k (y(t))

}
k

)
;

from this identity, by subtracting m̄(t), multiplying by (yn(t)− m̄(t)), and summing over n,
a straightforward computation yields

dI(t)

dt
= −2

∞∑
n=−∞

22nγ(2n+1+pn+1)m̄n+1(D+
n (y))2+

∞∑
n=−∞

22n d

dt

[
m̄n(AM , p(t))

]
(yn−m̄)2.

Then, by using the Poincaré-type inequality in Lemma A.1, (A.6), and (A.3), we find∣∣∣∣ dI(t)

dt

∣∣∣∣ ≤ − 2

c0
I(t) + Cη0e

− ν
2
t
∞∑

n=−∞
22n max{1, 2(β−θ̄1)n}m̄n(AM , p)(yn − m̄)2

≤ −
( 2

c0
− Cη0e

− ν
2
t
)
I(t) + Cη0e

− ν
2
t
∞∑

n=N+1

2(β−θ̄1)n22nm̄n(AM , p)(yn − m̄)2

≤ − 1

c0
I(t) + Cη0e

− ν
2
t
(
|m̄(t)|2 + ‖y0‖2θ + sup

0≤s≤t
|yN (s)|2

)
, (A.8)

provided that we choose η0 sufficiently small. Hence, recalling the choice (A.1),∣∣∣∣ dI(t)

dt

∣∣∣∣ ≤ −4νI(t) + Cη0e
− ν

2
t
(
‖y0‖2θ + sup

0≤s≤t
|m̄(s)|2 + sup

0≤s≤t
|I(s)|

)
. (A.9)

Setting

t̄ := sup
{
t ≥ 1 : |m̄(s)| ≤ 2C‖y0‖θ, |I(s)| ≤ 2C‖y0‖2θ for all s ∈ [1, t]

}
,

we find that t̄ =∞ by a standard continuation argument, using (A.5) and the two estimates
(A.7)–(A.9) (which hold for t ≥ 1), and choosing η0 small enough; hence

|m̄(t)| ≤ 2C‖y0‖θ, |I(t)| ≤ 2C‖y0‖2θ for all t > 0. (A.10)

By inserting (A.10) into (A.9) we find by Grönwall’s inequality

|I(t)| ≤ C‖y0‖2θe−
ν
4
t for all t > 0, (A.11)

which in turn implies that for every n0 ∈ N there exists a constant Cn0 , depending on n0, on
the kernels, and on the fixed parameter M , such that

sup
−n0≤n≤n0

|yn(t)− m̄(t)| ≤ Cn0‖y0‖θe−
ν
8
t for every t > 0. (A.12)

Moreover, by (A.7) we have | dm̄dt | ≤ Cη0‖y0‖θe−
ν
2
t for all t ≥ 1, which yields the existence

of the limit m̄∞ := limt→∞ m̄(t) and the estimate∣∣m̄(t2)− m̄(t1)
∣∣ ≤ C‖y0‖θe−

ν
2
t1 for all t2 ≥ t1 ≥ 1. (A.13)
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In the rest of the proof, Cn0 always denotes a constant depending on n0, on the kernels, and
on the fixed parameter M , possibly changing from line to line.

Step 3. We now want to extend the estimate (A.12) in the region n ≤ −n0. We first notice
that, thanks to (A.2) and (A.10), we have for all n ≤ −n0

|yn(t)− m̄∞| ≤ C2−n‖y0‖θ for all t ≤ 1. (A.14)

We next extend (A.14) for times t > 1. This can be achieved by a comparison argument,
similar to the third step in the proof of [4, Lemma A.1]. For fixed T > 1 and ε > 0 we
consider the sequence

zn(t) := N2−ne−
ν
8
t + ε4−n,

where N > 0 is a constant to be fixed later. We first observe that

dzn
dt
−Ln(z; t) = N2−ne−

ν
8
t
(
−ν

8
− γ(2n+pn(t))

4

(
1− σn(t)/2

))
− εγ(2n+pn(t))

4n+1

(
3− 3

4
σn(t)

)
.

Recalling the asymptotics (2.10) and (4.11) as n → −∞ and taking η0 sufficiently small,
assuming without loss of generality that ν < 2γ0, we obtain that zn is a supersolution for
(4.8) in the region n ∈ (−∞,−n0], for every sufficiently large n0. Furthermore, for t = 1

|yn(1)− m̄∞| ≤ C2−n‖y0‖θ < N2−n ≤ zn(0) for all n ≤ −n0,

provided that we choose N > C‖y0‖θ. By (A.12) and (A.13), for n = −n0 we have

|y−n0(t)− m̄∞| ≤ (Cn0 + C)‖y0‖θe−
ν
8
t ≤ z−n0(t) for every t ≥ 1,

if we choose N > 2−n0(Cn0 + C)‖y0‖θ. Finally, by (A.2) and (A.10) we can choose n1 > n0

sufficiently large, depending on ε and T , such that

|y−n1(t)− m̄∞| ≤ (2n1+1eµT + 2C)‖y0‖θ ≤ ε4n1 ≤ z−n1(t) for every t ∈ [1, T ].

Therefore, with the choice N > max{C, 2−n0(Cn0 + C)}‖y0‖θ, we can apply a comparison
argument in the compact region (n, t) ∈ [−n1,−n0]× [1, T ]:

|yn(t)− m̄∞| ≤ zn(t) for all n ∈ [−n1,−n0] and t ∈ [1, T ].

Letting firstly n1 →∞, and then ε→ 0, T →∞, the previous argument shows that

|yn(t)− m̄∞| ≤ N2−ne−
ν
8
t for all n ≤ −n0 and t ≥ 1. (A.15)

By combining the estimates (A.12), (A.13), (A.14), and (A.15), we obtain that for every
n0 ∈ N sufficiently large there exists a constant Cn0 such that

|yn(t)− m̄∞| ≤ Cn02−n‖y0‖θe−
ν
8
t for all n ≤ n0 and t > 0. (A.16)

Step 4. We eventually investigate the behaviour of solutions to (4.8) as n→∞. We therefore
now restrict to the region n ≥ n0, where n0 ∈ N is a sufficiently large constant. In particular,
we are allowed to use the asymptotics (2.9), and we will always assume without loss of
generality that

γ(2n) < γ(2n+1),
1

2
2β(n−m) ≤ γ(2n)

γ(2m)
≤ 3

2
2β(n−m) for all n,m ≥ n0. (A.17)
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For ` ∈ Z, ` ≥ n0, let Ψ
(`)
n be the solution to the problem{

dΨ
(`)
n

dt = 2βn

4

(
Ψ

(`)
n−1 −Ψ

(`)
n

)
,

Ψ
(`)
n (0) = δ(n− `).

(A.18)

The functions Ψ
(`)
n have been explicitly computed in [4, Lemma A.3]. As a particular case of

[4, Lemma A.3], there exists a uniform constant c > 0 such that∣∣Ψ(`)
n (t)−Ψ

(`)
n+1(t)

∣∣ ≤ c2−β(n−`)e−
2β`

4
t for all n ≥ ` ≥ n0. (A.19)

In particular, there exists the limit Ψ
(`)
∞ (t) := limn→∞Ψ

(`)
n (t), which satisfies∣∣Ψ(`)

n (t)−Ψ(`)
∞ (t)

∣∣ ≤ c2−β(n−`)e−
2β`

4
t for all n ≥ ` ≥ n0. (A.20)

By means of the fundamental solutions Ψ
(`)
n we can write a representation formula for the

solution to (4.8) in the region n ≥ n0 in terms of the initial values y0
n and of the values of the

solution for n = n0 − 1. More precisely, we denote by p∞(t) := limn→∞ pn(t) (which exists
by (4.7)), and we solve the initial/boundary value problem

dyn
dt = 2β(n+p∞(t))

4

(
yn−1 − yn

)
+ rn(t) n ≥ n0,

yn(0) = y0
n n ≥ n0,

yn0−1(t) = λ(t) t > 0,

(A.21)

where rn(t) := r
(1)
n (t) + r

(2)
n (t),

r(1)
n (t) :=

1

4

[
γ(2n+pn(t))− 2β(n+p∞(t))

](
yn−1 − yn

)
,

r(2)
n (t) := −γ(2n+pn(t))

4
σn(t)

(
yn(t)− yn+1(t)

)
.

By rescaling the time variable, that is by introducing τ :=
∫ t

0 2βp∞(s) ds and ỹn(τ) := yn(t)

(and defining similarly p̃n(τ), λ̃(τ), r̃n(τ)), the problem (A.21) takes the form
dỹn
dτ = 2βn

4

(
ỹn−1 − ỹn

)
+ 2−βp̃∞(τ)r̃n(τ) n ≥ n0,

ỹn(0) = y0
n n ≥ n0,

ỹn0−1(τ) = λ̃(τ) τ > 0.

(A.22)

Notice that c1t ≤ τ ≤ c2t for positive constants c2 > c1 > 0. By Duhamel’s Principle we can
write the solution to (A.22), for all n ≥ n0, as

ỹn(τ) =
2βn0

4

∫ τ

0
Ψ(n0)
n (τ − s)λ̃(s) ds+

n∑
`=n0

Ψ(`)
n (τ)y0

`

+

∫ τ

0

n∑
`=n0

Ψ(`)
n (τ − s)2−βp̃∞(s)r̃`(s) ds .

(A.23)
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Using the representation formula (A.23), together with the fact that 2β`

4

∫∞
0 Ψ

(`)
n (s) ds = 1 for

every n ≥ ` (see [4, (A.26)]), we can write the difference between ỹn(τ) and ỹn+1(τ), n ≥ n0,
as follows:

ỹn(τ)− ỹn+1(τ) =
2βn0

4

∫ τ

0

(
Ψ(n0)
n −Ψ

(n0)
n+1

)
(τ − s)(λ̃(s)− m̄∞) ds

− m̄∞
2βn0

4

∫ ∞
τ

(
Ψ(n0)
n −Ψ

(n0)
n+1

)
(s) ds+

n+1∑
`=n0

(
Ψ(`)
n (τ)−Ψ

(`)
n+1(τ)

)
y0
`

+

∫ τ

0

n+1∑
`=n0

(
Ψ(`)
n −Ψ

(`)
n+1

)
(τ − s)2−βp̃∞(s)r̃`(s) ds =: I1 + I2 + I3 + I4. (A.24)

We now estimate separately each term on the right-hand side of (A.24). For a fixed θ̃ ∈ [θ, β]

as in the statement, we set w(τ) := supn≥n0
2θ̃n|ỹn(τ) − ỹn+1(τ)|. It is also convenient to

introduce the constant Λ := 2βn0

8 .
Notice that, by (A.16), we have

|λ̃(τ)− m̄∞| = |yn0−1(t)− m̄∞| ≤ Cn0‖y0‖θe−
ν
8
τ .

Combining this estimate with (A.19) we obtain

2θ̃n|I1| ≤ Cn0‖y0‖θ2(θ̃−β)n

∫ τ

0
e−Λ(τ−s)e−

ν
8
s ds ≤ Cn0‖y0‖θe−

ν
8
τ . (A.25)

For the second term I2, using again (A.19) and (A.10) we have

2θ̃n|I2| ≤ Cn0‖y0‖θ2(θ̃−β)n

∫ ∞
τ

e−Λs ds ≤ Cn0‖y0‖θe−Λτ . (A.26)

The following estimate is proved in [4, (A.44)]:

2θ̃n|I3| ≤ C‖y0‖θ2(θ̃−β)n
n+1∑
`=n0

2(β−θ)`e−
2β`

4
τ ≤ C‖y0‖θ

(
1 + τ

− θ̃−θ
β
)
e−Λτ . (A.27)

To bound the term I4 containing the remainder r̃`, we need some preliminary estimates. In
view (4.7) we have for all θ̄ ∈ (0, θ̄1], by interpolation,

|p̃`(τ)− p̃∞(τ)| ≤
∞∑
j=`

|p̃j(τ)− p̃j+1(τ)| ≤
∞∑
j=`

(
η02−θ̄1jτ

− θ̄1
β

) θ̄
θ̄1 η

1− θ̄
θ̄1

0 ≤ Cθ̄η02−θ̄`τ
− θ̄
β .

Then, using also (2.9) and (4.11),

2−βp̃∞(τ)|r̃(1)
` (τ)| ≤ C

(
|γ(2`+p̃`(τ))− 2β(`+p̃`(τ))|+ 2β`|2βp̃`(τ) − 2βp̃∞(τ)|

)
|ỹ`−1(τ)− ỹ`(τ)|

≤ C
(

2β̃` + 2β`|p̃`(τ)− p̃∞(τ)|
)
|ỹ`−1(τ)− ỹ`(τ)|

≤ Cθ̄
(

2β̃` + η02(β−θ̄)`τ
− θ̄
β

)
|ỹ`−1(τ)− ỹ`(τ)|,

2−βp̃∞(τ)|r̃(2)
` (τ)| ≤ C2β`e−AM2` |ỹ`(τ)− ỹ`+1(τ)|.
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In turn we obtain, recalling (A.19),

2θ̃n|I4| ≤ C2(θ̃−β)n

∫ τ

0

n+1∑
`=n0

2β`e−
2β`

4
(τ−s)

[
2β̃` + 2(β−θ̄)`s

− θ̄
β

]
|ỹ`−1(s)− ỹ`(s)| ds

+ C2(θ̃−β)n

∫ τ

0

n+1∑
`=n0

22β`e−
2β`

4
(τ−s)e−AM2` |ỹ`(s)− ỹ`+1(s)| ds

≤ Cn02(θ̃−β)n

∫ τ

0
e−Λ(τ−s)

[
1 + s

− θ̄
β

]
|ỹn0−1(s)− ỹn0(s)| ds

+ C2(θ̃−β)n

∫ τ

0

n+1∑
`=n0+1

2(β−θ̃)`e−
2β`

4
(τ−s)

[
2β̃` + 2(β−θ̄)`s

− θ̄
β

]
w(s) ds

+ C2(θ̃−β)n

∫ τ

0

( n+1∑
`=n0

2(2β−θ̃)`e−AM2`
)
e−Λ(τ−s)w(s) ds .

By using (A.16) in the first term, and an estimate similar to (A.27) in the second integral,
we end up with

2θ̃n|I4| ≤ Cn0‖y0‖θ
∫ τ

0
e−Λ(τ−s)

[
1 + s

− θ̄
β

]
e−

ν
8
s ds

+ C

∫ τ

0

n+1∑
`=n0+1

e−
2β`

4
(τ−s)

[
2β̃` + 2(β−θ̄)`s

− θ̄
β

]
w(s) ds+ C

∫ τ

0
e−Λ(τ−s)w(s) ds

≤ Cn0‖y0‖θe−
ν
8
τ + C

∫ τ

0

(
1 + (τ − s)−

β̃
β
)
e−Λ(τ−s)w(s) ds

+ C

∫ τ

0

(
1 + (τ − s)−

β−θ̄
β
)
s
− θ̄
β e−Λ(τ−s)w(s) ds+ C

∫ τ

0
e−Λ(τ−s)w(s) ds. (A.28)

By inserting (A.25), (A.26), (A.27), (A.28) into (A.24) we find

w(τ) ≤ Cn0‖y0‖θ
(
e−

ν
8
τ + e−Λτ + τ

− θ̃−θ
β e−Λτ

)
+ C

∫ τ

0

(
1 + (τ − s)−

β̃
β
)
e−Λ(τ−s)w(s) ds

+ C

∫ τ

0

(
1 + (τ − s)−

β−θ̄
β
)
s
− θ̄
β e−Λ(τ−s)w(s) ds+ C

∫ τ

0
e−Λ(τ−s)w(s) ds. (A.29)

Thanks to this estimate, the exponential-in-time decay of w(t) can be obtained by means
of a Grönwall-type argument. We first consider small times 0 < τ < 1: in this case (A.29)
becomes

w(τ) ≤ Cn0‖y0‖θτ−
θ̃−θ
β + C

∫ τ

0

(
1 + (τ − s)−

β̃
β + s

− θ̄
β + (τ − s)−

β−θ̄
β s
− θ̄
β

)
w(s) ds ,

hence

w(τ) ≤ Cn0‖y0‖θτ−
θ̃−θ
β for all 0 < τ < 1. (A.30)

For τ ≥ 1, we set Ψ(τ) := sup1≤s≤τ e
ν
8
sw(s). Choosing θ̄ ∈ (0, β) such that θ̃−θ+θ̄

β < 1, we
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obtain from (A.29)

Ψ(τ) ≤ Cn0‖y0‖θ

+ Cn0‖y0‖θ sup
1≤s≤τ

e
ν
8
s

∫ 1

0

[
1 + (s− r)−

β̃
β + r

− θ̄
β + (s− r)−

β−θ̄
β r
− θ̄
β

]
e−Λ(s−r)r

− θ̃−θ
β dr

+ CΨ(τ) sup
1≤s≤τ

∫ s

1

[
1 + (s− r)−

β̃
β + (s− r)−

β−θ̄
β

]
e−(Λ−ν/8)(s−r) dr

≤ Cn0‖y0‖θ + CΨ(τ)

∫ ∞
0

[
1 + t

− β̃
β + t

−β−θ̄
β

]
e−(Λ−ν/8)t dt

≤ Cn0‖y0‖θ + C
( 1

Λ− ν/8
+

Γ(1− β̃
β )

(Λ− ν/8)1−β̃/β
+

Γ( θ̄β )

(Λ− ν/8)θ̄/β

)
Ψ(τ).

Recalling that Λ = 2βn0

8 , by choosing n0 sufficiently large we obtain Ψ(τ) ≤ Cn0‖y0‖θ and, in

turn, w(t) ≤ Cn0‖y0‖θe−
ν
8
τ for all τ ≥ 1. Combining this estimate with (A.30) we conclude

w(τ) ≤ Cn0‖y0‖θ
(
1 + τ

− θ̃−θ
β
)
e−

ν
8
τ for all τ > 0.

By rescaling the time and going back to the original variables, and bearing in mind the
estimate (A.16),

‖yn(t)− yn+1(t)‖θ̃ ≤ Cn0‖y0‖θ
(
1 + t

− θ̃−θ
β
)
e−

ν
8
t. (A.31)

Step 5. The last step of the proof consists in improving the exponent of the exponential in
(A.31), in order to get the optimal decay. In order to do this, we go back to Step 2 and we
observe that, thanks to (A.12) and (A.31), for all t ≥ 1 and n ≥ n0

|yn(t)− m̄(t)| ≤ |yn0(t)− m̄(t)|+
n−1∑
j=n0

|yj(t)− yj+1(t)| ≤ Cn0‖y0‖θe−
ν
8
t.

Then inserting this estimate into (A.8)∣∣∣∣ dI(t)

dt

∣∣∣∣ ≤ −4νI(t) + Cη0e
− ν

2
t

∞∑
n=n0+1

2(β−θ̄1)n22nm̄n(AM , p)(yn − m̄)2

≤ −4νI(t) + Cn0η0‖y0‖2θe−
ν
4
te−

ν
2
t,

so that Grönwall inequality yields |I(t)| ≤ C‖y0‖2θe
− ν

2
t. Hence we have improved the exponent

in the estimate (A.11), and repeating the steps 3 and 4 we obtain that (A.31) holds with ν
4

in place of ν
8 . By iterating this argument, we eventually obtain the desired decay

‖yn(t)− yn+1(t)‖θ̃ ≤ Cn0‖y0‖θt−
θ̃−θ
β e−νt, (A.32)

that is (4.13) This also shows the existence of the limit y∞(t) := limn→∞ yn(t) and the
estimate (4.14).

The following discrete Poincaré-type inequality is used in the first step of the proof of
Theorem 4.2.

50



Lemma A.1. With the notation introduced in the proof of Theorem 4.2, there exists a con-
stant c0 > 0 (depending on M) such that for every t > 0

∞∑
n=−∞

22nm̄n(AM , p)(yn − m̄)2 ≤ c0

∞∑
n=−∞

22nγ(2n+1+pn+1)m̄n+1(AM , p)(D
+
n (y))2 .

Proof. The proof can be obtained by adapting the corresponding result in [4, Lemma A.2],
with minor changes.
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