SELF-SIMILAR SOLUTIONS TO COAGULATION EQUATIONS WITH
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ABSTRACT. We prove the existence of a one-parameter family of self-similar solutions with
time dependent tails for Smoluchowski’s coagulation equation, for a class of kernels K (z,y)
which are homogeneous of degree one and satisfy K(z,1) — ko > 0 as ¢ — 0. In particular,
we establish the existence of a critical p. > 0 with the property that for all p € (0, p.) there
is a positive and differentiable self-similar solution with finite mass M and decay A(t)z~ 3+
as & — oo, with A(t) = eM+Pt Furthermore, we show that (weak) self-similar solutions
in the class of positive measures cannot exist for large values of the parameter p.

1. INTRODUCTION

Smoluchowski’s coagulation equation [I7] is a classical mean-field model to describe irre-
versible aggregation of clusters through binary collisions. The evolution of the number density
f(&,t) of clusters with mass £ at time ¢ is governed by the equation

I o
o) = 3 [ K= nare—n0fmnan -0 [T KEnsm a1

where the kernel K (£, n) prescribes the rate at which clusters of size £ and 7 coagulate. The
first term on the right-hand side of describes the formation of particles of size £ due to
the merging of two particles of mass n and £ — 7 respectively, while the second term takes
into account that particles of size £ can combine with particles of any other size.

For homogeneous kernels, a central question in the qualitative analysis of is the so-
called scaling hypothesis, which predicts that the long-time behaviour of solutions to (1.1)) is
universal and captured by self-similar solutions. This issue is by now well understood for the
solvable kernels [3|, [11]: the constant kernel K(&,n) = 2, the additive kernel K(&,m) =&+,
and the multiplicative kernel K(&,7n) = &n; for such kernels, solutions can be computed
explicitly via Laplace transform. Rigorous existence and regularity results for self-similar
solutions, both with finite mass and with fat tails respectively, have also been established for
nonsolvable kernels with homogeneity strictly smaller than 1, see [2, [4, [5, [6] [7, (13 [15]. In all
these results the additional assumption K (&, 1) = O({™%) as £ — 0, with a < 1—+, is needed.
One of the major open problems that remains is the uniqueness of self-similar profiles with
given decay behaviour. Only recently some rigorous results have been obtained for particular
cases in [9] [10] 14, [1§].

It is the purpose of this paper to investigate the existence of self-similar solutions to
in the case of homogeneous kernels of degree one, for which, apart from the solvable additive
kernel, no rigorous results have been obtained so far. It is worth to notice that such class of
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kernels represents a borderline case: indeed, it is well known that the total mass is conserved
along the evolution for kernels with homogeneity v < 1, while if K grows too fast at infinity,
for instance if K is homogeneous of degree strictly larger than one, solutions exhibit the
phenomenon of gelation, that is, roughly speaking, infinite large clusters are created at finite
time and the total mass decreases.

In the case of homogeneity one, as already noticed in [19], the picture is different depending
on the behaviour of K(£,1) as & — 0. In particular, we shall distinguish between class-I
kernels, for which K(£,1) — 0 as £ — 0, and class-1I kernels, for which K(§,1) — ko > 0 as
¢ — 0. In this paper we will only deal with kernels of class-II; one example of such kernels
is K(§,n) = (¢ 54 17%)3, which has been formally derived for particles moving in a shear flow
(see also [12) 16] for the derivation and analysis of the corresponding linear version of the
equation). We instead refer to [§] for a discussion with numerical simulations of the long-time
behaviour of solutions to for class-I kernels.

The prototype of class-II kernels is of course the additive kernel K(§,n) = £+, for which it
has been proved in [I1] that there exists a one-parameter family of self-similar solutions with
finite mass, one of which having exponential decay at infinity and finite second moment, the
others decaying like power laws and being characterized by the different divergence behaviours
of the second moment. It has been conjectured in [§] that a similar result should hold also for
nonsolvable class-II kernels, and it is the purpose of this paper to provide a rigorous answer
to this question.

In particular, we will establish in Theorem [I.1] the existence of a family of nonnegative
self-similar solutions with finite mass, depending on a positive parameter p smaller than a
critical value p, > 0. Such solutions are characterized in terms of their asymptotic decay.
A remarkable novelty with respect to previous results is that in the present case self-similar
solutions exhibit time-dependent tails, see below; such behaviour is truly different from
that of the fat-tail solutions obtained so far for kernels with homogeneity v < 1, as will be
explained below. In a second paper [I] we show that such self-similar solutions with tail-
dependent tails also exist for a class of kernels that are homogeneous of degree v € (—o0, 1)
when K(&,1) ~ €771 as € — 0. The analysis relies on the same methods introduced here,
but is significantly more involved due to the presence of a sharp variation of the solution in
a small transition layer, which poses additional technical challenges.

Finally, in our second main result we show that (weak) self-similar solutions cannot exist
for large values of the parameter p (see Theorem [1.2)).

Self-similar solutions. In what follows, it is convenient to reformulate ([1.1]) in a conserva-
tive form:

£ oo
at@f(s,t)):—ag( /0 5 K(m@nf(n,t)f(c,t)dcdn) o (A (L)
-n

For kernels homogeneous of degree one, the mass density function of a self-similar solution to

(1.2) has the form
EfEt) =eglee™),  b>0, (1.3)
where the self-similar profile g solves

b0, (29()) = O, ( [ °° Ew.2) )92 de dy> | (1.4

z
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Integrating in x, we then look for nonnegative solutions g to

bego) = [ [ g9 azay. (1.5
z—y
with finite mass -
/0 g(x)de =M. (1.6)

Formal asymptotics suggest (see Section [2)) that, if solutions to (1.5)) for a given b > 0 exist,
and if they have some power law behaviour g(x) ~ xl—lﬂ, as ¢ — o0, then the relation between

the exponent p and b is
1
b= M(”) . (1.7)
p

The behaviour of g at the origin is in this case g(x) ~ £ T+, There is hence a one-to-
one correspondence between b and the exponent p characterizing the decay behaviour of the
solutions.

As already remarked, for the class of kernels considered here self-similar solutions have
time-dependent tails. Indeed, assume to have a self-similar profile g solving which
decays like 27(%7) as 2 — co. Then it follows from that the number density f of the
corresponding self-similar solution has a time-dependent tail of the form

F(E, 1) ~ ?2(3, with A(t) = eM+P) (1.8)

The time-dependence of the coefficient A(t) is a remarkable property of the solutions con-
structed in this paper, in contrast with those obtained before in [13, [15] for kernels satisfying
the assumptions

v<1 and K(&1)=0(¢") asf—0, witha<1l—x (1.9)

(where « is the homogeneity of the kernel). It is worth to comment briefly on the differences
between these two classes of solutions. The main idea in the construction is to look for
solutions which behave like

f(&1) ~ A(t)E™ (1.10)
for large values of &, for some a > 1. Denoting by Q[f] the right-hand side in the equation

(T.1)), it turns out that under the assumptions (1.9)—(T.10) one has Q[f] = O(¢~7), for some
B > «. Then the coagulation equation (1.1)) becomes for large values

(B A@))E*=0(P),  €>>1,

and, since > «a, we obtain 0;A(t) = 0. The tail might therefore be expected to be stationary.
Notice in particular that the solutions with fat tails constructed in [13] [I5] solve at £ — oo
approximately the equation 0;f = 0. The reason why, among the possible behaviours of
solutions to this equation, we restrict to power laws as in , is that they are the only
functions which can be written in the self-similar form f(&,t) = A(¢)®(&/u(t)) with pu(t) — oo
as t — oo.

We emphasize that the previous heuristic argument relies on the fact that, for kernels
satisfying , the coagulation term Q[f] does not contribute to the asymptotics of the
solution for large values of £. In the case considered in this paper, however, that is v = 1
and K (0,1) = 1, there is a nontrivial contribution of the coagulation kernel that yields the
time-dependent character of the tails highlighted in . Indeed, by considering power-law
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solutions as in (|1.8]), it is possible to approximate the term J[f] on the right-hand side of
(.2), namely
p+1 _
TINE D) ~ (B JAOME? as & = o0

(the details of this computation can be seen in Section. Then (|1.2)) becomes for large values
of £

(e A0))E M) — MA(t)(p+ 1)¢ ) =0, (1.11)
whence the second formula in ([1.8]) follows. A similar argument indicates that it is possible
to have similar solutions with time-dependent tails also in the case of homogeneity v < 1 if
the kernel behaves as K(£,1) ~ ¢7~1 as € — 0, and we prove this rigorously in [I].

Main results. In order to state rigorously our results, we now formulate the precise assump-
tions on the rate kernel: K is a continuous, nonnegative and symmetric map

K € C([0,00) x [0,00)), K(z,y) = K(y,z) >0 for all z,y € [0, 00), (1.12)
homogeneous of degree one
K(az,ay) = aK(z,y) for all z,y € (0,00), a > 0, (1.13)
and such that for some constants Ky > 0 and « > 0
|K (z,1) — 1] < Koz  for every z € [0, 1]. (1.14)

In our first result we establish the existence of a one-parameter family of nonnegative self-
similar solutions with finite mass to (1.5)), and we explicitly determine their asymptotic decay,
for the class of kernels satisfying the previous assumptions.

Theorem 1.1. Assume that the kernel K satisfies assumptions (1.12), (1.13) and (1.14)).
Then there exists p. > 0 such that for every p € (0,p«) and for b = 12 there is a positive

P
solution g € C*((0,00)) to (1.5) with unit mass and satisfying
_1
gx) ~xz T asx — 0, g(x) ~ —T4p 05T 00 (1.15)

In the statement we have considered without loss of generality the case of unit mass M = 1:
it obviously follows that for every M > 0 and p € (0, p,) there is a solution g satisfying
and , for b as in . Notice that this result resembles the situation for the additive
kernel, for which a critical exponent p..;; = 1 exists, above which there exists no nonnegative
solution; our result does not give a critical value p..;+, we however expect that pe.; is in
general not equal to one, but depends on the details of the kernel (see [§] for a justification
of this conjecture). In fact, we conjecture that there are cases where p. iy = 0o as explained
in Remark [1.3] below.

The proof of the theorem is given in Section [3| and Section [4 The strategy is based on a
linearization around the explicit solution of an approximate equation, and on a fixed point
argument. This provides the existence of a continuous solution satisfying the first condition
in (Proposition and Corollary ; however, in order to apply the contraction
mapping principle, we have to work in a space of functions with a non-optimal decay at
infinity, and due to this reason we are not able to directly obtain also the second condition
in . The exact asymptotic of the solution at infinity will be recovered in a second step,
together with its strict positivity: to do so, we prove the differentiability of the solution and
a decay estimate on its derivative in the form |¢'(z)| < ¢|g(x)| (Lemma, which allows us
to obtain a good approximation of the equation and to complete the proof.
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Since our method relies on a contraction principle argument, we also obtain uniqueness of
the solution within the class of functions in which we apply the fixed point (see. However,
the space contains an artificial smallness condition, and a general uniqueness statement seems
to require different techniques.

Under an additional assumption on the kernel we complement Theorem with a corre-
sponding nonexistence result: more precisely, we replace ((1.14) by the condition

lim ——=—— = 1.1
L — Bo (1.16)
for some 5y > 0 and « € (0,1). Furthermore, we assume strict positivity of the kernel:
K(1,§) > ko >0 for all £ > 0. (1.17)

Then we show that for sufficiently large p, given M > 0 and b satisfying , equation
does not have any solution with mass M in the class of positive Radon measures M™ ([0, c0))
which are not supported in the origin. By saying that a measure g € M™ ([0, 00)) is a solution
of we mean that for every test function 6 € C(]0,00)) with compact support one has

- zM . vtz 2) da
b/[O,oo) 20(x)g(z) dz —/[(Loo) dy/[om) dz=—""g(y)g( )/y 0(z) dz .

Here and in the following, with some abuse of notation, we denote by [, 6(x)g(x)dz the
integral on A C [0, 00) of a function 6 with respect to the measure g, also if g is not absolutely
continuous with respect to the Lebesgue measure. Notice that any multiple of the Dirac delta
dp is a solution to in the weak sense.

The precise result reads as follows.

Theorem 1.2. Assume that the kernel K satisfies assumptions (1.12f), (1.13]), (1.16|) and

1';’) the unique

(1.17). Then there exists pswx > p« such that for every p > pw and for b =
solution to (L.5]) in M™([0,00)) with unit mass is the Dirac delta &y.

The proof of the theorem, which is given in Section [5] is achieved through a contradiction
argument which mainly relies on a duality formula. The idea starts with the observation that,
if g is a measure solution to , then it is a weak stationary solution to the corresponding
evolution equation

0rg + b0y (xg) — Oy </Ox io K(Z’Z)g(y)g(z) dz dy> =0.

By formally testing this equation with a function ¢ chosen as a solution to the dual problem
K(z,z2)

Op(x,t) + brdyp(x,t) —
[0,00) %

9(2)[p(x + 2,t) — p(z,t)]dz =0 (1.18)
with ¢(x,0) = X(Ry,0)(2), for Rg > 0, one then obtains that
[, e [ wogeae= | gwar (119)

(R()voo)

To understand the behaviour of solutions to ([1.18]), we use ((1.16|) and a Taylor expansion of
¢ in the integral term, and we see that for x large the approximate form of ([1.18)) is

o — BoMux! 0,0 + (b—1)x0yp = C@%xgo, (1.20)
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where M, = f[o 00) x%g(x) dr denotes the a-moment of g. Given Ry > 0 one can then choose

b sufficiently close to 1 so that the effect of the transport terms on the left-hand side of
is to move most of the mass towards the origin: in this case ¢(z,T) would become uniformly
positive for large times, giving a contradiction with if Ry is large enough. The picture
is actually made more difficult by the presence of the diffusive term on the right-hand side,
which one has to control. In fact, in order to avoid the development of a well-posedness
and regularity theory for the adjoint equation , we will actually construct an explicit
subsolution to (Lemma which will allow us to exploit the basic idea contained in
the previous formal argument.

Remark 1.3. The assumption that Sy > 0 in is crucial in our argument for the proof
of Theorem this can be seen from the approximate form of the adjoint equation,
in which the sign of fy determines the sign of the main transport term. In fact, in the case
Bo < 0 we expect that solutions to with finite mass might exist also for b — 1; in
Section |2| we compute the formal asymptotics of a solution in this case, see .

Remark 1.4. Unfortunately, our Theorems only say something about sufficiently small values
of p (Theorem , or sufficiently large values of p (Theorem respectively. One might
expect that there is a single critical pe.ix € (0, 00], such that for each p < perit a self-similar
solution with power law decay exists, for p = p¢r# & solution with exponential decay, and for
larger p (in case that periy < 00) no nonnegative solutions. We expect, however, that a proof
of a corresponding statement, if true at all, is in general difficult and is not feasible with the
methods developed in this paper.

2. HEURISTICS OF ASYMPTOTIC BEHAVIOUR

We present a heuristic argument for , which gives a one-to-one correspondence be-
tween the coefficient b in the self-similar equation and the exponent p describing the
asymptotic decay behaviour of a self-similar solution. We assume here that K is a general
kernel, homogeneous of degree one, which satisfies K(£,1) — 1 as & — 0. For this argument,
it is convenient to reformulate the equation by means of the change of variables

G(X) = zg(x), z=eX.

Then ((1.5) becomes

MXX):/%L/W K2, 1)G(Y)G(2z)dZdy (2.1)
X+In(1—e¥Y—X)

—Oo
with the total mass

[:GMMX:M.

Notice that, in these variables, self-similar solutions to correspond to traveling wave
solutions. We now assume that a self-similar profile exists and we make the ansatz G(X) ~
e PX as X — oo, which corresponds to g(z) ~ z~04P) as ¢ — co. We formally compute
the asymptotics of the integral on the right-hand side of for X — oco: we can split the



SELF-SIMILAR SOLUTIONS TO COAGULATION EQUATIONS WITH TIME-DEPENDENT TAILS 7

region of integration into two parts, namely

X 'S) X fe's)
/ / K2, 1)G(Y)G(2)dZdy = / / K2, 1)G(Y)G(2)dZ dy
—00 J X+In(1—e¥Y—X) —c0 J X

+/X /X K= 2 1)GY)G(Z)dzdy =: (I) + (II).
—00 J X+In(1—e¥Y—X)

By using the assumption K (£, 1) ~ 1 for small £, we have for the first term

(1) N/X G(Y)dY/XOOG(Z)dZN ]\Zepx

as X — oo. For the second term, we exchange the order of integration and we approximate
G(YY)~G(X):

X X X

dz G(Z)/ K(e¥Y=2 1)dy ~ G(X)/ G(Z)dZ ~ Me PX
X+In(1—eZ—X) )

1 ~cex) |

—0o0

as X — o0o. Here we used the fact that

X T T
1 1
/ K(eY—Z,l)dyz/ K(y,l)dy:/ K(1,f) dy ~ 1.
X+In(1—eZ—X) r—z z Yy ZJr—z Yy

By (2.1) we then deduce that, if a solution G with G(X) ~ e #X as X — oo exists, then b

and p are related by (1.7).
We can similarly compute the asymptotics at X — —oo: assume that G(X) ~ X as

X — —oo for some a > 0 (which corresponds to g(z) ~ 247! as # — 0 in the old variables).
Then, by splitting the right-hand side of (2.1)) as before, we obtain by similar arguments

(1) ~ /_X G(Y) dy/: G(Z)dZ ~ %e“x

as X — —oo, while (I7) is in this case a higher order term. Hence we conclude that a = 5~ =

1
L that is, g(x) ~ 2~ T as z — 0.

T+p
Assume now that the kernel K satisfies ([L.16)) with a coefficient 3y of opposite sign:
K(1,8) ~1— [p&” as & =0 (2.2)

for By > 0 and « € (0,1). By computations similar to those above, we can describe the
expected decay behaviour of a solution for b = 1, supporting the belief that for kernels
satisfying (2.2)) solutions might exist also for b close to 1 (see Remark . Hence fix b =1
and assume to have a solution G to (2.1)) with unit mass; we can write as before
GX)=(I)+ (I1). (2.3)

By using (2.2]) we have for X — oo

X 00 X [e%S)

(I)w/ G(Y)dY/ G(2) dZ—ﬁo/ eYG(Y) dY/ e 2GQ(2)dZ
—o0 X —00 X

- / T G(2)dz - M, / " eo(z)az, (2.4)
X X
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where M, = [ _e*YG(Y)dY. Observe that, by changing variables and using the homo-

€
o]

geneity of the kernel, together with (2.2)), we have

X Y-z L[ z Bo [*
/ K(e' ™ ,1)dY:/ K(l,f)dywl— - / y “dy
X+In(1—eZ—X) 2 Jx Y 27 Jy—s

—Zz

~1— Bz %=1~ 5060‘(Z_X) .

By using this expression, we can approximate the integral in the second region by exchanging
the order of integration and approximating G(Y) ~ G(X):

(IT) ~ G(X) /X dZ G(7) /X K =2,1)dy

X+In(1—eZ—X)
X X
~ G(X) / G(Z)dZ — Bye X G(X) / e?G(2)dZ

—0o0

~ G(X) = foMape ¥ G(X) . (2.5)
Collecting (2.3)—(2.5) we have
G(X) ~ / G(Z)dZ — BoM, / e 2G(2)dZ + G(X) — BoMae *XG(X).
X X
Differentiating,

d
G(X) ~ foMae ¥ GX) = foMa— (¥ G(X))
Notice that the first term on the right-hand side is a higher order term as X — oo, and we
can neglect it; we then obtain the decay behaviour

e XG(X)~ e Foatta

In the original variables, this corresponds to

(e}

B
g(x) ~ x% e oo™ as r — 00. (2.6)

3. EXISTENCE OF SELF-SIMILAR SOLUTIONS VIA FIXED POINT

In this and in the following section we give the proof of Theorem[I.1] We henceforth assume
that the kernel K satisfies conditions (|1.12)—(1.14]). We will also always assume without loss
of generality that p < 1. It is convenient to reformulate the problem in a new set of variables:

for g solving (1.5)), we define
pA(@) = ebg(ed), € (—00,00)
Then equation (|1.5)) becomes

aron@=[ [ K
—oo Jztpln(l—e 7 )

Notice that the change of variables is mass-preserving. The goal is hence to show, for p
sufficiently small, the existence of a nonnegative solution A to (3.1) with unit mass and
asymptotic decay

Yy—=z

P DA y)A(2) dzdy . (3.1)

T

Az) ~eT+r  asz — —o0, AMz)~e ™ asx — 0. (3.2)
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The strategy to construct a solution with the required properties mainly relies on a fixed
point argument. We first observe that equation (3.1) can be reformulated as

(1+p))\(w)—/x Ay )dy/ dz+/ / 1) — 1] AW)A(z) dzdy

/ / (e E ,1)>\( JA(z) dzdy . (3.3)
+pln(l—e P

The idea is to regard the last two 1n:cegrals in (3.3) as remainder terms, and hence to look for
a solution to (3.3) in the form A = A, + 4, that is as a perturbation of the function
- 1 eﬁ

Aol) = 1 ey (3.4)

which is the explicit solution to

(14 p)A,(z) = /m Ao (y) dy /:o Mo(2)dz, with /Oo Mp(z)dz = 1.

—0o0 —0o0

By subtracting the equations for A and 5\,,, we see that the unknown function v should solve

o = [ [T (e vhE) et R, (39

where the remainder term R,[¢] is given by

0= [ w<y>dy/ww<z>dz

/ / , }(A + ) (y) (Ap + ¥)(2) dzdy
i /—oo /z+pln(1—ey7) Kfe# 1) (E‘P + ¢) () (xp + ¢) (2)dzdy

=: Ryp[Y](2) + Rop[¢](z) + Rs pW] (). (3.6)
Since [*_(x)dax = 0, the integral function ¥(z) := [*_ ¢ (y)dy then satisfies the equation
(14 () - % W(r) = Ryf](2)
(1+eT+r)

which has the solution

_ (@) [T R[(y)
)= 1p+p/o g\p(y) W (3.1)

By differentiating ¥ we hence obtain that a solution 1 to (3.5]) is implicitly given by the fixed
point problem 1 = H,[1)], where

Mo(z) (1 - el+P 7?, 1
H = / Y+ R : 3.8
@) = 2 T T R 6
In the following proposition we show that the map H, has indeed a fixed point in the space
Yoo ={vec® : [ v@de=0 <@}, ol =swp UL (39
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z z
Y
, (z, )
Ap .’ ’ z—pln2
z=y+ %R //// Bp
.7 Y
L (z, ) z::p—l—pln(l—e%)
FIGURE 1. Left: the domain of integration in (3.13]), split into the two regions
A,, B,. Right: the domain of integration in ([3.18).
for € > 0, p > 0 sufficiently small, where
£ ifx <0,
)= { T (3.10)
—Bx if x >0,

and 8 € (%, ﬁ) is a fixed parameter.

Proposition 3.1. There exist € > 0, py > 0 such that for every p € (0, p1) there is ¢ € X,
such that H,[Y] = 1.

Proof. The goal is to prove that the operator H, maps the space X, . into itself and is strongly
contractive if p and € are small enough:

(i) Hy[Y] € X, for every ¢ € X, .,
(i) [[Hpltn] — Hplth2]|| < ot — 1ba]| for every 91,12 € X, ., for some o € (0, 1).

Banach’s fixed point theorem will then imply the conclusion. Along the proof, we will denote
by C a generic constant depending possibly only on the fixed constants Ky, o appearing in
(1.14) and on 8, but uniform with respect to p and e, which may change from line to line.

Step 1: estimates on R,[]. We start by proving some preliminary estimates on the remainder
term (3.6)). For the first integral in (3.6)), we have for all z > 0

/Ioow(z) dz

< ¢? </ e?(?) dz> < 2@ (3.11)

o] 2

(Ra 1)) = \ [ owan [

while for x < 0

2 z 2
< g? (/ e"(?) dz) < CeeP@) (3.12)

[e.9]

By pl4](2)] = \ [ e
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To estimate the second integral in (3.6)), we use the assumption (|1.14]) together with the
trivial bound \,(z) < e7(®):

Raptola) = | [ 7[R 0= 1] (4 0)0) 0+ 0) ()22

< C/ / 7 (W=2) (1) (2 )dzdy
—C// P We(e) dydz—i—C// er 721 W)1(2) dydz, (3.13)
B,

where we split the domain of integration into the two regions A, and B, defined as

A= {2 €R t y<w 222 22y + pR}

2a P
2a R}

see Figure[l} left. Here R > 0 is to be chosen later and « is the coefficient appearing in ((1.14));
notice that 2ae — p > 0 by choosing p sufficiently small. We also remark that, for R fixed,
|B,| — 0 as p — 0. With this choice we have

Bp::{(y,z)e]R2 cy<z,z>xm z<y-+

s W) = 32 R W) < o Re32)  if (y2) € A,
which yields
// S (y=2) 2 7(¥) o (2) dydz < e /x e%y-ﬁ-’v(y) dy /OO 6—%z+’y(z) dz

< CeRemzltler(@) (3.14)
Moreover, we claim that if p is sufficiently small (depending on R), we have
W e1(2) < 9e27(@) if (y,2) € By. (3.15)

Indeed, con81der first the case > 0: we have that €7®) < ¢7(®) gince z > T; moreover
y > — R and by choosing p (depending on R) p R is small

enough, we also have ¢7¥) < 2¢7(®)  This shows that - holds if z > 0, and the case x < 0
is analogous. Hence by (3.15] m

// er VW@ gy dz < // W13 dy dz < O|B, | (3.16)
B, By

At this point, we can first choose R in order to make e ® small, and consequently we can

choose p small (depending on R) such that (3.15) holds and |B,| is small. In this way,
combining (3.14) and (3.16]), we obtain from (3.13)) that

|Ro ,[$](2)] < C(p)e 317, (3.17)

where C'(p) is a constant such that C'(p) — 0 as p — 0.
Finally, we consider the third term in (3.6]):

\mﬂm@ngc/ da/ L dyK(e'7 1)@ (3.18)
— z+pln

,ep)
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We split also this integral in two regions, the one where z < x — pln2 and its complement
(see Figure |1} right). We also have to distinguish the cases x > 0 and x < 0. For = > 0,

z—pln2 T y—z
/ dz/ L dyK(e 7 ,1)e?We(®)
—o0 z+pln(l—e P )

z—pln2 T 2— —z
/ dz/ .. dy K(l,eTy)eyTeWy)eV(z)
—0o0 x

T

+pln(l—e 7

(T.14) z—pln2 5 T y
< C’/ dze_PeV(z)/ ere’Wdy
—o0 z+pln(l—e P )

z—pln2 . x
SCeV(JC)/ dze_ﬂeV(z)/ L e dy

T
—00

+pln(l—e 7 )

z—pln2
= C’peV(’”)/ '3 dz < Cpe’ @) (x> 0), (3.19)

—00

where in the second inequality we also used the fact that e’ < Ce(®) in the region of
integration, since y € (z — pln2,x). The same argument gives for < 0 the better decay

z—pIn2 x .
/ dz/ L dyK(e 7 ,1)eYWe ()
- z+pln(l—e P )

z—pln2
< CpeV(z)/ ?) dz < Cpe'@) (x <0). (3.20)

We now turn to the integral in the region x — pln2 < z < x. Notice that, by continuity of K,
K(eyi;z,l)SC ify<xzand z>2x—pln2.
Hence, in the case of z > 0 we have

/ dz/ .. dy K(eyf;z, 1)eWer)
z—pln2 z+pln(l—e 7 )

X T
e 2 ) / 1) dy

Z—x
z—pln2 +pln(l—e 7 )

< Cpe’@) <—/ In(1 — e%) dz>
z—pln2

0

= Cp*e@) (—/ In(1 —e") dw> < CpPe’@ (x>0), (3.21)
—In2

where in the second inequality we used the fact that €?(*) < Ce?® for z € (z — pIn2, x) and

e < 1. Arguing similarly in the case < 0, and observing that in this case e?®e7(?) <
e27(®) since Y,z < x <0, we have

/ dz/ o dyK(ey%zJ)ev(y)ew(z)
z—pln2 z+pln(l—e 7 )

< 0627("”)/ dz/ ., dy < Cp2e@ (x <0). (3.22)

—pln2 +pln(l—e 7 )
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Collecting (3.19)—(3.22)) and inserting them in (3.18]) we get

Cpe®'®) if 2 < 0,

3.23
Cpe’®) if > 0. ( )

| Rz p[¢)] ()] < {

Finally, bringing together (3.11)), (3.12), (3.17) and (3.23) we get the desired estimate on
the remainder term (3.6]):

(24 p+ C’(p))e%eliiﬂ if 2 <0,

3.24
(e2+p+C(p))e " if x>0, (3:24)

[Rof)@)] < {g

with C(p) - 0 as p — 0.

Step 2: proof of. We have to show that |H,[¢](z)| < ee?@® for all € R. Notice that by
definition (3.4]) of A\, we have

M(z) < e_% , = ! < Ce%
Ap(@)
It follows using that for z < 0
Ao () /x R’_)W](y)dy‘ <C(E@+p+ C(p))el%ﬂ /Oeg dy
0 )‘p(y) x
<C(2+p+Clp))etr, (3.25)

and similarly for z > 0

T

e(ﬁ_ﬁ)y dy

)\p(x)/o 0 dy’<C’( +p+C(p)) ;

<O+ p+ Clp))e b0 [y,
0
<C(?+p+ C’(p))e"g‘” . (3.26)
By definition (3.8) of H, we hence obtain from (3.24)), (3.25)), (3.26)

(24 p+ C(p))eﬁp if x <0,

3.27
(€2+p+C(p))e*5’” if x > 0. (3:27)

C
[Hpl0] ()] < {C

This yields |H,[](z)] < 7™ provided ¢ and p are sufficiently small, as claimed.
Moreover, since by construction [*_ H,[¢](x)dz = ¥(z), where ¥ is the function defined
in (3.7)), with ¥(z) — 0 as |z| — oo by the previous estimates, we also have

|~ i@ ar=o.

It follows that H,[¢] € X, for all ¢ € X, .

Step 3: proof of. Let 1,92 € &, - and set
[1(x) — Pa(z)|

ge’Y(fE)

M = ||¢p1 — 2| = sup
zeR
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We first deduce a bound on the difference }Rp[%](a:) - Rp[wg](x)’, by estimates similar to
those used in the first step of the proof. Indeed, using the fact that ffooo ¥; = 0, we have for
every x < 0

\RmWﬂ@y—RMWM@M—‘(/;wxwmQQ—(/;wxwmQQ

S/;WrWﬂWW[|%+%MNy

z 2
< 2£2M</ W) dy> < Ce2 M@ (3.28)

—0o0

and similarly for > 0

\RMWMu»—RMWanz\(wamwwgg—(Amwxw@Qg

Observe now that

[+ 1) () (A + 1) (2) = (A +
= (3 + 1) (y) (¢
)

< Ce2Me* @) | (3.29)

) y) (Ao + ¥2)(2)|
V2) (2) + (Ap + 12) (2) (V1 — ¥2) (v)|

< CeMe' W) (3.30)
By using ([3.30)), we can bound the second term Rj , by
| Raplth1](x) — Ropltrs] (@ <&M/ / 1)~ 1) gz dy
< eMC(p)e~ 3 7@ (3.31)

for some constant C(p) — 0 as p — 0, where the second inequality is obtained by the same
estimates used to prove (3.17). Similarly, using again (3.30) we can bound the third term
R3,p by

y—z

|Rs o [1](2) — Ry [l (2)| < CeM / / i K D00 dzay
Tr+pIn e P

from which we get, by the same estimates yielding ((3.23)),

CeMpe>@) if g < 0,
R R 3.32
‘ 3,p[1/11]( %)= e [a](@ ‘ - {CEMpeV(I) if x > 0. ( )
Collecting (3.28)), (3.29)), (3.31]) and (3.32)) we finally obtain
CMe(c+ p+C(p))eseT if x <0,
[ Rp[tn](x) ()| < (e+p+C0) o (3.33)
CMe(e+p+C(p))e if 2 > 0,

hence, recalling the definition of M := |41 — 12| and of the norm in the space X, .,
IRp[¥1] = Rpla]| < Cle+ p+ Clp) 11 — 2l - (3.34)

In turn, by using (3.33)—(3.34)) and arguing similarly to (3.25))—(3.26]), we easily obtain

[Holih1] = Holalll < Cle+p+ Clp))llvhr — 2|l (3.35)
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so that by choosing ¢ and p sufficiently small we conclude that the map H, is a contraction
in the space &), . O

The fixed point obtained in Proposition is a solution of and, in turn, the map
A= A, + 1 is the sought solution to . Notice that such solution is positive for x < 0
and already has the expected decay behaviour at x — —oo, but not at x — 4o00: the second
condition in , together with the positivity and the differentiability of the solution, will
be established in the next section.

Corollary 3.2. For every p € (0,p1) there exists a solution A € C(R) to (3.1), which in
addition satisfies

/00 AMz)dz =1, (3.36)

1 = =
T6¢ e < Nz) <2+ forxz <0, (3.37)
IAx)| < 2e7P% for all z > 0, (3.38)
where B € (%, ?1[0) is a fized parameter.

Proof. The map \ := 5\,) + 9, where ¢ is the fixed point constructed in Proposition
satisfies all the required properties for e sufficiently small. O

4. DECAY BEHAVIOUR OF SELF-SIMILAR SOLUTIONS

In this section we complete the proof of Theorem by showing that the solution A to
constructed in Corollary is of class O, strictly positive, and satisfies . We
henceforth continue to assume conditions — on the kernel; also along this section
we will denote by C' a uniform constant, dependent possibly only on the constants Ky, «
appearing in , which may change from line to line.

The main idea to prove the decay \(x) ~ e™® as x — oo is to rewrite equation ({3.1]) as

Ao = [ Ay [T A s ol

—0oQ
and to show that the remainder term w(z) decays faster than e™* as x — co. In turn, such
decay can be obtained as a consequence of an estimate of the form [N (z)| < CA(x), which we
will establish in Lemma [4.2] below.
In what follows, it will be convenient to separate the region of integration in the right-hand
side of into two parts:

(14 p)A(z) :/; /:OK(e”T,m(y)A(z) dzdy+//(x’m)+QpK(e

Yy—=z

7 DA(Y)A(2) dy dz,
(4.1)

where the second integral is over the translation of the region
Qp::{(y,z)€R2 : y§0,z§0,e%+e§ >1}.

As a first step towards the differentiability of A, in the following lemma we establish uniform

estimates on the difference quotients

Az) — Ax —h)

Dh/\(l‘) = h

(4.2)
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Lemma 4.1. There exists po > 0 such that, for every p € (0,p2), the solution X to (3.1))
constructed in Corollary[3.9 satisfies

CeTrr forx <0

DpA(z)| < C@ =
[DrA()] < Ce {Ce_ﬁx for x>0

for all h € (0, p), where C > 0 is a constant independent of p and h.

Proof. We set
®p(x) = sup [DpA(y)|.
yE(z—p,z)
The conclusion will be achieved by proving a uniform decay estimate on ®; using an iteration
argument. First notice that, by (3.37)-(3-38)), ®(z) < %ev(x), and hence

lim ®(z) =0 (4.3)
|z| =00
(but the convergence is not uniform with respect to h). We now divide the proof into two
steps.

Step 1. We claim that for all x € R

T

Al dy + Cper@ / DAy dy.  (44)

—00

T

IDIA@)] < COE) 4 Cpy(a) /

— 00

To prove (4.4), we apply the difference quotient operator Dj, to the equation (4.1)):

1+ oo < [ : / TR )MWAG) dzdy‘

w2 [ kT e aza)

1 y—z
+ - // K7 D)My)AZ) = Ay — WAz — h)| dydz.  (4.5)
h
(z,2)+8)p
The first term on the right-hand side of (4.5)) can be estimated by

1 £ & y—z (1.14) 00
i [ EEE e asa Ao
x—h Jx

—0oQ
with the last inequality following easily from the estimates (3.37) and (3.38]). Similarly, the
second term in (4.5)) is bounded by

M@lds [ Dwldy e, (10
x—h

1 z—h rx y—z
h‘/ K7, D)A@)A(2) dzdy) < Ce@ (4.7)
—0o0 z—h
It remains to estimate the third term in (4.5)), which can be written as

1 y=z
h //(m)mp K(e' s, D)|Aw)A(2) — Ay — h)A(z — h)|dy d=z
< [ KET DIDAGING) dvas

' //($,$)+Qp K(e v, DMy = DIIDuA(z)|dydz. (4.8)
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We split the region of integration into two parts: Q, = Q;r U, where

Q, = {(y,2) €Q, : 2<—phn2}.
Then

// K(e"%, 1) DpA(y) A ()] dy dz
(z,z)+8Q,

z—pln2 T ey y—z

= [ 7 e . K1) D) dy
—0o0 z+pln(l—e P )

z—pln2 y—=z

e r dy

<canw) [ T a) L

—00 z+pln(l—e 7 )

z—pln2

— Oy () / )| dz. (4.9)

—00

where we used in particular (1.13) and (1.14)). The same integral in the region (z,x) + Qj
can be estimated by

Yy—z
J[ K DDA dy:
(x,x)—&—Qj
€T T y—z
- [ e K D)D) dy
z—pln2 z+pln(l—e 7 )

<o ) / D) dy

z—pln2 —00

<cpe® [ 1D, (4.10)

— o
where we used the continuity of K in the first inequality and we estimated |A(z)| by Ce?(*),
thanks to (3.37)—(3.38)), in the last one. For the second term in (4.8)), we have

// K(e*7, 1D)A( — )1 DpA()| dy dz
(z,x)+Q,

z—pln2 T

— / dz| DpA(2) L K(LET)E T A — W)l dy
-0 z+pln(l—e 7 )

z—pln2 T
< 0@ / dz[DyA(2)|

—0o0 z+pln(l—e 7 )

rz—pln2
< Cpe”’(””)/ |DpA(z)|dz, (4.11)

—00

e r dy

where we again used (|1.14]) and (3.37)—(3.38]) in the first inequality. Similarly,

/ / K" DAy — B)|DuA(2)| dy d
(I,LL‘)-"-Q;

= [ aaDue) e K DN - Wl dy
z—pln2 z+pln(l—e 7 )
< Cp@h(x)/ Ay —h)|dy. (4.12)
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Finally, collecting 1)1) and inserting them in (4.5]), we conclude that (4.4) holds.
Step 2. We now use ) to get the conclusion by an iteration argument. First observe that

JEE |dy—2/ DA dy < S iz — np)p,
_ (n+1)p

n=0
so that inserting this inequality in (4.4) we get

T

|DpA(@)| < CeV™ + Cpdy () / Ay)|dy + Cp*e?@ " ®p(x —np) .

o0 n=0
In turn, using the fact that supyec(,—p ) Pr(y) < Pp(z) + Pp(z — p), we deduce

T

B(2) < OO + Cp(@n(z) + u(a = p)) [ MWIdy+ @ S Bi(o— np),

- n=0
and by choosing p sufficiently small we can absorb the terms with ®,(x) in the left-hand side
and obtain that for every x € R

T

B(0) < CE0 4 Cptya—p) [ Pw)ldy + OO Y @ —np). (113)

—© n=1

We now set Al := ®y(lp) for I € Z and h € (0,p). By (4.13) computed at x = Ip we have
for some uniform constant C' (independent of p, h and [)

~ ~ lp ~ -1
Ah < Gl 4 CpAl | / IAy)|dy + Cp*e ) N~ AL, (4.14)

o k=—o00

and in particular, by (3.37)), for [ <0
-1
Ah < @) 4 CpAl P) 4 G p2er(le) Z Al (4.15)

k=—00
We claim that if p is sufficiently small then
Al < 2CeP) for all h e (0,p),1 € Z. (4.16)

We prove (4.16)) by induction on I. Notice first that AZ — 0 as k — —oo by (4.3]), and that
the series > 72 pAZ converges: indeed

) 00 o0 o (k+1)p 00
S opAl= S pau(kp) < % 3 pe ) :% > /k eVkr) < i/ @ dz < co.

k=—00 k=—o00 k=—o00 k=—o0 Y *P
Hence there exists [y < 0, depending on h and p, such that for every I <l

lo

> pAr< s

k=—o00

Using these inequalities in , we immediately get the claim (4.16)) for all [ < ly. We now
check the induction step: assuming that ( - ) holds for all I <, for some [ € Z, let us prove

Ap <

[\DM—~
NJM—~
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that (4.16]) holds also for [ 4 1: we have
] ] o0
Z pAR < 2Cp Z eVkr) < oC Z pe'k) < OC
k=—o00 k=—o00 k=—00

for another universal constant C independent of p, h and . Then by (4.14))

I
< Ce(HD)p) CC’pAh + Cpev((lﬂ) P) Z PAZ

k=—o00

< (é n pC’C_‘Q)eV((l_Jrl)P) < 20 (1))

h
Al+1

if we choose p small enough. This completes the proof by induction of (4.16]).
The conclusion of the lemma follows immediately from (4.16|) by observing that, for every
x € R, choosing | € Z such that (I — 1)p < x < lp we have

DA ()| < ®p(lp) = Al < 2Ce7WP) < 4C @)
for all p sufficiently small and h € (0, p). O

In the following lemma we show that, thanks to the equation satisfied by A, the bound
on the difference quotients proved in Lemma turns into a bound on the derivative )\ in
terms of A itself. This immediately yields the positivity of A, and, with some more work, the
expected decay of the solution at co.

Lemma 4.2. There exists ps > 0 such that, for every p € (0,ps3), the solution X to (3.1
constructed in Corollary is of class C1(R). Moreover,

N (z)] < C\(x) for all x € R
for some constant C' > 0 (independent of p), and in particular A\(x) > 0 for all z € R.
Proof. By a change of variables in the second integral in (4.1]), we have that A solves

(I+p)A / / K(e A (Y)A(z) dz dy
/ K(e o DAy +2)A(z 4+ 2)dydz. (4.17)
2
By Lemma the function A is Lipschitz continuous, and hence differentiable almost every-

where, with |X(z)| < Ce?®) for almost every 2 € R. This implies that the right-hand side in
([£.17) is differentiable for every = € R, and in turn it follows that A € C*(R) with

(1+ p)N () / K(e 7 ,1)A(z)dz — A / K7 ,DM\y)dy
/ / VWA AN () dydzs.  (4.18)
(z,x +Qp

We now claim that we can find a constant A > 0 such that for every p small enough the
following implication holds:

if IN (y)] < AX(y) for every y < x, for some x € R, then |\ (x)| < g)\(x) (4.19)
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In order to prove the claim, we estimate the right-hand side of (4.18)) under the assumption
that |\ (y)| < AX(y) for every y < z. Notice that this assumption implies

e AE VN (z) < A(y) < AV (2) for every y < x. (4.20)
We first have, using assumption ((1.14]),

‘)\(as) /:O K7 ,1)A(2)dz

# ) [ RE Dy

oo

<C)\(3:)/ A(2)|dz. (4.21)
—00

To estimate the last integral in (4.18), we split the domain €2, into the two regions where

z<x—pln2and z — pln2 < z < z respectively (see Figure [1} right). In the first case we

have

‘/_:PIHQ 4z /; K7, 1) (N (»)Az) +)\(y))\'(z))dy’

+pln(l—e 7 )

(L.13),(1.14) z—pln2 x -
< C’/ dz/
X

z
z—x e r

i N(yA(z) + M) (2)] dy
+pln(l—e 7 )

— 00

z—pln2 x y—z
< 2AC/ dz/ . €7 AY)A(2)dy
—00 z+pln(l—e 7 )

1 z—pln2 T y—=z
< 24e”PCA(x) dz A\(z) .. er dy
z+pln(l—e 7 )

—00
z—pln2
= 2pAePC\(x) / Az)dz, (4.22)

—0oQ
where in the third inequality we used the fact that, since y € (x — pln2,2) C (z — p, ), then
by (#.20) A(y) < e??X(z). Similarly, for the integral in the region z — pln2 < z < = we have

/ P / ' L K7 DN @A) + AN () dy

o
—pln2 +pln(l—e 7 )

<2AC dz/ e AMy)A(2)dy

x
z—pln2 +pln(l—e 7 )

< 2AeApC)\(az)/ dz/ AMy) dy

z—x
z—pln2 +pln(l—e 7 )

< 2pAeMCON(z) /_ ' Ay)dy, (4.23)

where the second inequality follows as before from the fact that A(z) < e4’A(z) for z €

(z — pn2,2), by [20).
Collecting (4.18)), (4.21)), (4.22) and (4.23]) we conclude that

N (2)] < C(14 pAe®?)A(x),

for some constant C independent of A and p. It is then clear that we can choose the constant
A such that for p sufficiently small we have |\ (z)| < 4(z), which completes the proof of the

implication (4.19)).
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Since we already know that |\ (z)| < CA(x) for every z < 0, as a consequence of the bound
Yy Yy , q
|V (z)| < Ce"® and of (3.37), the conclusion of the lemma follows now easily from ({#.19). O

We are now in position to complete the proof of Theorem By Lemma the only
property that we still have to check is the decay A\(x) ~ e™* as z — oo.

Proof of Theorem[I.1l By setting

(@) = /_Oo /:o (K7 1)~ 1 Mw)A:) dy dz

wf ae [ RET MA@, @20
—o0 z+pln(l—e 7 )
the equation (3.1]) solved by A can be written in the form
M) = / Ay) dy / Az) dz + w(z). (4.95)

The idea is that the decay behaviour of A for x — oo is determined by the first term on the
right-hand side of , while the effect of the perturbation term w(z) is negligible if p is
sufficiently small. In order to prove this rigorously, we need to show that w(x) decays faster
than e™ as © — oo.

By using the fact that [*_ A(z)dz =1, we can write w(x) in the following way:

w(z) = //C [K(e%, 1) — 1] Ay)A(z) dy dz

L O Y
z—pln2 z+pln(l—e P )

+ //D {K(e@%z,l) — eyzz})\(y)/\(z) dy dz

rz—pln2

+//Dp ' A )A(2) dydz—p)\(az)/_oo A(z)dz

— pA(x) /00 A(z)dz, (4.26)

—pln2
where (see Figure

Cp::{(y,z)€R2 : x—pln2<z<x,x+pln(1—e%)<y<$}
U{(y.2) eR® : y <z, 2>z},

Dp;:{(y,z)eRQ : z<x—pln2,x+pln(1—e%)<y<:x}.

Let us estimate each term in (#.26) for > 0. Recall that A(z) < 2¢77* for 2 > 0 by
Corollary where 3 € ( %, ﬁ) is a fixed parameter. We will assume that 8 > %, which is
a possible choice if p < % We will often use the fact that, by Lemma forall z,y € R

AMy) < e“lPVIN(z) . (4.27)
To estimate the first integral in (4.26), first notice that for (y, z) € C, we have y—z < pIn 2,

y—z 2a—p

& (y— — y—z . .
so that e» V™2 = " T ¢ 2 WTH) < (e , where a is as in (1.14) and we can assume
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y:x—i—pln(l—e%)

FIGURE 2. Representation of the domains of integration appearing in (4.26]).

2a — p > 0. It follows that

A

— 1| A(y)\(z)dydz

C’//Cepyz YA(z) dy dz

T

<C eTIN(z )dz/ ez \(y) dy
z—pln2 —0o0
< C/ e~ (B+3)2 q, < Ce_(’BJF%)x, (4.28)
z—pln2
where in the third inequality we used the fact that the integral in the variable y is bounded

by a uniform constant C', due to the decay of .
For the second term in (4.26)) we have using (4.27)

[ oan@ [ wmay
z—pln2 z+pln(l—e 7 )
z—pln2 T
< / dy A(y) / ve €CTTIN (@) d2

+pln(l—e 7 )

/ / C(z—y) C’(x Z))\(I)2dyd2’
z—pln2 Jzr— pln2

z—pln2 _x
<o [ A1 - T dy + Orw)?

—00

z—pln2 Lz
<ox@ [ AT dy+ ce

—0o0
s [2
< CA(z) <e 2#/ My )dy+/ —Ay dy) + Ce™ 22
. .
< CePH2)% | e3P 4 02 < e3P (4.29)

where in the third inequality we used —In(1 —¢) < 2t for t = 7 € (0,1).
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By using ([1.13]), (1.14) and (4.27) we bound the third term in (4.26]) by

‘// [K(BL;Z,D })‘( A(2)dydz| < CA(z // e'7 eV C(wfy)A(Z)dydz
D, D,
~ z—pln2 a-1, Cac x (17—”‘—0)1/
= C\(x) dz A(z)e » L. e’ dy
—oo z+pln(l—e P )
pC)\(ﬂU) empln2 g T—z ZZ\1—a-C
a7 @A)
z—pln2
< Cp/\(ac)/ eﬁ(z_x))\(z) dz
< CA(z )<e 352 /2 A(z)dz +/ e P2 dz>
S z
< C)\(m)e_g”” < e_%ﬂx, (4.30)
where in the second inequality we used 7(1 —(1—-t)l=2=Cy < Ctfort = e € (0,2).

Observe now that for (y,z) € D, we have y € (x — p,x) and in turn by Lemma
M) = A=) < sup [N(O)[(x—-y) <C sup At)(z —y) < CAz)(z —y),

te(z—p,x) te(x—p,x)

with the last inequality following from (4.27)). Hence

)//Dp e%)\(y)/\(z) dydz — pA(z) /a;oplnz Ao

B ‘/_:plw dz A(z) / m e €7 (My) = AMa)) dy

+pln(l—e 7 )

z—pln2 T y—z
< C’)\(x)/ dz A(2) / .. er (x—ydy

—00 +pln(1—e%)

z—pln2 z—z z—w
< C)\(IL‘)/ AMz)e 7 (pln(1 — 67))2 dz

z—pln2 __
< C)\(a:)/ er ANz)dz < C’e_%ﬂx, (4.31)

where the last inequality follows as in (4.29)).

Finally for the last term in (4.26]) we have by ([3.38))
o0

p)\(w)/ Az)dz < C)\(:L')/ e P*dz < Ce™ 7 (4.32)
z—pln2 z—pln2

Eventually, collecting (4.28)—(4.32), we conclude by (4.26]) that for x > 0
w(z)| < Ce 3P

Since the parameter 5 can be chosen such that %ﬂ > 1, by (4.25)) we conclude that A(z) ~ e~ *
as x — oo. This completes the proof of the theorem. O
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5. NONEXISTENCE OF SELF-SIMILAR SOLUTIONS WITH FAST DECAY

In this section we give the proof of Theorem [I.2] showing that, for b sufficiently close to 1,
does not have solutions with finite mass in the class of positive measures, except for the
Dirac delta at the origin. We henceforth assume that the kernel K satisfies assumptions ,
, and . We first give the precise definition of solution to the self-similar

equation

beglo) = [ [ E D yg0:) azay (5.1
z—y

in the sense of measures.

Definition 5.1 (Weak solution). We say that g € M™([0,00)) is a weak solution to (5.1) if
for every test function 6 € C([0, 00)) with compact support one has

- Ky, 2) z a x)dx z
b/[o,oo) xe(m)g(x)dx_/[om) 0oe) 2 9()g( )/y 0(x)dz dydz. (5.2)

For b > 1, let

Sp = {g € M*1([0,00)) : g is a weak solution to (6.1), /[0 )g(:r:) de=1,g9+# 50}

be the class of weak solutions to (5.1)) with unit mass which are not concentrated at the origin.
The proof of Theorem amounts to show that S, = () for all b sufficiently close to 1.

Remark 5.2. Equation ((5.2)) has the following scale invariance property: if g € M1 ([0, 00)) is
a weak solution to (|5.1)), then for every A > 0 the rescaled measure g, defined by

/[0’00) O(x)gx(x)dr = /[(),oo) 9(%)9@) dy for all 6 € C([0,00))

is also a weak solution of (5.1]), with f[o vo) IA (@) da = f[o o) 9(@) da.

Remark 5.3. A weak solution to (5.1) which is different from J§p cannot have a part concen-
trated at the origin: that is, for every g € S, one has

/{O}g(a:)d:c:O.

Indeed, assume by contradiction that g € Sy has the form g = mgdy + g for some mg € (0, 1)
and g € M*(]0,00)) with f{o} g =0. Then by (5.2)) we obtain that for every 6 € C.([0,00))

b /[O - z0(x)g(z) dz = mo /[O ,oo)g(z) /0 0(z) dz dz + my /[0 - y0(y)§(y) dy

Ky, z). . y+z
+ / W:2) 50)32) / 0(z) dedydz,
[0,00) J[0,00)  # y

which yields, assuming 6 > 0,

(b —myp) /[0700) 20(z)g(z)dz > mo/

[0,00

)g(z)/o O(x)dxdz.
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Choosing now 0(z) := (1—%5)x(0,5)(x) for 6 > 0, we easily obtain from the previous inequality
mo

(b— mo) /(0’5) () do > 0 /M 3(2) dz,

which is a contradiction if we choose ¢ small enough.

5.1. Decay of weak solutions. As a preliminary step for the proof of Theorem we
investigate here the decay properties of weak solutions to . We start by showing that, for
g in the class Sy, the mass of g in an interval of the form (z,00) decays like a power law x =7
as x — 00, where the exponent v can be chosen arbitrarily large, provided b is sufficiently
close to 1.

Lemma 5.4. Given any fized v > 0, there exist constants n, > 0, by, > 1 and C, > 0 such
that for every b € [1,b,], Ry > 0 and for every g € S, if

/ g(z)dx >1—mn, (5.3)
[0, Ro]

/[m) o)y < o, (20

Proof. In view of Remark in proving the lemma we can assume without loss of generality
that Ry = 1 Letb>1 and n > 0 to be chosen later, and let g € Sy satisfy (5.3)) with Ry = 1.
We set ¢(x f[x o0) y) dy, so that —¢’ = g as measures. We fix £ > 0 and let o=o0(e) >0

be such that

then for every x >0

|K(&,1)—1]<e if £ <o (5.4)
We also choose xg > % such that ﬁ <o.
By testing the equation ([5.2) with a function 6 € C¢(zg,o0), # > 0, we have using ([5.4))

_b/[w) xe(x)wf(a:)dxz/[o” dy/{xom de(%,l)g(y)g(z) /ywe(x) da
/M e Wk f)f o ()/yﬂe(x)dx
+1-9) /M a- /{xolm) oot | y+z0<x> da
“0af ] agee [ g
ca-a [ ] 4wl [ w)a

29[ [ 0@ty
r—1
+(1—-¢) /[:1:0, | dx /[0’1} Q(x)g(z)(i/)(:z —2z)— zp(x)) dz.

z
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1 . . . ..
Observe that z > Zo > < implies (x — 1) > z(1 —¢). By using also the monotonicity of ¢ and
(5.3) we then obtain

b/[0 | z0(x)Y () dz + (1 — ) /[0 d:c/01 ;9 2)(Y(z — 2) —p(z)) dz
(-5 -7 /[0 o) dr,

that is, the function v satisfies weakly in (z¢,00) the inequality

b (a) + (1 e)? /[0 1] 9 ((x — 2) —pla)) dz < —(1—)(1 — 1)

z x

In particular, by monotonicity of ¥ the second term is positive, hence

/ (1 =) —n) ¥(x)
() < —— .

in the weak sense in (zg,00); then by testing this inequality with functions approximating
X(z—zz) We obtain

P(x) <Pz —2) — (1- €)b(1 —n) wgf)z for all x > 9+ 1 and z € [0, 1]. (5.6)

Plugging (5.6)) into (5.5 and recalling (/5.3]) we have
1-e)1-n) , 1’1 —n)?*\¢()
o (
vie) < < b * b2 v
By iterating the previous argument, we obtain for every n € N

(L—e)* 11 —m)* p(x)

bk x

weakly in (zg + 1, 00).

n

Ui(x) < -

k=1

weakly in (zg + (n —1),00). (5.7)

Given v > 0, we can now choose ¢4 > 0, by > 1, n, > 0 and n, € N, depending only on v,
such that

Ty 1— 2k—1(1 _ k
Z ( 57) - ( 77’7) >y for every b € [1, b’Y]‘
k=1

Setting also x4 = zg + (n, — 1) (notice that also the point x, depends only on «), we then

have by (5.7))

¢/($) < _ryd}gp) weakly in (ﬂffyu OO) .

This yields for every 6 € Cc(z,00) with # >0

/ (m'yw(m))/ﬁ(x) dz <0,
(z+,00)

which implies 271 (z) < (z4)"(xy) < (x4)7 for every > x,. Since ¢(x) < 1, the inequality
YP(x) < (z4/)7 holds actually for every x > 0. Hence the conclusion of the lemma follows by
taking Cy = (z4)7. O

We have a corresponding dual property for the decay of the mass of ¢ in intervals close to
the origin.
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Lemma 5.5. Given any fized v < 1, there exist constants 7, > 0, l~)7 > 1 and 6’7 > 0 such
that for every b € [1,b,], Ry > 0 and for every g € Sy, if

/ g(x)dx > 1 -1,
(R(),OO)

/(o,x) gly)dy < 57<R%>7~

Proof. The proof is similar to the one of Lemma By Remark we assume Ry = 1
without loss of generality. We fix n > 0, b > 1 and € > 0, to be chosen later, and let o =
o(e) > 0 be such that |K(¢,1) - 1] < eif £ < 0. We also fix g < 0. Set ¢(z) := f[O@) g(y) dy,
and recall that by Remarkwe have ¢(0) = 0. By testing the equation with a function
0 € C.(]0,x)), 8 > 0, we have

y+z
b/ 20(z dx>/ dy/ de1)()()/ 6(z) du
[0,00) [0,z0) 1,00)
y+z
(1—¢) / dy/ dz g(y /
[0,20) [1,00]
—-9) [ [ b)) / 9(y) dy
[0,20) [1,00] [0,2)

> (1-e)(1—1) /[0 O de

then for every x > 0

Given v < 1, we can now choose €, > 0, 7, > 0 and 57 > 1 such that for b € [1, 57] we have

v < %}1_%). With this choice we hence obtain
Y (x) > VM weakly in (0, zg).
x

This yields for every 6 € C.((0,z0)) with 8 >0
/ (J:_Vlb(x))lﬁ(:):) dz >0,
(0,20)

which implies 277 (x) < x5 9 (z0) < x, ' for every & < zg. Since ¥(x) < 1, the inequality
¥(z) < (x/x0)” holds actually for every z > 0. Hence the conclusion of the lemma follows
recalling that the choice of zg depends only on v, and taking C,, = z 7. ]

Lemma and Lemma have some useful consequences: firstly, one obtains that the
a-moment of any measure g € S is finite (for b sufficiently close to 1), where « is as in
assumption ; in view of Remark we can hence normalize the solution in order to
have the a-moment of g equal to 1. Furthermore, we can show that ¢ is in fact absolutely
continuous with respect to the Lebesgue measure, with density in L'(0,00). This is the
content of the following proposition.

Proposition 5.6. Let a be as in assumption (1.16) and let

Sy = {gESb : g € LY(0,00), M, :—/

x%g(z)dx = 1} :
[0,00)
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There exists b > 1 such that, for every b € [1,b], if S # 0 then S # 0.

Proof. Fix vy > 1 and let 7, >0, by, > 1 and C,, > 0 be the constants given by Lemma [5.4}
For b € [1,b,,], if g € S, we have

/ g(x)dz > 1 -1,
[OzRO}

for some Ry > 0, since the mass of g is 1. Then by Lemma

v@= [ amarson ()"

X

for all x > 0. Such decay implies that the a-moment of g is finite: indeed

/ z%g(x)dx = a/ 2 l(z) dx
[0,00) [0,00)

< a/ 2* 1 dx + aC,, Ry / M dr < 0o (5.8)
[0,1] (1,00)

Similarly, by the same argument we also have
/ zg(z)dr < co. (5.9)
[0,00)

Next, fix y2 € (1 — «a,1) and let 7,, > 0, 572 > 1 and 572 > 0 be given by Lemmam For
be[l,by,], if g €S, we have

/ g(xz)dx > 1 -1,
[R(),OO)

for some Ry > 0, since the mass of g is 1 and no part of g is concentrated at the origin by
Remark Then by Lemma [5.5

~ T\
= < —
(@) / 9(y)dy < O, (Ro>
[0,2)
for all z > 0, which yields integrating by parts

glx) . _ P(x)
/[o,oo) o dr=(1-a) /[O,oo) o dz

<(-alury [

2—a—
0,1 L7777

1
x2—a

dx—l—(l—a)/ dr < . (5.10)

(1,00)

Let now b := min{b,,,b,,} > 1, and let g € S, for some b € [1,b]. In view of and
of Remark we can rescale g and obtain a measure (that for simplicity we still denote by
g) whose a-moment is equal to 1. Notice that the properties f are preserved by
the rescaling, as well as the mass of g. In order to conclude that this rescaled measure is an
element of S;', we need to prove that it is absolutely continuous with respect to the Lebesgue
measure, with density in L!(0, 00).
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Let p = é and let p/ = ]% be its conjugate exponent. We then have for every 6 €
C.([0,00)), using Holder’s inequality in the weak formulation (5.2)) of the equation,

K(y, z
b / 20()9(x) dz < 6], / W:2) ) ()g(z) dy dz
[0,00) [0,00) J[0,00) 7

yK(1,Z2)
— (6]l / / Y0 (2 dzdy
[0,00) J0y] #

a Y
ol [ [ e (L)) dzdy < 16l
[0,00) J(y,00) z

for some constant C' > 0, where the last estimate follows easily from the continuity of K and
from (5.8)—(5.10). This yields zg(z) € LP(0,00) and, in turn, g € L'(0, 00), as claimed.  [J

By Proposition the proof of Theorem amounts to show that S;* = ) for b suffi-
ciently close to 1. We conclude this preliminary subsection by stating two additional technical
lemmas, dealing with further decay properties of the elements of &;*, that will be needed in
the following.

Lemma 5.7. Let a be as in assumption (1.16). For every b € [1,b] and for every g € St one
has the estimates

/ g(z)dz < Cpa— @) / 2%g(2)dz < Cpz™2,
[x,00) [x,00)

/ zg(z)dz + / Atg(2)dz < C,,
[0,00) [0,00)

for a constant Cy, > 0 depending only on a.

Proof. Let v = a+ 2 and let 1, > 0, C;, > 0 and b, > 1 be given by Lemma[5.4] By taking
a smaller b if necessary, we can assume b < b,. If g € S for some b € [1,b], then we have, by
the fact that the a-moment of g is normalized to 1,

1 1
/ g(:r)dx—l—/ g(x)dz >1—- — z%g(r)de >1— = > 1 -1y
[0.Rol (Ro,00) RE J10,00) R

if Ry is sufficiently large (depending ultimately only on «)). By Lemma we then have

v
/ g9(z)dz < C, <110> = Cpz~(@+2)
[33700)

The estimates in the statement follow now easily from this bound. O

Lemma 5.8. Let g € S;' for some b € [1,b]. Then for every R > 0 one has

/(R )g(x)d:vg % (5.11)

Furthermore, for every D > 0 there exists a constant C(D) > 0, depending only on D, such
that

/ g(x)dx > C(D).
(D;00)
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Proof. For every R > 0 we have

1 1 1
g(x)dz < —- z%g(x)dz < —- z%g(x)dz = -,
/(R 00) R J(R 00) R J10,00) R

which is . We next prove the second claim by contradiction. Assume that for some
D > 0 there exist sequences {by}r C [1,b] and {gr}r C S, such that f(D,oo) gi(z)dz < £
Since the measures g satisfy uniformly the tightness condition , by the bound on the
mass we can extract a (not relabeled) subsequence such that by — b € [1,b] and

/ 0(z)gr(x)de — 0dp for every 0 € C([0,00)), 60 bounded,
[0,00) [0,00)

for some measure p € M7 ([0, 00)) with f[o o) A= 1.
The condition f[o 50) x%gr(x) dz = 1 excludes that p is concentrated at the origin: indeed,
by Lemma [5.7] we can find R > 0, independent of k, such that

/ 2%gr(z)de =1 - / 2% gp(x) do =
0.R] (R,00)

If o = dp, then by taking a nonnegative cut-off function § € C.([0, R+ 1)) with 6§ = 1 in [0, R]
we would get

l\.')\r—t

O:/ z%0(x)dp = lim xo‘Q(x)gk(a:)de/ x%gr(x)dz >
[0,00)

1
k—o0 [0,00) [0,R] 2’

which would be a contradiction. Hence u # dg. By passing to the limit as & — oo in the weak
formulation (j5.2)) of the equation solved by g, we hence obtain that u € Sp.
On the other hand, we have [ (D,00) du = 0, hence i has compact support. We claim that

this is not possible, as p is a weak solution to (5.1)). To see this, let M := max{x : = €
supp i}, and fix € > 0 such that u([M — e, M]) > 0. By taking a nonnegative test function
6 € C.(]0,00)) with suppfd Nsuppp =0, § =1 in [M + &,2M], we have by (/5.2))

z yt+z
_ / K@ 2) [ 0@ asdut) anca
0,00) J/[0,00) y

z

/M .M /M o.M /y+’z9( ) dz du(y) dp(z)

2M — 28
> ko / / / 2) dz dp(y) du(z)
M—e,M] J[M—e,M] J M+e

> ko(M — 3¢) (u([M — e, M)))* > 0,

which is a contradiction. O

5.2. The duality argument. The core of the contradiction argument leading to Theorem|[I.2]
relies on the observation that, if ¢ is a weak solution to (5.1]) in the sense of Definition
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then for every 7' > 0 and for every test function ¢ € C([0,00) x [0,7T]) we have

/[Om)g(x)w(x,T)dx— / 9(2)p(z,0)dz

[0,00)

T T
- / / Orp(z,t)g(x) dedt — b/ / x0po(x,t)g(z) de dt
0 J[0,00) 0 J[0,00)

! K(y,2) -
+/0 /[o,oo) o) 2 9W)g(2)[e(y + 2z, t) — p(y,t)] dydzdt =0.  (5.12)

By choosing ¢ as a subsolution to the adjoint equation

Ly(p(z,t)) := Op(x,t)+bxdzp(x,t)— o) K(z’z)g(z) [(p(az—i—z, t)—go(x,t)} dz =0, (5.13)
then
/ oz, T)g(x)de < / o(x,0)g(z) dz . (5.14)
[0,00) [0,00)

In the following lemma we construct an explicit subsolution ¢ for the operator L, for
which holds with an additional remainder on the right-hand side, which can be made
uniformly small for b close to 1. At the initial time, the function ¢(z,0) is going to be
identically equal to one in regions far away from the origin, that is for x € (R, 00), so that
the right-hand side of tends to 0 as Ry — oo and b — 1.

On the other hand, as explained in the Introduction, the main effect of the adjoint equation
is to transport the mass towards the origin: we show that after some positive time T
the function ¢(z,T") becomes uniformly positive in regions of order one, so that the left-hand
side of is bounded from below (up to a uniform constant) by the integral of g itself in
an interval of the form (D, c0), for some uniform constant D. Actually, we cannot reach a
region (D, o00), with D independent of Ry, in a single step: we instead perform an iteration
argument with a sequence of subsolutions, taking at each step an initial datum close to the
subsolution of the previous step at the final time T’; by this procedure, in a finite number of
step we eventually arrive in a region of order one.

Lemma 5.9. There exist constants D > 0 and M > 0, depending only on the kernel K, with
the following property. Let b € (1,b), where b is given by PToposition and let g € §;'. For
every Ry > D one has

/ o(z)dz < M o(z) dz + (b — Dw(Ry),
(D,OO) (R0,00)

where w(Ry) is a constant depending only on Ry and on the kernel K.

Proof. Fix any g € &' for b € (1, b). We start by constructing a suitable subsolution for the
operator £ corresponding to this g, defined in .

Fix a positive constant A > 0, to be chosen later. For a given R > A, let @(x,t) be the
solution to

{@@ el (5.15)

95('%'70) = 900(}%) )
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where the initial profile ¢ is defined by @o(x) := (1 — %)Jr, (1)t denoting the positive part.
Here a € (0,1) and By > 0 are the constants appearing in assumption ([1.16]). Notice that the

characteristics of ((5.15)) are the curves

1 By
t: — o Tt) e .= 1
x(t; 2) (2 ) ) 5 (5.16)
so that the function ¢ is explicitly given by
t 1
oz, t) = Lpo(z(g )) , z(x,t) = (xa + Ft)“ ) (5.17)
We finally let 7' = T'(R, A) be the time such that z(T"; R) = A, which is given by
R™ — A“
T=—"F7. 1
= (5.18)

We now divide the rest of the proof into three steps.

Step 1: werification that @ is a subsolution for L£1. We claim that, if A is sufficiently large
(depending only on the kernel K), then for every R > A the function ¢ defined in
satisfies
Li(p(x,t)) <0  forallte|0,T] and z € [0,00)\{z(t; R)}, (5.19)

where the time T is defined by (5.18).

It is clearly sufficient to check for > x(t; R). By assumption we can find
0 > 0 such that K(1,&) > 1+ %ﬁoﬁo‘ for all £ € [0,0]. We then have, using the homogeneity
of K and the monotonicity of ¢ with respect to x,

K(,y) o ) N 7
0.00) Y 9(y) [90($ +y,t) — @(x, t)] dy > /[O,(Sz] K(l, E) Qg(y) [gp(x +y,t) — @z, t)] dy
9w . 3. 1-a 9(y) [ _
>z /[O?M] e [p(x +y,t) — @(z,1)] dy + b0z /[O,M] o [p(z +y,t) — @z, )] dy

> xf?x@(%t)/

3 —an = a
g(y)dy + Zﬁoxl 8x90($,t)/ y“g(y)dy
[0,0z]

[0,0z]
3 —« @ -
(o) weans e [ aan) s ol
[0,6z] [0,6z] €[z, x4+

By using this estimate and (5.15]), and recalling that both the mass and the a-moment of g
are normalized to 1, we have for every = > z(t; R)

_ Bo 1—an - _ K(x, B _
Cupte 1) = o0 vavnp = [ EEg0) oo+ u.0) - ol o)
50 1—a — — 3 11— — o
< ——2 0,0 + 20, 9(y)dy + —Boz" "0, y*g(y)dy
4 (82,00) 4 (82,00)

3 —a a -
o wmas faete [ yregan) s el
[0,0z] [0,0z] E€(z,x+dx]

Using Lemma [5.7] we easily obtain

L1(p(a,1)) < —%xl‘“f)‘m + 020,54 Cla+ ™) s 100p(6 1)
€|z, x+0x
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for a constant C' depending only on «, By and ¢. Notice now that = > z(t; R) > A for
t € [0,T], hence by choosing A large enough (also depending only on «, 5y and §) we deduce

Lr(@(a,t) < — 0100, (e )+ o sup  |0%,5(¢.0)
8 €[z, x40z

< _%xlfaax@(x, t) + Ca|02,¢(x, 1),

where the last inequality follows straightforwardly from the explicit expression of ¢ (possibly
taking a larger constant C, depending on the same parameters). By (5.17) it follows

_ /8 — z ‘T; z C z
L1, 1)) < —m (7000 + T (G002 + b (FNORee] =~ + 1o+ 1,

8R
(5.20)

where z = z(z,t) is defined in (5.17). We now use the explicit expressions of ¢y, ¢f and
2\ -«
Opz = (—) , 02.2=(1-a) (aco‘_lz_o‘amz - xo‘_Qzl_o‘>
x

to show that the right-hand side of (5.20)) is negative. Indeed, it is straightforward to check
that

12 2 1 — C.TQail C C
— o— o — < <
Lo S e S = S pia
and similarly
=Cz® < Czx=® @ < .
A 8 z v 2o gl-a = Al-«a

By plugging these estimates in it follows that for A large enough

L1(p(z,t)) < —% = fg 1=20,p(x,t) <0
for all ¢ € [0,T] and = > z(t; R). Notice in particular that, as C' depends only on «, 5y and
4, the constant A depends ultimately only on the kernel K. Hence the claim is proved.
We remark that the previous argument strongly relies on the assumption that Sy > 0.

Since ¢ is a subsolution for the operator £1, by using it as test function in (5.12) (notice
that this is possible even if 9, is discontinuous at one point, since g € L) we conclude that

T
/[0700) o(x, T)g(x) d$</[0700) o(xz,0)g(x) dx—i—(b—l)/o /[0700) 20, p(x,t)g(x)dedt. (5.21)

Step 2: iteration argument. We fix two decreasing sequences (6,)n, (€n)n of positive real
numbers with the properties

lim 4, = lim ¢, =0, >

n—00 n—00 6n_1

o
Hl—sk =q>0, (5.22)

l\')\}—t

with 69 = 1, where ¢ is a uniform constant. Let Ry > 2TA, where A is the constant
determined in the previous step, and Ry := 0 Rg. We select i as the first integer such that

R; < P A; notice that by the second condition in ((5.22]) we have
Ry >Ry >2+A forallk=0,1,...,7. (5.23)
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We then consider the functions

z(x,t _
oz, t) = g00< (Rk)>’ k=0,1,...7, (5.24)

where z(x,t) is the map defined in (5.17). Each function ¢y is the solution to (5.15)) with
initial datum cpo(Rik). By the first step of the proof, and in particular by (5.21]), we hence
obtain that for every k =0,...,n

T
/[ Pula Tgla)da < /[ Pl O)g(e) a4 (0 1) / /[ hpule Do) e,
0,00 0,00 0 0,00

(5.25)
where T}, is defined by (5.18)) (with R replaced by Rj). We now claim that the two sequences
(0n)ns (€n)n can be chosen such that

(1 —er)pr(z,0) < @r—1(2, T—1) (5.26)

for all Kk = 1,...,7. Assuming momentarily that the claim is proved, by combining (5.25))
and (5.26) and iterating we get

e €T ; 50 (2 2)dz
R Y

n

1 Ti_1 ~
+(b— 1)21%/0 /Ooo 20 Pr—1(x, t)g(z) dx dt

1 b—1 Tie—1
S/ g(z dx—i—Z/ / 20y Pr—1(z,t)g(x)dedt, (5.27)
4 J(Ry,00) 0,00)

where the last inequality follows from (5.22) and from @o(z,0) = @o(7) < X(Rg,00)(2). To
estimate the last term in (5.27)), we observe that the partial derivative 0y@i—1(z,t) vanishes
for © < x(t; Rk—1), while for > x(t; Rx—1) > A we have

a—1 a—1

Rk_ll'
(ze +Tt)a" — Alte
Hence the last term in (5.27)) can be bounded by

b-1 e ) dd<b71ﬁRT “g(z)d
Z - l’xSOk 1(z,t)g(x) dz t_qAHa; k—1Tk—1 [0700)95 g(z)dx

n

b—1 R1+a
< O D 7 Sy,

1+«
ql'A —

Rk_lx

8x@k_1($, t) -

where in the second inequality we used the fact that the a-moment of g is normalized to 1,
and the definition of T} given by (5.18]). Going back to (5.27) we obtain

. L < ! by o (D= DR a 5 \ita
000) @i (z,0)9(x) TS " 00)9(@ x+w2( k—1) . (5.28)

k=1
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On the left-hand side, we have ¢ (z,0) = (po(Riﬁ) > % if & > 22%114, since Ry < 2% A by
the choice of n. Hence by ([5.28) we finally deduce that

1 1 b— DR .
2/(22a+1 glz)dz < - /(RO oo)g(ﬂr) dz + (qu)lﬁl > Ge)tre

a A,00) q 1

The conclusion follows by choosing D = 2% A M = =2 and w(Ry) = QFIZHQ S ()t

(notice in particular that the choice of 7 depends only on Ry, A and «, so that w(Ry) depends
only on Ry and the properties of the kernel, as claimed).

Step 3: proof of claim (5.26]). We are then left with the proof that we can find two sequences
(0 )k, (k) such that (5.22)) and (5.26) are simultaneously satisfied. Recalling (5.24) we
rewrite (5.26)) as

1- ek)(l - 5kfo>+ < (1 - my . (5.29)

Using the definition (5.17)) of z(x,t) and passing to the variable y := ﬁ we see that ([5.29))
is equivalent to

o T 1 *
(1-e) (1 - ) < <1 - > , (5.30)
1y (v + B0)*
where Ay = (6:7;% = 1 — (5 )< by 5.18). It is obviously sufficient to check the
inequality (/5.30) - for y > Sk Recalhng , it is easy to see that for y > 6)‘:—: also the
right-hand side of (5.30) is strlctly positive, so that we are left with the proof of the inequality
1 0r(1 —
. k(1 —er) e <0
(ya + Ak)a 5k—1y
for y > 57, Observing also that Ay > 1 5 by -, it is sufficient to check that
1 Or(l — e,
frly) == _ 9 ) _ £ <0. (5.31)

(y™ + %)é Ok—1Y

By computing the derivative, one finds that the maximum of f; is the value

- 1 1ta Ok sy
fo =21 —ap) " —ex, ak:(a (1_51"’)) o
k—1
1
We then choose the two sequences J = I%i—l’ €k 1= (kfﬁ’ which clearly satisfy the condi-
tions in ([5.22)). It can be proved that with this choice the inequality
0
(1—ep)® > —
Ok—1

holds for every k& > 1; in turn, we obtain a; > 1 — m, which implies that f, < 0 for every
k > 1, which is what we had to prove. This completes the proof of the claim (5.26)) and, in
turn, of the lemma. O

We are now in position to conclude the proof of Theorem
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Proof of Theorem [I.2. Assume that there exists a solution g € S for some b € (1,b), where
b is given by Proposition E Let D > 0 be the constant given by Lemma n 5.9; then by the
same lemma we have for every Ry > D

c(D) < / g(e)de < M g(2)dz + (b — Dw(Ro) < 2 1 (b— Dw(Ro).,
(D,0) (Ro,00) R

where we used Lemma [5.8]in the first and in the last inequalities. We obtain a contradiction
by taking Ry large enough and, consequently, b sufficiently close to 1; this yields S = () and
in turn, by Proposition also Sy = 0, which concludes the proof of the theorem. ]
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