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Abstract

The field of organic photovoltaics has witnessed a steady growth in the last decades and a recent 

renewal with the blossom of single-material organic solar cells (SMOSCs). However, due to 

the intrinsic complexity of these devices (both in terms of their size and of the condensed phases 

involved), computational approaches enabling to accurately predict their geometrical and 

electronic structure and to link their microscopic properties to the observed macroscopic 

behaviour are still lacking. 

In this work, we have focused on the rationalization of transport dynamics and we have setup a 

computational approach that makes a combined use of classical simulations and Density 

Functional Theory with the aim of disclosing the most relevant electronic and structural features 

of dyads used for SMOSC applications. As prototype dyad we have considered a molecule that 

consists in a dithiafulvalene-functionalized diketopyrrolopyrrole (DPP), acting as electron 

donor, covalently linked to a fulleropyrrolidine (Ful), the electron acceptor.  

Our results, beside a quantitative agreement with experiments, show that the overall observed 

mobilities results from the competing packing mechanisms of the constituting units within the 

dyad both in the case of crystalline and amorphous phases. As a consequence, not all stable 

polymorphs have the same efficiency in transporting holes or electrons which often results in a 

highly directional carrier transport that is not, in general, a desirable feature for polycrystalline 

thin-films. The present work, linking microscopic packing to observed transport, thus opens the 

route for the in-silico design of new dyads with enhanced and controlled structural and 

electronic features.
1)Chimie ParisTech; 2) Universityof Trento; 3) INFN-TIFPA; 4) University of Bari; 5) IUF
*) corresponding authors: carlo.adamo@chimieparistech.psl.eu; gianluca.lattanzi@unitn.it
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1. Introduction

The field of organic photovoltaics has been steadily growing for the past two decades. A wide 

and concerted research effort has been successful in improving the efficiency of organic solar 

cells so as to reach commercially viable values, even if their efficiency still lags behind the 

conventional inorganic technologies1. This research area remains nonetheless extremely 

appealing thanks to the versatile chemistry of organic compounds that promises virtually 

unlimited possibility for fine-tuning and purpose-driven design. 

However, these benefits come hand in hand with intrinsic difficulties. The physics of organic 

solar cells is more complex and less understood compared to that of their inorganic counterpart2-

4. The persistence of gaps in our understanding is partly due to the vast chemical space that 

these compounds occupy which results in a variety of possible behaviours that need to be traced 

back to more general principles. The coming maturity of the field is signalled by the increasing 

necessity to rationalise the wealth of experimental data already collected into a theoretical 

framework capable of directing the investigation and synthesis of novel materials through a list 

of design principles5–9. Indeed, theoretical approaches are becoming increasingly widespread 

as tools to guide the search for new molecules10-15, the majority of which, however, are still 

being discovered and tested experimentally16. 

The need for a deep theoretical understanding aimed at establishing a series of sound design 

principles is even more pressing for the class of materials employed in the so-called single-

material organic solar cells (SMOSCs). The domain of SMOSCs has recently seen a boost due 

to the ability of these materials to circumvent the disadvantages of the more established donor-

acceptor bulk heterojunction architecture17-19, such as thermodynamic instability20,21 and the 

recent identification of molecules with higher conversion efficiencies22–32. The treatment of 

these systems brings an additional layer of complexity both in terms of the physical process 

involved and their molecular size. Indeed, their size is often too large to allow the application 

of the quantum chemical methods needed to accurately predict the relevant properties33 and 

forces treatments based on less accurate semi-empirical methods34,35.

In this regard we present here a computational study of one of these materials employed in a 

SMOSC active layers that has been shown experimentally to have a remarkable performance22. 

For this system, a full characterisation is difficult and leaves the interpretation of the 

mechanisms underlying its efficiency unsatisfactory. This makes it an ideal test-case to prove 

the value and efficacy of theoretical methods aimed at complementing and directing the 

experimental work. 
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The molecule belongs to a particular class of materials employed in SMOSCs called dyads36,37. 

A dyad is a system combining an electron donor with an acceptor group by covalently linking 

them in a single molecular architecture, thus realising a molecular heterojunction38. In the 

majority of cases, dyads employed in organic photovoltaics are obtained via the covalent 

bonding of a fullerene (C60), playing the role of acceptor, with a π-conjugated monodisperse 

oligomer, acting as donor39. The dyad we focus on consists in a dithiafulvalene-functionalized 

diketopyrrolopyrrole (DPP) acting as donor and a [60]-fulleropyrrolidine (Ful) as acceptor (see 

Figure 1). Experimentally22, the two moieties were selected on the basis of reported 

performances of the separated molecules in the literature rather than through the application of 

more rigorous purpose-oriented design rules. 

In dyads the first step of light-to-energy conversion common to organic active materials, i.e. 

the dissociation of the exciton into separate charge carriers, is achieved on the molecule 

itself16,32. However, differently from inorganic semiconductors, in dyads the mechanism is 

more complex and nuanced, involving a series of intermediate steps and transitions that 

influence the overall performance4. Following charge separation, charges move in the active 

layer towards the electrodes: the efficiency of this transport is fundamental in determining the 

performance of the solar cell40,41. In this work, we will focus on transport dynamics with the 

aim of pointing out the electronic and structural features of the dyads that are most relevant to 

enhance solar cell efficiencies.  It is worth to notice that, at the best of our knowledge, this is 

the first time that this kind of theoretical study has been carried out on dyads for SMOSC 

applications.

 

2. Computational details 

The modelling of DPP-Ful dyad poses specific challenges due to its nature of ambipolar 

conductor. Carriers of both signs can be transported independently over morphologies whose 

microscopic details are not entirely known22. From a theoretical point of view this requires the 

prediction of both ordered and disordered morphologies and to simulate transport in both cases. 

The first mandatory steps consist in the gas-phase calculations on the isolated molecule. These 

calculations were performed at density functional theory (DFT) level applying the B3LYP 

functional in conjunction with the triple- Pople’s basis set (6-311G(d,p) )48,49. Dispersion 

interactions were accounted for through the Grimme’s empirical potential (D3)50. All 

optimisations, including those carried out to compute reorganisation energy λ for both anionic 

and cationic states, were performed at the same level of theory via the Gaussian09 package51. 
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Ordered morphologies were obtained following the approach adopted in reference 52. We 

sampled the thermodynamically most relevant crystal structures, i.e. crystal morphologies with 

a non-trivial probability of being occupied at experimental conditions, via the polymorph 

predictor module of Materials Studio53. The prediction of crystal structures is carried out by 

arranging the packing motifs within a given space group and then by simultaneously optimizing 

the molecular packing inside the cell and the unit cell parameters.  These steps were carried out 

using the Dreiding force field54, largely used for molecular crystal prediction10, 52. We limit our 

search to the most probable space groups reported for similar organic compounds i.e. P212121, 

P21/c, P , P21, C2/c and Pna21
55. A number of independent searches have been performed until 1

no new low-energy structures, significantly different from those already obtained, are found. 

The resulting structures are then clustered and ranked according to their energy and density and 

those with the highest rank are selected. This ranking is then refined according to the results of 

full DFT geometry optimizations of the unit cells and the atomic positions performed including 

periodic boundary conditions (PBC) using the CRYSTAL17 code56. In this case, the same 

exchange correlation functional (B3LYP-D3) is used together with an optimised basis set, 

tailored to organic crystals, available in the SI.

Amorphous configurations are  extracted following the same computational procedure 

proposed in reference 52. We obtain the disordered configurations for a system of 500 

molecules by taking 150 uncorrelated snapshots from a molecular dynamics (MD) trajectory. 

The initial conditions are chosen as to accurately reproduce the disordered phase. DPP-Ful 

molecules are initially placed at random positions in a cubic cell 270 Å wide. This configuration 

is evolved through a simulation in the NPT ensemble at high temperature T=800 K and P=1 

atm until the volume of the cell reaches convergence. Another NPT simulation is then 

performed at lower temperature, T=300 K. The system is further evolved through a third NPT 

simulation that produces the trajectory from which configurations are extracted. All simulations 

are terminated at convergence of the volume. The final trajectory is 30 ns long. Simulations 

were carried out via the NAMD2.12 package57 with CGenFF parameters58,59. Van der Waals 

cut-off is set at 12 Å and electrostatic interactions are treated according to the particle mesh 

Ewald method. 

Charge dynamics is simulated, for both crystalline and amorphous phases, using the non-

adiabatic high-temperature limit of semiclassical Marcus charge transfer theory42. The 

approximation is justified by the fact that charge carriers in organic materials are mostly 

localised on single molecules that weakly interact with their neighbours40,41. The formula for 

the evaluation of the rate constants reads:
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The two main parameters in equation 1, encoding microscopic information, are the 

reorganisation energy λ, a molecular level property evaluating the energy cost of exchanging a 

charge carrier, and the transfer integral Jab, that, computed for each pair of exchanging 

molecules, quantifies the propensity of the carrier to be transferred mediated by the interaction 

Hamiltonian of the pair. 

We note that reorganisation energy in our calculations neglects the contribution due to the 

change in polarisation of the surrounding environment before and after the exchange and only 

accounts for intramolecular geometry reorganisation, according to: 

where the subscripts indicate molecular state (c or n, charged or neutral) and molecular 

geometry (C or N, charged optimised or neutral optimised).  For sake of coherence, the same 

DFT approach, B3LYP-D3, has been used for the calculations of reorganization energies. Our 

previous experience52,60,61 showed that mobilities computed the B3LYP level are in (very) good 

agreement with the experiments, even if, generally speaking, theirs values could be affected by 

the choice of the DFT approach62.

Transfer integrals are computed treating the molecular pair as an isolated dimer under the 

assumption that its orbitals arise from the interaction of monomer frontier orbitals – HOMO for 

hole transport and LUMO for electron transport – φi
H/L and φj 

H/L 63:  

This approximation is justified by the small coupling, between monomers in the pair34. All the 

orbitals needed to estimate the electronic coupling are obtained through the semi–empirical 

ZINDO method35, which has been proven to provide accurate enough estimates31,32,51.

Rates are evaluated for all pairs specified in this list. The final step to estimate mobility is to 

perform kinetic Monte Carlo simulations using the computed rate constants. The mobility is 

given by the ratio of〈v〉, the average velocity in the direction of the electric field E and the 

magnitude of the latter. 

Owing to the fact that the molecule carries both a DPP electron donor moiety and a fullerene 

electron acceptor group and that the two act as separate transport channels, the two distinct 

conducting moieties were defined in order to simulate the charge-separated (CS) state. The 
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separation of the two moieties is performed accordingly to the localisation of the HOMO and 

LUMO orbitals (see Figure 2). The separation is carried out by cutting the bond between the 

pyrrolidine in the fullerene moiety and the proximal thiophene ring, as sketched in Figure 1. 

The bonds at the cut are saturated with hydrogen atoms and the computational procedure to 

simulate transport is applied to the morphologies of the separated moieties. 

3. Results and discussion

The most widely applied theoretical framework to describe dynamics in such systems is Marcus 

theory40–42. An approach based on the non-adiabatic high-temperature limit of this theory is 

well justified since the working conditions and components, i.e. high temperature (300 K) and 

highly localised charge carriers, largely fit into the range of validity of the theory. The 

convenience of Marcus theory lies in its ability to describe dynamics in molecular solids as a 

set of charge transfer reactions with associated rates. Rates depend critically on  two parameters 

(see Eq.1) associated with molecular electronic properties and, more importantly, to bulk 

structural properties (i.e. crystal structure packing). Their prediction is essential in giving an 

informed estimate of charge transport performance. 

Bulk properties are linked to solid phase morphologies that are the result of the self-organisation 

of large numbers of molecules. The prediction of solid phase packings, either crystalline or 

amorphous, remains to this day a challenging task47. This is especially true for relatively large 

organic compounds like dyads that might exhibit polymorphism43,44. The reason lies in the 

heavy computational cost of an accurate treatment of intermolecular interactions that require a 

high-level description of the electronic structure that includes dispersion forces, a key driver 

for aggregation in molecular solids43,45. In order to overcome this issue, crystal packings are 

guessed via a less-demanding computational procedure, that employs a classical force field 

coupled with a Monte Carlo sampling46. The output is a set of the most thermodynamic viable 

crystal polymorphs whose ranking is refined through higher level calculations. The procedure 

still overlooks other contributions to the ranking that might change it significantly47 however, 

the comparison between properties evaluated for these packings and the available experimental 

data may lead to the reliable identification of the molecular packing responsible for the reported 

performance. This is of course extremely relevant since it provides direct knowledge of 

microscopic details that either boost or inhibit transport efficiency of charge carriers. Moreover, 

the availability of crystal morphologies not directly accessible in the experiments due to their 

unfavourable thermodynamic rank allows a direct comparison between them. Starting from this, 
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a more general picture can be drawn, thus paving the road towards a set of synthetic principles 

to be followed in the design of dyads with enhanced performance. 

3.1 Isolated molecules and crystalline polymorph

A first step has been the characterisation of molecular properties relevant to charge transfer in 

gas-phase. Previous works22 have largely stressed how, in dyads, properties of the isolated 

donor and acceptor moieties should be retained in order to ensure an optimal transport of the 

charge carriers, meaning that they should remain sufficiently decoupled in terms of their 

respective electronic structure. A qualitative indication of this decoupling is given by the 

localisation of the frontier orbitals of the molecule reported in Figure 2, whose energies are 

reported in Table S1.  The strong localisation of frontier orbitals in different parts of the 

molecule is clear evidence that the moieties are kept largely independent and can efficiently 

produce a charge-separated state48. Indeed, the HOMO is highly localised on the donor moiety, 

DPP, while the probability amplitude of the LUMO is markedly centred on the Ful moiety. This 

effect can be traced back to structural features of the dyad. In particular, the possibility of weak 

interactions of the fullerene with the closest aliphatic chain reduces the planarity of the 

thiophene rings linking the fullerene moiety to the diketopyrrolopyrrole group. As a 

consequence, the π-conjugation is constrained to the remaining part of the donor moiety, 

producing a certain degree of insulation between the two parts, as can be seen in Figure 2. This 

effect is further modulated by the interactions proper to each polymorph packing where it is 

generally amplified.

Starting from the gas-phase data, reorganisation energies were also estimated according to 

equation 2. The ambipolar character of the molecule implies that both anionic and cationic 

states should be investigated. Despite the moieties being virtually independent in terms of 

transport after charge separation, we consider the response of the whole molecular structure to 

the presence of a charge carrier.  Computed values for the hole (λ(h) = 361 meV) are compatible 

with those reported for other diketopyrrolopyrrole derivatives, λ(h)~ 300-400 meV64,65. At the 

same time, the energy cost for the exchange of an electron (λ(e) = 212 meV) is close to the 

reported reorganisation energies for similar fullerene derivatives, λ(e)~130-150 meV for 

PCBM66.  This agreement is another strong indication of the efficient decoupling of the two 

moieties in the dyad.

As already mentioned in the introduction, polymorphs can exhibit dramatically different 

transport properties. Thin-films employed as active layers usually have a pronounced 

polycrystalline character, so that it could be expected that different crystal domains, with 
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distinct orientations and possibly packing, will coexist with less ordered regions67. In order to 

provide a reasonable description of the structures present in DPP-Ful thin-films we predicted 

and analysed the 5 lowest energy crystal packings obtained following the procedure described 

in the computational details. 

In Table 1 we report the unit cell data for the crystal structures identified after full geometry 

optimization at the DFT level following a preliminary optimization using an empirical force 

field. Structural parameters for these latter are reported in Table S2, while their structures are 

reported in Figure S1-S5. The structures belong to the P2 1 2 1 2 1  symmetry group (structure 0 

-i.e. the most stable-, 1, 3, 4) and Pna2 1 (structure 2).  At this level, all the extracted 

polymorphs are within a range of about 20 kcal/mol from the most stable structure taken as 

reference. It is interesting to notice that when moving from empirical to DFT calculations a 

significant change of the ranking is observed, with variations affecting both the energies values 

and the relative stabilities. It is nonetheless reassuring, that the two most stable polymorphs are 

still the same according to both approaches, even if their structural parameters are significantly 

changed (see Table 1 and Table S3).  Since we expect the DFT structures to be more accurate 

than those obtained via the molecular mechanics approach, only the former will be discussed 

in detail.

The DFT energy differences between the polymorphs considered are rather pronounced. Based 

on these values in fact, the probability to populate any of the structures beyond polymorph 1 is 

absolutely negligible. Nonetheless, one has to consider that in actual thin-films several 

polymorphs could co-exist due to the experimental conditions of preparation which could 

favour the nucleation of a particular structure over another and achieve stability thanks to large 

kinetic barriers. At the same time, an incertitude of about 3 kcal/mol in the stabilities should be 

expected68,69. As a consequence, all these polymorphs will be discussed in some details, starting 

from their structural features. 

Given the character of ambipolar conductor of the molecule, the most desirable packing should 

arise from a balance between donor and acceptor competing arrangements, both considerably 

impacting the magnitude of carrier mobilities. The main factor affecting these latter is the value 

of transfer integrals, Jij, which depends on the orbital overlap between the two moieties involved 

in the charge transfer. The relative distance between exchanging moieties, dij, is the most natural 

index in term of structure, but other, more complex, geometrical features emerge, among these 

the angle between conjugation planes in donor moieties and their relative shift.

A detailed analysis of the polymorphs obtained can give more precise examples of these 

geometric features in the particular case of DPP-Ful, but results can easily be generalised since 
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many characteristics are common to other dyads and, more in general, to organic photovoltaic 

materials.

The optimized structure of the most stable polymorph (0), belonging to the orthorhombic 

P212121 space group, features four dyad molecules in the asymmetric unit. In the supercell these 

molecules are arranged according to a double herringbone in the ac-plane of the crystal, as 

shown in Figure 3. These two herringbones are identical but have opposite orientation, i.e. along 

the positive and negative directions of crystal axis a. The minimum approach distance for donor 

moiety dimers is dij = 3.4 Å and it is achieved for consecutive molecules belonging to the same 

herringbone (Figure 3 lower-left). Layers are then stacked along b, where fullerenes form 

columns acting as conducting channels for electrons. The distance between fullerenes pairs in 

consecutive stacking planes is of 3.1 Å (10.3 Å centre-to-centre). The closest contacts are 

achieved in the stacking direction for fullerenes, as well as in the orthogonal plane (bc) for DPP 

molecules. The optimized structure of this polymorph is also the one showing, among those 

investigated, the best agreement with the limited structural data available. In particular, a 

comparison with the X-ray diffractogram reported in ref. 22 shows that many of the peaks are 

in reasonable agreement with the simulated XRD pattern for crystal structure 0, as shown in 

Figure S6. We also remark that the most stable polymorph is not the one with the highest density 

(see Table 1) suggesting dispersion-driven interactions  between  DPP-moieties are  able to 

confer a higher stability and that these moieties play a key role in stabilising the packing from 

a thermodynamic point of view.

The optimized motif of the next most-stable packing,  polymorph 1, features a structure in 

which fullerenes are distributed in a regular lattice in the bc-plane, with the space in between 

occupied by a close-knitted donor moiety matrix (Figure 4, right). Similar planes are then 

stacked in the a direction where the closest approach between fullerenes belonging to stacked 

planes is achieved with a distance of dij= 2.9 Å allowing rather large values of Jij. The donor 

structure across the planes is composed of a network of DPP moieties with their backbones 

arranged almost perpendicularly so that no π-π stacking is observed for DPP moieties in close 

proximity (see figure 4, left). The packing is rather efficient and confers to the polymorph a 

density of 1.443 g/cm3. The closest approach distance between DPP pairs is rather large, dij = 

4.9 Å, and does not allow efficient transport of holes within the bc-plane nor along a.  

Crystal motif of polymorph 2, presents one of the most efficient packings in the set. In the a 

direction fullerene moieties are arranged again in separated columns that constitute the 

backbone of two repeated herringbone structures in the ab-plane (Figure 5, right). The 

minimum distance between a pair of DPP moieties is realised between molecules belonging to 
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neighbouring herringbone structures along c, with a minimum distance dij of 3.45 Å. The 

approximate conjugation planes of the pair at the point of closest approach are almost parallel 

and consequently the orbital overlap is large. DPP pairs in the other directions have reduced 

contact due to the hindrance of lateral aliphatic chains that keeps them distanced. Fullerene 

moieties in the backbone of the herringbone structures and stacked along a also have a 

minimum approach distance dij of 3.2 Å.

In polymorph 3 we have again a motif composed by two herringbone structures, evident in the 

bc-plane that are then stacked along crystal axis a. In this case the two rows of molecules 

making up each distinct herringbone structures are more intertwined (see Figure 6) with respect 

to other similar structures in the other polymorphs. In this configuration fullerenes are packed 

close to another fullerene belonging to a neighboring herringbone structure. These pairs are 

then stacked along a where we have again column-like stacking. All elements in the column 

reach a minimum distance of 3.4 Å, ensuring rather large values for transfer integrals. The fact 

that rows belonging to the same herringbone motif are very intertwined in the bc-plane means 

that donor moieties remain more distant to accommodate for the fullerenes so that DPP moieties 

cannot reach efficient packing. Minimum distance in the bc-plane is around 4.3 Å and the 

approach configuration is edge-on, detrimental to transfer efficiency. In the stacking direction 

a, the hindrance of the aliphatic chains brings the minimum approach distance at over 9 Å, 

making transport along this direction completely inefficient.

The structure of  polymorph 4, is characterised by two herringbone motifs wedged into each 

other in the bc-plane and then stacked along a, as shown in Figure 7. In this herringbone 

structure the closest approach for DPP moieties is realised between elements of different 

herringbone motifs (Figure 7). The minimum distance is dij = 3.5 Å but the approach is edge-

on, i.e. the approximate conjugation planes of the DPP backbones are almost perpendicular to 

each other.  This arrangement lowers considerably the orbital overlap. The stacking along a of 

the motif in the bc-plane results in the formation of fullerene columns or channels similar to 

what already observed for polymorph 1, see Figure 4. The minimum approach distance for 

acceptor moieties in this direction is 3.0 Å, a value small enough to allow large rates of electron 

transfer between fullerenes. 

Polymorphs 2 and 3 boast the largest densities in the set with 1.454 and 1.463 g/cm3 respectively.

As mentioned, the analysis of the localized structures provides valuable insight about the main 

features boosting or hampering transport at supramolecular level and relating packing to 

transport efficiency through the assessment of carrier mobilities will help identify and possibly 

generalise the main mechanisms at play. Results obtained for the theoretical mobilities for all 
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DFT structures are reported in Tables 2 and 3. Data computed using the optimized molecular 

mechanics structures are reported in Tables S4 and S5 for sake of completeness, but they will 

be not discussed, since they are less reliable as supported by the worse agreement with the 

experimental mobilities (see below). 

The most stable polymorph (0) is also the one with the best overall performances in terms of 

both electron and hole transport. Transport takes place mainly along the a-direction for holes 

while transport across different planes, i.e. along c, is very limited. In the ac-plane the 

configuration of the closest exchanging pair allows a rather large coupling element, 

Jij=4.11⋅10−3 eV, yielding a Marcus rate of 2.04⋅1011 s-1. The rather large orbital overlap is 

ensured by the proximity of the conjugated backbone of one exchanging moiety in to the 

diketopyrrolopyrrole unit of the second. The overall mobility along a reaches μa(h)=4.86⋅10−4 

cm2/V⋅s, with the herringbone structures acting as main transport channels. Along crystal axis 

c on the same plane transport is significantly less efficient due to a smaller coupling between 

DPP moieties belonging to different herringbone structures, Jij = 4.11⋅10−4 eV giving μc(h)= 

2.84 ⋅10−7 cm2/V⋅s. In the stacking direction, corresponding to crystal axis b, the hole mobility 

is very low μb(h)= 4.8 ⋅10−11 cm2/V⋅s. Conversely, along this direction we see the largest value 

for electron mobility, that takes place along the fullerene channels, μb(e)=4.99 ⋅10−4 cm2/V⋅s, 

while being negligible in the other directions.

As remarked above, this packing is not the most dense, yet its structure is able to maximize 

dispersion interactions by allowing a pronounced interdigitation of DPP moieties that 

ultimately gives it the highest stability. Comparison with the experimental data, (μ(e)=1.1⋅10−4 

cm2/V⋅s, μ(h)=1.3⋅10−4 cm2/V⋅s), reveals that our estimates (μavg(e)=2.88⋅10-4 cm2/V⋅s, 

μavg(h)=2.81⋅10-4 cm2/V⋅s) are able to reproduce the behaviour of the material experimentally 

observed. Our estimates for both charge carriers are roughly 2.8 times larger than experimental 

mobilities but the order of magnitude and the relative values between holes and electrons are 

compatible with the available data22. The difference in the absolute values is to be expected 

given the many effects normally present in a real-life device that can lower the value of mobility 

with respect to an ideal periodic structure. Real-life devices operate in the centimetre-scale, this 

means that charges are required to be transported over large distances where other effects (e.g. 

electrodes, interfaces, higher-scale morphology of the active layer) that lie outside the range of 

our treatment may affect the overall transport efficiency.

Polymorph 1 exhibits a much more unbalanced transport behaviour. Electron transport is more 

efficient than polymorph 0 given the closer packing in the a direction, and again only takes 
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place along this axis. The minimum distance between two fullerenes belonging to different bc-

planes is only 2.6 Å. This allows a large transfer integral, Jij=1.68⋅10−2 eV and a large exchange 

rate giving a mobility of μa (e) = 1.58⋅10−2 cm2/V⋅s. Despite the proximity of DPP moieties 

in the close-knitted donor structure the backbones in the closest exchanging pair cross 

almost orthogonally, resulting in a limited overlap of orbitals and low transport 

efficiency across the bc-plane with mobilities μb (h) = 1.28⋅10−7 cm2/V⋅s and μc (h) = 

8.18⋅10−8 cm2/V⋅s, several orders of magnitude lower than the electronic one.

The crystal motif of polymorph 2 reaches the best compromise between the packings of the two 

moieties and shows very large transport efficiencies for both carriers (μa(e)=2.16 ⋅ 10−1 cm2/V⋅s 

and μc (h)=2.84 ⋅10−1 cm2/V⋅s). Optimal transport occurs in orthogonal directions for holes and 

electrons, respectively along c and a. This means that electrons move preferentially along the 

fullerene channels that are formed along a, while holes move preferentially within the plane 

perpendicularly to the direction of the herringbone structures (see Figure 5).

Polymorph 3 offers an example of another limiting case. Fullerenes are optimally packed and 

can transport electrons efficiently reaching very large mobilities compared to the standard of 

organic photovoltaics materials, reaching a value of 1.34 cm2/V⋅s in the a direction, while 

in the other two directions transport is absolutely negligible. Donor moieties on the other 

hand have reduced orbital overlap, with the largest value of the transfer integral being Jij = 

4.64⋅10−3 eV and largest hole mobilities in the order of 10−6 cm2/V⋅s.

Polymorph 4 structure shows low transport efficiencies for both carriers. While also 

in this case the stacking along a gives rise to channels of fullerenes for electron 

transport, the larger distance compared to polymorph 1 and the configuration of the 

pairs with the closest approach translate in a smaller electron mobility, μa(e) = 1.58⋅10−5 

cm2/V⋅s along the direction of the fullerene stacking that is negligible in the other 

orthogonal directions. DPP pairs in closest proximity have a shortest distance of 3.5 

Å which is comparable to the one found in polymorph 0 but the particular configuration 

of the exchanging pair makes the orbital overlap sensibly smaller (Jij =3.56⋅10−4 eV) 

and results in very small mobilities along all directions, the largest being μc (h) = 

6.88⋅10−11 cm2/V⋅s

The comparison we carried out offers an overview of the strongly different behaviours that 

polymorphs of a same molecule can have and more in general of the fundamental role played 

by supramolecular effects. Nonetheless, the main goal remains to prove the effectiveness of 

computational approaches in complementing and interpreting experimental data. From our 
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analysis DPP-Ful reveals a dominant crystalline form that is thermodynamically favoured over 

the others. This is consistent with data reported in reference 22, suggesting the presence of 

“long-range ordering” in active layers made with this material. 

Our results suggest that the computational approach we implemented is able to reproduce the 

main microscopic features of the crystal form observed experimentally providing a direct 

microscopic picture of the molecular packing responsible for the large reported efficiency of 

DPP-Ful-based devices. 

3.2 Amorphous Phase 

Having discussed crystal polymorphs, let us consider the amorphous phase, which remains 

interesting for two main reasons. Firstly, amorphous regions may coexist with more ordered 

ones and contribute to the overall performance of the device. Secondly, completely amorphous 

films are generally more convenient to produce compared to polycrystalline or crystalline 

ones66,70. The opposite is true in simulations, where the amorphous phase is more challenging 

to model compared to the ordered one. In fact, the absence of long-range order, makes it 

formally inaccurate to apply PBC. This requires the production of a significant number of 

configurations with relatively large amounts of molecules in order to have reliable estimates of 

the structural effects affecting the mobility (no border effects). Following the approach detailed 

in the computational details we produced configurations of 500 molecules in cells whose linear 

size is 106 Å. For all sufficiently close molecular pairs we computed the transfer integrals and 

the associated rates. This step of the calculation is more expensive in this case. Generally, in 

ordered phases periodicity limits the number of possible pair configurations and only a small 

set of rates repeated over the lattice is sufficient. Mobility estimates are computed for every 

configuration extracted. Disordered systems are to a good extent isotropic, so different 

directions of the applied electric field can be considered in order to collect some statistics on 

mobility, results are reported in Table 2. Amorphous mobilities show a marked difference 

between the two charge carriers. 

The reason can be deduced from the analysis of the pair distribution functions g(r) for acceptor 

and donor moieties. The pair distribution function is defined according to the following: 

Where N(r) is the number of molecules with distance r from a given molecule and the 

denominator is the linear density of an ideal gas with the same total density ρI of the cell. The 

features of the distribution signal deviations with respect to the ideal gas behaviour and reveal 
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how the geometry and chemical character of the material may introduce some degree of order 

at supramolecular scale. We calculated g(r) for both moieties separately. 

For each moiety we chose a point from which to compute distances according to their respective 

characteristics. Fullerene moieties are symmetric enough for the centroid to be a sensible choice 

while diketopyrrolopyrrole moieties have a more complex geometry. For this reason, we 

considered as relevant point the centre of charge of the donor moiety in its positively charged 

state. The pair distribution functions for both moieties are reported in the plot in Figure 8. 

By complementing the discussion of Figure 8 with data for the amorphous phase reported in 

Table 2 can give us useful insight in the behaviour of DPP-Ful in disordered morphologies. 

The first peak at around 7.5 Å in Figure 8 is an indication that fullerenes tend to attract each 

other and form small clusters with a rather efficient packing and high exchange rates reaching 

1011 s-1. The depletion zone following this first peak is a sign that the donor moieties attached 

to the fullerenes have more hindrance and require a certain volume around the cluster to be 

accommodated. This more or less regular alternation of clusters and regions occupied by donor 

moieties causes the amorphous material to have a poor performance in terms of electron 

transport as electrons are very unlikely to be able to move across neighbouring clusters and 

hence remain trapped.

The difficulty of donor moieties in assembling due to the hindrance of aliphatic chains and their 

linear geometry results instead in a more favourable morphology for hole transport. The 

structure is sufficiently intertwined and homogeneous to achieve non-negligible transport 

performances. Electronic couplings between neighbouring molecules have an average 

magnitude of 10-3 eV (see Table 2) and the homogeneous structures allows an average transport 

rate of 1011 s-1.  These structural features are reflected in the values of mobilities. Thanks to 

conformational disorder, holes can achieve mobilities of μ(h)=2.29⋅10-6 cm2/V⋅s on DPP 

moieties, a value significantly larger than that estimated mobilities for polymorphs 1, 3 and 4 

(see Table 2). Conversely, due to the relative ease with which fullerene moieties are able to 

assemble, clusters severely affect the electron transport efficiency of the amorphous medium 

with a very low value of μ(e)=2.32⋅10−9 cm2/V⋅s, not comparable with any of the crystal 

polymorphs studied exhibiting, on average, far larger mobilities for electrons.

4. Conclusions

Our computational study has allowed us to appropriately characterise, at the molecular level, 

the packing that is responsible for the transport properties of DPP-Ful active layers reported in 

ref. 22. The comparison of transport efficiencies for both carriers in the different polymorphs 
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extracted enabled us to point out some general features that might be well applicable to other 

dyads and hence prove useful in directing future experimental work. 

Linking aliphatic chains to donor moieties has been shown to improve solubility and 

processability of the material71 but it also makes more difficult for DPP moieties to achieve 

efficient packing. Despite the possibility for these chains to promote order at ambient 

temperature due to steric hindrance, our analysis of the predicted structures suggests that they 

introduce stringent constraints to the packing of donor moieties, considerably hindering the π-

π stacking and hence transfer efficiencies between molecules. At the same time, their presence 

on the diketopyrrolopyrrole unit seems to be promoting the interaction with the fullerene moiety 

so as to enhance the relative insulation of donor and acceptor moieties by diminishing the π 

conjugation of the linker. Clearly, these effects might be overestimated by the method used to 

predict crystal structures. However, even assuming a substantial geometric change of aliphatic 

chains in the experimental crystal structure their effect could remain important. Indeed, a 

modulation of their length may very well lead to dyads with better stacking properties of donor 

moieties while maintaining good stability of the crystal structure at ambient temperature. 

In addition, we found that in general fullerene moieties and donor moieties do compete for 

optimal packing. This means that not all stable polymorphs have the same efficiency in 

transporting holes or electrons unless an equilibrium is reached against these mechanisms. This 

fact results crucially in a highly directional carrier transport that is not, in general, a desirable 

feature for polycrystalline thin-films, with many randomly oriented ordered regions coexisting 

between which carriers should be able to cross as swiftly as possible. Moreover, holes and 

electrons in packings exhibiting high transport efficiencies tend to be optimally conducted in 

directions orthogonal to each other. This is possibly due to the fact that fullerenes are rather 

large molecules and, when stacked in columns determine orthogonal planes with considerable 

spacing between them. 

Competing clustering of fullerene and donor moieties emerges also in the amorphous phase. 

An indication that the typical hurdles linked to fullerene-derivatives in bulk heterojunction 

blends are also transferred to molecular heterojunctions. 

A number of these features can be extrapolated to a substantial degree to the larger class of 

organic photovoltaics dyads. This demonstrates the validity of our computational approach that 

is able to estimate molecular level properties and crucially to complement it with information 

about packing at the supramolecular level. The latter task remains one of the most delicate steps, 

in an ideal implementation an appropriate description including disorder and effects of 
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morphologies at higher scales, would allow the simulation of more realistic structures 

fundamental in providing more accurate predictions of photovoltaic performance.
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Table 1. Computed cell parameters (a,b, c, Å ), shortest distance between donor (dh
ab, Å) and 

acceptor groups (de
ab, Å), densities (D, g/cm3) and relative stabilities (E, kcal/mol) for the five 

different crystalline polymorphs. All reported values refer to polymorphs fully optimized at the  
B3LYP-D3 level.

Polymorph a b c dh
ij  de

ij  Space group D E
0 16.75 9.63 53.95 3.4 3.1 P21 21 21 1.381 0.0
1 19.26 18.97 22.80 4.9 2.6 P21 21 21 1.441 1.5
2 18.97 31.92 13.65 3.45 3.2 Pna21 1.454 7.2
3 12.85 40.54 15.77 4.3 3.4 P21 21 21 1.463 7.7
4 9.68 31.63 32.71 3.5 3.0 P21 21 21 1.200 20.7
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Table 2. Data on hole transport and electron transport dij in Å, Jij in eV, kij in s-1, μ in cm2/V⋅s. 

All reported values are obtained using B3LYP-D3 optimized structures.  

 

Polymorph dh
ij |J h

ij| kh
ij μh (avg) de

ij  |J e
ij| ke

ij μe
(avg)

0 3.4 4.11·10-3 2.04·1011 2.81·10-4 3.1 2.71·10-3 3.34·1011 2.88·10-4

1 4.9 2.06·10-3 4.38·109 1.44·10-7 2.6 1.68·10-2 1.35·1012 9.12·10-3

2 3.45 1.65·10-2 4.18·1011 1.64·10-1 3.2 2.57·10-2 2.15·1012 1.25·10-1

3 4.3 4.64·10-3 1.91·1010 1.32·10-6 3.4 2.13·10-2 2.45·1012 7.74·10-1

4 3.5 3.56·10-4 1.32·108 1.12·10-10 3.0 2.76·10-2 4.93·1012 9.12·10-6

amorph - 2.50⋅10-3 8.38⋅1011 2.29⋅10-6 - 3.02⋅10-3 7.03⋅1011 2.32⋅10-9
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Table 3. Electron and hole mobilities along all crystal axes a,b and c. All reported values are 

in cm2/V⋅s and are obtained using the B3LYP-D3 optimized structures.  

Polymorph μa(e) μb(e) μc(e) μa(h) μb(h) μc(h)
0 1.00⋅10-6 4.99⋅10-4 1.17⋅10-11 4.86⋅10-4 4.80⋅10-11 2.84⋅10-7

1 1.58⋅10-2 7.56⋅10-11 1.46⋅10-10 1.98⋅10-7 1.28⋅10-7 8.18⋅10-8

2 2.16⋅10-1 2.15⋅10-11 1.11⋅10-4 3.80⋅10-7 7.04⋅10-10 2.84⋅10-1

3 1.34⋅100 8.90⋅10-13 1.64⋅10-9 8.47⋅10-10 9.09⋅10-10 2.28⋅10-6

4 1.58⋅10-5 3.08⋅10-11 4.51⋅10-11 5.68⋅10-11 1.72⋅10-10 6.88⋅10-11
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Figure captions

Figure 1. Chemical structure of DPP-Ful with [60]-fulleropyrrolidine (Ful) acceptor moiety in 

blue and the diathiafulvalene-functionalised diketopyrrolopyrrole (DPP) donor moiety in red. 

Figure 2. Isosurface (values +/-0.005) representation of frontier orbitals. (left: HOMO; right : 

LUMO).

Figure 3. Structural features of the most stable polymorph (0) obtained after a full DFT 

optimization: the shortest distance between fullerene pairs and the distribution of acceptor 

moieties (top), the shortest distance between DPP pair and a view of the herringbone structures 

in the ac-plane (bottom). 

Figure 4. Structural features of the polymorph 1 obtained after a full DFT optimization: the 

shortest distance between DPP pairs moieties with the largest orbital overlap for the structure 

(left) and a view of the crystal motif along the bc-plane (right). 

Figure 5. Structural features of the polymorph 2 obtained after a full DFT optimization: the 

shortest distance between for a DPP pair (left) and a view of the bc-plane (right).

Figure 6. Structural features of the polymorph 3 obtained after a full DFT optimization: the 

shortest distance between for a DPP pair (left) and a view of the bc-plane (right).

Figure 7. Structural features of the polymorph 4 obtained after a full DFT optimization: the 

shortest distance between for a DPP pair (left) and a view of the bc-plane (right).

Figure 8. Radial Pair distribution functions for the donor (red) and acceptor (blue) moieties of 

DPP
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Figure 1

Page 25 of 33 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t

Pu
bl

is
he

d 
on

 3
0 

O
ct

ob
er

 2
02

0.
 D

ow
nl

oa
de

d 
on

 1
1/

12
/2

02
0 

6:
36

:1
1 

A
M

. 

View Article Online
DOI: 10.1039/D0CP03038D

https://doi.org/10.1039/d0cp03038d


26

Figure 2
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Figure 4
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Figure 6
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Figure 8
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