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Abstract
Privacy regulations impose on companies limitations about the collection, use,

and disclosure of user data. One of the actions most companies undertake for this,
consists in modifying their systems with processes for consent acquisition and man-
agement. Unfortunately, where systems are large and with many dependencies, they
often also have little documentation, and knowledge on the system is distributed
among different domain experts. These circumstances make the re-engineering of
systems a tedious and complex, if not impossible, activity. This PhD Thesis proposes
a model-based method with a top-down approach, for modeling consent requirements
and analyzing compliance with regulations, by refinement of models from organiza-
tional structure down to business processes. The method is provided with guidelines
in the form of a process and includes modeling languages and reasoning frameworks
for the analysis of requirements with respect to a preset of privacy principles on
consent. The Thesis includes validations with realistic scenarios and with domain
practitioners from the healthcare domain.
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Chapter 1

Introduction

Privacy is about living with discretion without being judged by others for personal
choices. Internet and new technologies have facilitated the growth of available per-
sonal data, increasing the risk for privacy violations. High speed data connections
and pervasive technologies, such as, smartphones, wearable devices, and smart ap-
pliances, collect information about our habits and preferences, even if we are often
unaware of it. Such data are used by companies to improve the personalization of
services and to retain or increase their user base. Feeding such business requires
massive quantities of data, that companies obtain by collaborating with third par-
ties by exchanging or trading our data. For example, online advertisers pay site
owners to buy spaces on their web pages, but they also collect data from unaware
online visitors, that they use to build customer, financial, and health profiles so to
offer a more effective service to advertising companies.

Adapted to different scenarios, software systems are in continuous evolution, and
while they grow, they are re-organized into smaller and smaller pieces distributed
across different elaboration units or devices, managed by different companies with
high degrees of autonomy. Also data sets are distributed across databases managed
by different companies, where data sources are merged to infer new information
from existing data, creating statistics and user profiles. Externalizing or offering
data or elaboration services to third parties, companies compromise their autonomy,
as well as when employees delegate tasks to colleagues or systems. Conditions for
collaboration are negotiated on the basis of trust for specific guarantees, such as,
security be it confidentiality, reliability, availability, integrity, and others.

The socio-technical structure of complex systems, describes how humans and
machines depend one to another, share data and send messages, while act with a
certain degree of autonomy. The flow of personal data that emerges is complex, and
because of the autonomy of actors, privacy cannot be protected if not by considering
the complete organizational structure.
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1.0.1 Privacy regulations

Privacy is regulated by specific laws that allow organizations to process user data
with limitations that depend on the purpose of the processing. For example, in the
EU, organizations are allowed to process employee data for employment purposes,
or customer financial data for payment purposes, or customer data for marketing
purposes, but only in the case that the user agrees on this. In the EU, privacy
is regulated by a specific law, the newborn General Data Protection Regulation
(GDPR), while different is in the US, where sector-specific laws regulate privacy
in their specific domain, such as, HIPAA which regulates privacy in health-care
domain, COPPA which regulates online collection of data of children under 13 years
of age, or DPPA which regulates the disclosure of personal data by the Department
of Motor Vehicles.

If it is not the case that data can be used because of specific reasons considered
by the law, regulations usually allow the use of personal data when the user actively
agrees or does not oppose. Differences on this exist between regulations: in the US,
where organization can process data without user consent, users have the right to
oppose and stop it; different is in the EU, where the GDPR requires user consent
to be explicit, informed, and specific, meaning that the user must be informed and
must agree before any of his data is collected and processed.

1.1 Motivating scenarios

This Thesis presents and discusses privacy in a scenario offered by the Trentino
health-care provider, the ”Azienda Provinciale per i Servizi Sanitari” (APSS). The
health-care domain, being complex and particularly critical to privacy, provides
significant examples to discuss the problem and present the solution proposed in
this Thesis.

The evolution of healthcare in recent years, included the shift from a paper-based
system toward a digital ones, where patient data are put into electronic records. The
high flexibility provided by such systems in accessing the data helps improving the
overall performances of the system but also creates privacy problems. In Trento,
APSS is responsible for the newborn Italian electronic medical database the ”Fas-
cicolo Sanitario Elettronico” (FSE). A significant effort in implementing the FSE,
in compliance with privacy regulations, consists in the analysis of procedures and
processes where data are used in the system, which are designed from scratch in the
case of new systems, and are often undocumented in the case of existing ones.
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1.2 Research method

The method presented in this Thesis was designed using the design science approach
defined by Hevner et al. in [33]. The design science approach is composed of seven
key points that we adopted in this Thesis as follows: (i) Problem relevance highlights
the importance of the problem addressed; in this Thesis the importance of being
compliant with GDPR, and especially with requirements on consent defined in the
GDPR, is highlighted in the introduction. (ii) Research rigor defines the validity
of the baseline; in this Thesis STS, DLV, and BPMN 2.0 are well-know frameworks
and a de-facto standard for modeling business processes that offer solid research
foundations. (iii) Design and research processes delineate the process used to create
the method proposed; in this Thesis, the design and validation of method followed
an iterative process that involved domain practitioners. (iv) Artifact focuses on
the outcomes provided by the research; in this Thesis the outcome consists in a
tool-supported method with guidelines for the final users. (v) Design evaluation; in
this Thesis the evaluation consists in the application of the method proposed, using
a real case study, performed by domain practitioners. (vi) Research contribution
defines the contribution and the novelty of the proposal; in this Thesis contributions
are presented in the introduction and include a tool-supported process, modeling
languages, representations and reasoning frameworks, and evaluations with domain
practitioners. (vii) Research communication in this PhD Thesis adopts a technical
style aimed for an academic audience.

1.3 ProPrivacy

Compliance with privacy regulations cannot be achieved when software components
are considered independently without considering the whole socio-technical structure
where the software, together with other technical and human components, is part of.
Where single components may easily appear to comply with privacy laws, problems
may exist in the socio-technical system when considered in its wholeness. The
engineering of such a complex system and its adaptation to different contexts, while
constantly checking and maintaining privacy compliance, can be supported by a
systematic method that is easy to repeat.

This Thesis proposes ProPrivacy, a model-based method for the analysis of re-
quirements given by privacy regulations, specifically on user consent.

Figure 1.1 shows the multi-layers architecture of the method, where privacy and
consent requirements are (i) analyzed in a socio-technical model and then (ii) refined
into business process models, to (iii) produce implementation specifications that
are compliant with privacy regulations. Graphical modeling languages and formal
frameworks support the engineers in the analysis of requirements.
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Figure 1.1: Architecture of the ProPrivacy method

1.3.1 Research problem and research questions

The research problem consists in understanding, categorizing, and formalizing the
requirements needed to comply with privacy regulations. In the model-based method
that we propose, abstractions of the system should include elements to evaluate sat-
isfiability or conflicts of such requirements. This Thesis tries to answer the following
research questions:

RQ1 What are the socio-technical aspects of a system that must be considered to
comply with privacy regulations?

The socio-technical structure of a system includes aspects about the degree
of autonomy of actors in the accomplishment of their goals and their de-
pendency one to another in terms of requirements and resources, including
privacy requirements and data resources. Privacy legislation regulates the use
and sharing of personal data. To support compliance with privacy regula-
tions, system specifications should include requirements given by regulations,
which could be verified only with an analysis of the overall system and not by
considering components separately.

RQ2 Given socio-technical aspects regulated by privacy laws, what are the proper-
ties of a socio-technical model that verify the compliance with regulations?

Models provide the representation of specific aspects of a system and are used
to support their analysis. Modeling languages should be capable of repre-
senting aspects of a system that the user may want to analyze. A modeling
language that considers privacy regulations can be used to support compli-
ance. To verify the compliance with privacy regulations, the analysis of a
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socio-technical model should verify specific properties of the system, with re-
spect to what the regulation requires.

RQ3 How to represent, graphically and formally, privacy and consent requirements?

Graphical models ease the analysis of requirements in the design phase, but
requirements must be clear and easily understandable as well as the way they
conflict one to another and the limits they impose on the system. Reasoning
frameworks support users in the analysis of system specifications, which can
be hard in the case of complex systems, by providing a formal representation
of the model which guarantees specific properties. Automated analysis of
models can identify inconsistencies in the system specifications and problems
with respect to the properties that the system should verify.

RQ4 Who are target users of the method and what process should they follow?

Modeling languages alone are useless, if no further indications are provided on
the use of the models. A process provides users with step-by-step instructions
on the use of the modeling languages, models, reasoning frameworks and
software supporting tools.

1.3.2 Research contributions

This Thesis proposes a method for the design of socio-technical systems in compli-
ance with privacy regulations. Research contributions include:

• A tool-supported process, to guide analysts in the design of a new system or
in its re-engineering; it makes the method systematic and repeatable, so that
it can be easily applied on different context.

• Modeling languages, to represent privacy and consent requirements with re-
spect to socio-technical settings and procedures or business processes. Model-
ing languages are used to represent the system and its requirement on graphical
models. The contribution of this Thesis for the modeling languages consists in
the extension of STS-ml and SecBPMN2 with elements for the representation
of consent.

• A reasoning framework, to automate the analysis of the models, including the
verification of built-in GDPR principles. The contribution of the Thesis in
the reasoning framework consists in the formalization of the languages and
principles of the GDPR, in set theory and an implementation in disjunctive
logic.

• An evaluations of the method with domain practitioners in the medical domain,
to show how the method can actually supports analysts in their tasks; it is
based on an iterative process for the development of the method.
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• A framework for consent evolution, that companies and users can use to reason
on accessibility of data, including its evaluations in realistic scenarios. The
framework consists in a formalization in Description Logics (DLs) that includes
consent acquisition and revocation with and without retroactivity, and data
collection, use, and sharing; the logical model can be verified for consistency
to detect invalid accesses of the data.

1.4 Organization of the Thesis

This Thesis presents the results of the research work done by the PhD candidate, part
of which is already published. Each of the works that composes the Thesis provides
a component of the privacy framework proposed in the Thesis itself. Chapters match
published or still unpublished papers, with small corrections and a slightly revised
structure to better integrate with the overall organization of the Thesis.

The Thesis is structured as follows. Chapter 2 presents the state of the art in pri-
vacy regulations and consent, trust and certifications, and security engineering meth-
ods. Chapter 3 discusses the baseline, BPMN 2.0, STS and SecBPMN2, and DLV,
followed by a motivating case study on the Trentino health-care provider. Chapter
4 introduces the method, including the process and the software supporting-tool.
Chapter 5 discusses the goal-based modeling and checking of consent, from publica-
tion [60]. Chapter 6 presents the refinement of consent on business processes, from
publication [59]. Chapter 7 presents how to maintain compliance under evolving
consent requirements, from publication [57, 58]. Chapter 8 concludes the Thesis
with a discussion on the results obtained and future work.

1.5 Published papers

In 2017, ealy results on this research have been presented at PoEM in Leuven in
“Marco Robol, Mattia Salnitri, and Paolo Giorgini. Toward GDPR-compliant socio-
technical systems: modeling language and reasoning framework. In IFIP Working
Conference on The Practice of Enterprise Modeling, pages 236-250. Springer, 2017”
[61]. This work includes early ideas for the socio-technical modeling language and
the reasoning framework proposed in this Thesis.

In 2018, a major contribution on goal-oriented consent modeling have been
presented at PoEM in Wien in “Marco Robol, Elda Paja, Mattia Salnitri, and
Paolo Giorgini. Modeling and reasoning about privacy-consent requirements. In
IFIP Working Conference on The Practice of Enterprise Modeling, pages 238-254.
Springer, 2018” [60]. This work, with small corrections, composes Chapter 5 of this
Thesis, which includes the socio-technical modeling language, the reasoning frame-
work, and validation.
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In 2019, we started a work for the verification of consent on business processes,
validated with APSS practitioners. Authors of this work are Marco Robol, Mattia
Salnitri, Elda Paja, and Paolo Giorgini. We are planning to submit soon this work
at Business Process Management Journal (BPM Journal). This work composes
Chapter 6 of this Thesis, which includes the representation of consent on business
process diagrams, a reasoning framework to analyze processes and consent with
respect to privacy regulation principles, and validations of the work.

In 2019, new ideas on consent evolution have been presented at RE in track
RE@Next! in South Korea in “Marco Robol, Travis D Breaux, Elda Paja, and
Paolo Giorgini. Consent verification under evolving privacy policies. In 2019 IEEE
27th International Requirements Engineering Conference (RE), pages 422427. IEEE,
2019” [57]. A first version of a journal article which includes substantial new contri-
bution composes Chapter 7 of this Thesis, including reasoning framework, examples,
and validation with realistic scenarios. We are now close to finish a second version
of the journal article, which includes a scripting language for the description of the
collection and consent logs.
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Chapter 2

State of the art

This section presents state of the art with respect to privacy regulations, including
the EU GDPR and US laws that regulate privacy. We discuss about trust and
mechanisms to increase it, such as, certifications or insurances. Then, we review
security engineering approaches to privacy.

2.1 Privacy regulations

In the Universal Declaration of Human Rights, Article 12 states the principle that
“No one shall be subjected to arbitrary interference with his privacy, family, home
or correspondence, nor to attacks upon his honour and reputation. Everyone has
the right to the protection of the law against such interference or attacks,”. Data
protection regulations enforce this universally recognized right, to protect users from
in-discriminated invasion of privacy by organizations, so to create a more trusty
and collaborative environment for internet users, credit card consumers, users in the
health-care domain, children, drivers and car owners, and other categories of people.

By applying on all organizations, regulations normalize the expectations of users
with respect to privacy protection. However, regulations demand to companies the
balancing between no data collection and extensive collection and use of data for
service personalization or for selling to third parties. For example, organizations
can collect consumer data to suggest products of interest and sell data for targeted
advertisements, still complying with privacy regulations, simply by adopting specific
procedures or technologies, such as, a pop-up asking the user his consent on the use
of cookies on web pages.

For the reasons above, compliance with privacy regulations heavily depends on a
correct analysis of organization privacy policies, which also creates a feeling of gen-
eral diffidence among users, when using technologies that are unknown and through
which data can be shared and privacy potentially violated.
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2.1.1 Privacy regulations in the European Union

GDPR [26] is the new privacy law of the European Union (EU), enforced since May
2018 it replaces the previous EU regulation [55]. The GDPR is based on general
principles which include: Privacy-by-default to prevent any invasion of privacy if
not agreed by the user; Transparency to guarantee that the user is always informed
about his privacy or eventual violations; Minimization of data and of storage to
guarantee that privacy is exposed as low as possible; Accuracy and integrity of
the data to limit the sharing of false or modified information by enforcing adequate
security measures.

2.1.2 Privacy regulations in the United States

In the US, privacy is regulated by domain-specific laws, such as, the Fair Credit
Reporting Act (FCRA) [80], the Gramm-Leach-Bliley Act (GLBA) [79], the Chil-
dren Online Privacy Protection Act (COPPA) [78], the Driver’s Privacy Protection
Act (DPPA) [2], and the Health Information Portability and Accountability Act
(HIPAA) [77].

In the US, the federal agency on privacy policy and enforcement has been the
Federal Trade Commission (FTC) since the seventies, at the time of the FCRA act.
With the quick evolution of internet in the nineties, the Federal Trade Commission
(FTC) thought that it was not yet the time to create a new legislation for privacy,
with the risk to slow the growth of internet. However, since concerns remained about
privacy, the FTC recommended legislation to protect children’s privacy and proposed
the Fair Information Principles (FIPs). Therefore, voluntary consent, formed the
basis of an industry self-regulation approach to privacy policies. At that time,
the number of companies providing privacy policies started to increase. Then, the
FTC proposed two innovative approaches: online trust certifications, and privacy
enhancing technologies (PETs).

2.1.3 Privacy Regulations around the world

Privacy regulations around the world does not limit to the EU and US laws. Studies
says that currently, to protect information of internet users, a hundred of countries
have introduced privacy laws. This includes countries from any of the six conti-
nents, consider, for example, The Personal Information Protection and Electronic
Documents Act (PIPEDA) from Canada, National Directorate of Personal Data
Protection (PDP) from Argentina, Cyber Security Law from China, Personal Data
Protection Bill 2018 from India, The Privacy Act 1988 from Australia, Data Privacy
Act of 2012 from Philippines, Protection of Personal Information Act (POPI) from
South Africa. Moreover, within the US and EU, single states or countries have their
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own specific privacy acts, consider for example the California Consumer Privacy Act
(CCPA) or the BDSG Germany data protection law.

2.1.4 Consent

Consent is a key element adopted by the majority of privacy regulations, including
EU GDPR, to put the user in control of his own personal data.

Adopting the principle of privacy-by-default, the GDPR requires that, in the case
of no other specific legitimating reasons, such as, contractual necessity, no processing
activities can be done without the consent of the user. Article 6(1) says: “Processing
shall be lawful only if and to the extent that at least one of the following applies: (a)
the data subject has given consent to the processing of his or her personal data for
one or more specific purposes;...”.

The GDPR defines consent in Article 4(11) as: “any freely given, specific, in-
formed and unambiguous indication of the data subject’s wishes by which he or she,
by a statement or by a clear affirmative action, signifies agreement”.

The definition of consent includes conditions for it to be valid, such as, freely
given, specific, informed, and explicit. Further details on those conditions are spec-
ified in Article 7 “Conditions for consent” and then further detailed in Recitals
32, 33, 42, and 43.

Explicit consent requires companies to demonstrate the acquisition of an un-
ambiguous consent from the user. Article 7(1) defines this condition as: “Where
processing is based on consent, the controller shall be able to demonstrate that the
data subject has consented to processing of his or her personal data.”. For example,
a signed paper version of the consent with an unambiguous, clear, and comprehen-
sible text. Recital 42 further reformulate this as: “(...)Where processing is based on
the data subject’s consent, the controller should be able to demonstrate that the data
subject has given consent to the processing operation(...)”.

Informed consent requires the request for consent to be clear and distinguishable
from other matters. Recital 42 defines this condition as: “(...)For consent to be
informed, the data subject should be aware at least of the identity of the controller
and the purposes of the processing for which the personal data are intended(...)”.

Freely given requires that users should not be precluded from the possibility
to use a service without consenting on unnecessary uses of personal data. Article
7(2) and 7(4) define this condition as: “If the data subject’s consent is given in
the context of a written declaration which also concerns other matters, the request
for consent shall be presented in a manner which is clearly distinguishable from the
other matters, in an intelligible and easily accessible form, using clear and plain
language. Any part of such a declaration which constitutes an infringement of this
Regulation shall not be binding.”; “When assessing whether consent is freely given,
utmost account shall be taken of whether, inter alia, the performance of a contract,
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including the provision of a service, is conditional on consent to the processing of
personal data that is not necessary for the performance of that contract.”. Recital
42 further reformulate this as: “(...)Consent should not be regarded as freely given
if the data subject has no genuine or free choice or is unable to refuse or withdraw
consent without detriment.”.

Specific consent requires a well-defined purpose, clearly stated in the privacy
notice, where no general consent is allowed. The purpose of the consent should be
clearly distinguishable from other matters, so to not force unnecessary disclosure of
information for purposes not relevant to the user. Recital 43 defines this condition
as: “presumed not to be freely given if it does not allow separate consent to be given
to different personal data processing operations despite it being appropriate in the
individual case, or if the performance of a contract, including the provision of a
service, is dependent on the consent despite such consent not being necessary for
such performance”.

2.2 Trust and certifications

Trust makes people share personal and intimate information about their lives with
others. A climate of trust incentivizes collaboration between people and the sharing
of valuable and important information with the society. Trust, however, includes
also aspects not related with information and privacy, for example, a climate of
trust incentivizes consumers in buying goods and products. Trust is influenced by
reliability, security, anonymity and its counterpart accountability, and reputation.

Friedman et al. in [27] explore the features of trust online. The authors propose
a conceptual framework for understanding and support the engineering of trust, with
10 characteristics of online interaction, distinguishing between electronic commerce
and electronic personal interactions. Loss of money is the first way of vulnerability
to trust violations in e-commerce, which is due to features of the technology that
involve security, anonymity, accountability, and reputation. On the other hand,
in e-commerce, we are also vulnerable to loss of privacy, due to the technology,
which allows companies to easily collect customers information. In personal online
interactions, violations of trust make us vulnerable psychologically. In this case
anonymity, in opposition to accountability, can either limit the interactions or create
opportunities.

2.2.1 Mechanisms to increase trust

In some context, insurances decrease the level of trust demanded by people to use a
service, making them inclined to accept a less trustworthy provider. This is partic-
ularly true in e-commerce, where only loss of money is involved. However, when the
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risk is related with a loss of privacy, the effects of insurances may not be as effective
as in other cases, and they may depend on personal privacy attitudes.

Certifications, on the other hands, increase the trustworthiness of a service,
which, in turn, is likely to increase the trust people put in the service provider.
This is particularly true in the case of new companies and in competitive markets,
where a standardized level of expectations should be granted in a sort time. The
certification mechanism is based on the trust that people put into the certifying au-
thority, which depends on its reputation among users over time. Certifications easily
increase trustworthiness of technical aspects by means of specific technologies. For
example, a certification on the use of a pseudonimization privacy-enhancing tech-
nology, may increase the trust that people put into the technical system. Moreover,
certifications also try to increase trustworthiness of legal practices, including consent
and privacy policies. With respect to privacy, certifications do not always guarantee
the perfect solution for everyone in every situation. For example, depending from
the context and from personal decisions, full accountability may be preferred by
some users in place of complete anonymity.

Online “trust” certifications

In online context, certifications have been proposed to increase “trust”. Certification
authorities audit websites and release certificates that are showed to increase user
trust. However, studies criticize such authorities, showing that non-certified website
are often more trust-able than certified ones. Edelman in [25] discuss about the
adverse selection in online “trust” certifications.

ISO standards

The International Organization for Standardization (ISO) updates his International
Standards for privacy information management to ISO/IEC 27701. It includes re-
quirements for establishing, implementing, maintaining and improving a Personal
Information Management System (PIMS). In particular the standard provides a so-
lution for addressing article 32 of the GDPR about the security of the information.
It includes best-practices that organizations can use to manage the risk of privacy
violations.

2.2.2 Economics

To protect privacy, legislation came up with the solution of user consent. However,
other solutions have been proposed, such as, the use of economics other than leg-
islation to address privacy risk. Under this perspective, privacy becomes a good,
that companies try to buy from users, who may be willing to sell in exchange of
services or other goods. In an hypothetical privacy market, where regulations only
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regulate the market but not privacy by itself, users chose whether or not they want
to incur into privacy risks. McDonald et al. in [47]debates about the effectiveness of
privacy policies and consent, by estimating the cost of reading privacy policies and
comparing it to actual returned value.

2.3 Security Engineering

Different designing frameworks, specific for privacy, have been proposed in the liter-
ature. Qingfeng et al. in [32] presents a goal-driven privacy requirements modeling
framework to support the design of a Role-Based Access Control (RBAC) system.
Kalloniatis et al. in [37] present PriS, a method to support the design of systems
starting from privacy requirements. The method elicits privacy goals, analyzes their
impact on organizational processes, modeled using privacy-processes patterns, and
identify privacy techniques that best support the processes, by using a classification
of privacy technologies. Spiekermann et al. in [72] propose an introduction to the pri-
vacy domain for engineers, by proposing two privacy design approaches: (i) privacy-
by-policy, based on fair information practices; and (ii) privacy-by-architecture, based
on data minimization. Gurses et al. in [31], provide an overview of privacy-by-design
practices, in particular about data minimization, that are inspired by policy makers
but expressed in an engineering perspective. Hoepman et al. in [35] review mains
Privacy Enhancing Technologies (PETs) and patterns and propose privacy design
strategies to integrate privacy-by-design in the software development life cycle.

2.3.1 Modeling and verification

Methods and frameworks for the engineering of requirements for privacy and security
are available in the literature. These methodologies focus on the elicitation of se-
curity requirements from business goals. Non Functional Requirements (NFRs) [50]
was the first proposal of a comprehensive framework for representing and using non-
functional requirements during the development process. KAOS [82] is a method
to support the process of deriving requirements, objects and operations assigned to
the various agents, starting from high-level goals. It includes a specification lan-
guage and an elaboration method. i* [43] is a goal-driven modeling language based
on actors, goals, tasks, and resources to model dependencies between stakeholders.
Tropos [44, 49] is another framework, part of the the i* family, that inherit the con-
cept of softgoal from the NFR framework, to deal with non-functional requirements
as a first class concept. GBRAM [7, 8] is a goal-based requirements analysis method
that focuses on early elicitation and abstraction of goals from diverse sources.
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Automated reasoning

The use of automated reasoning to support the analysis of requirements, was first
proposed by Van Lamsweerde et al. in [81]. Giorgini et al. in [30], introduce auto-
mated reasoning in the Tropos method to support the identification of requirements
conflicts. Giorgini et al. in [29] presents SI*, a security requirement engineering
framework that extends i* [84] to handle security concepts. Dalpiaz et al. in [22]
and Paja et al. in [52], propose the STS method and modeling language, a framework
for the analysis of security requirements that also includes privacy as confidentiality.
Salnitri et al. in [63], [64], and [62], propose SecBPMN2, a method to design secure
business processes, starting from requirements analyzed with the STS method and
transforming them on business process properties.

Breaux et al. in [15] propose a privacy requirements specification language, called
Eddy, with automated reasoning feature. The language provides a set of privacy
requirements, on which automated reasoning allows for the detection of conflicts
between requirements. Nómos, a software requirement framework, is proposed by
Siena et al. in [68, 69] and in its revisited versions [67] and [36], to tackle the problem
of compliance of software with the law. It includes a tool-supported (NómosT [85])
modeling language to model norms, as sets of rights and duties, and detect conflicts
between requirements. In Nómos 3 [36] the language is extended with legal roles.
The framework does not focus on privacy but can be used to model rights and duties
of privacy regulations.

2.3.2 Evolution

To the best of our knowledge, this is the first work that tries to understand the
effects of policy evolutions on data access in scenarios of multiple consent granting
and revocation. We do however discuss related work that study privacy evolution.

Contextual integrity states that information flows conform to norms consisting
of a sender, a receiver and who information is about, and was formalized in temporal
logics to detect inconsistencies between positive and negative norms [13]. In con-
trast, data purpose was formalized in DL to verify the purpose limitation and data
minimization principles, also called the use and collection limitation principles [17].
In either of these two prior approaches, the issue of granting and revoking consent
was not addressed.

Temporality in description logics

Description logics (DLs) are a subset of first order logic, intended as a general-
purpose language for knowledge representation, where decidability is valued over
expressiveness. The components of description logics are: (i) concepts, (ii) their
relations or properties, and (iii) individuals. When using DL to represent an ap-
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plication domain, definitions of concepts and properties compose the TBox, while
assertions about individuals and their concepts and properties compose the ABox.
Temporal representation is not directly supported by DLs. However, time and tem-
poral concepts can be modeled. The OWL-Time ontology [34] provides concepts
related to time representation, however it does not specify how to use these con-
cepts, nor how to reason over such concepts. In general, temporal representation
focuses on instants and/or intervals. In a point-based representation, relations be-
tween instants are“before”, “after”, and“equals.” In an interval-based representation,
relations can get up to the 13 pairwise disjoint Allen’s relations [5] showed in Figure
2.1.

Figure 2.1: Allen’s temporal interval relations.

In the case of numerical representation of time, Allen’s relations can be easily
inferred. For qualitative representation, by assertion of Allen’s relations, inferring
non-declared relations or checking consistency is an NP-hard problem. Apart from
missing representation of time, DL formalisms also miss constructs to represent the
evolution of concepts and their properties in time. Because DL only supports binary
relations, temporality is not easily encoded as a dimension of an existing relation.
For example, a data collection can be expressed as a relation between a data type
and a user, however, to include also the time of collection we would need a ternary
relation. Many approaches have been proposed to address such problems [9]. Ver-
sioning has been discussed in [38], which proposes to create a copy of the ontology
at every change. The n-ary relations approach [51] and 4D-fluents [83] are two alter-
native approaches to represent evolution of concepts. N-ary suggests representing
a temporal ternary relation (object, verb, predicate, time) as a concept itself rep-
resenting the verb, with properties to relate it to the object, the predicate, and
the time. The 4D-fluents approach represents temporal relation as a 4-dimensional
object, which includes time-specific temporal versions of the object and the predi-
cate, where the original relation is now expressed between the temporal versions of
the concepts. With respect to the n-ary approach, 4D-fluents suffers from prolif-
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eration of objects (two additional objects for each temporal relation). While n-ary
suffers from data redundancy in the case of inverse and symmetric properties (e.g.,
the inverse of a relation is added explicitly twice). In the representation of consent
evolution, collection defines a time instant and consent defines an interval between
consent approval and withdrawal. Our approach is based on the representation of
non-overlapping time intervals, where data are collected within one of these intervals,
while a sequence of intervals defines a consent.

2.3.3 Privacy preferences and user personalization

Recently, companies have pursued advanced personalization of user experiences to
strengthen their relationship with users [6, 14, 74]. Personalization is commonly
intended as customized or customizable user experiences, based on user’s behavior
or preferences. Privacy preferences are explicit requests by users about how or
when their personal data will be used. For example, users may want to exclude
their browser search history from the dataset used by websites to show targeted
advertisements.

Ackerman at al. in [3] present the results of a survey on E-commerce privacy
concerns. The authors found different attitudes (or preferences) of the respondents
with respect to current information practices. They propose privacy clusters for
individuals (fundamentalists, pragmatics, and unconcerned) to compare and weight
their attitudes (or preferences). Some preferences are shared by all the respondents,
such as, automatic transfer and unsolicited communications are disliked, while per-
sistent identifiers are sometimes tolerated. Much of the discomfort with the Web
today results from not knowing, or not trusting the information practices of a site
[3].

Teltzrow et al. in [76] categorize personalization systems according to the input
data they require and then review surveys on privacy concerns, showing that users’
privacy concerns have a direct impact on personalization systems. Two approaches
are discussed to implement personalization while alleviating the concerns of users,
one based on policies and laws, and the other based on anonymity. Spiekermann
et al. in [73] discuss about the conflict between the general desire of people to
protect their privacy and the companies hope to improve customers retention by
service personalization. The contribution consists in an empirical study measures
the actual behavior of people versus their stated privacy preferences. The authors
categorize approaches to address the privacy issue in three categories: law (the EU
model), self-regulation (the US model), and standards. A simple-to-use identity
management systems is suggested as an important privacy technology of the future
as an alternative to the limitations of anonymity and private credentials.

The P3P [21] is the reference platform for privacy preferences on the web. With
P3P, privacy agents are in charge of evaluating website privacy policies with respect
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to user’s privacy preferences. However, preferences are never used to modify web-
sites privacy settings. However, despite the availability of such privacy preferences
platforms, Acquisti at al. in [4] shows that people cannot always be counted on to
set their own privacy preferences in a self-interested fashion. For the authors the
reasons of this are three: (i) people’s uncertainty about their privacy behaviors and
the consequences of those; (ii) the context-dependency of people’s concern about
privacy; (iii) and the degree to which privacy concerns are malleable by commercial
interests. Because of this, policy approaches that rely exclusively on informing or
“empowering” the individual are unlikely to provide adequate privacy protection [4].
In the mobile app world, where something like a privacy platform for preferences is
the permissions system offered by the operating system. Lin et al. in [42] investigate
the feasibility of identifying a small set of privacy profiles as a way of helping users
manage their mobile app privacy preferences.

We reported here a limited selection of works in privacy preferences, most of
which are about measuring how people feel and perceive privacy preferences. To-
gether with personalization, these two themes are very important in the research
community. Our work is a step forward in understanding how users concerns on pri-
vacy, stated preferences, and privacy behaviors may affect the possibility to access
user data that is increasingly collected, analyzed, stored, and shared by both online
and traditional companies. People do react to opportunities to change consent under
different settings, and privacy preferences can give companies more flexibility (e.g.,
versus withdrawing consent and leaving the service, a user might modify a single
preference that only degrades the service quality). Our framework is a first result
to help companies understand their opportunities to get more data from the users
and increasing their user-base and personalization-quality.

2.3.4 Business processes query languages

Dijkman at al. in [23] review the state of the art in query languages for business
processes, that are proposed with the aim of managing repositories containing a large
quantity of diagrams. Querying is used for multiple purposes, such as, identifying
processes that comply with given standards or features. Existing languages differ
because of their expressive power and constructs, which focus either on labels of
activities or on control flow aspects.

In opposition, our querying framework for business processes focuses on exe-
cutions of a given process, and it is not intended for the management of large
repositories of business processes. Our language allows to query a process for a
specific execution, with the objective to verify control flow constraints. Salnitri et
al. in [63] propose SecBPMN-Q, a security-oriented query language for business
processes, which, as our allows to express control flow contraints. It is part of the
SecBPMN method [64, 62].
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Chapter 3

Baseline

The research work described in this thesis is based on the STS method [22], including
STS-ml [52] and SecBPMN2.0 [64]. The implementation of the automated reasoning
is based on DLV [39, 1] 1, a logical programming language. This section presents
BPMN 2.0, the STS method, and the DLV language, then introduces a case study
in the medical domain from the biggest health-care provider in Trentino, the APSS.

3.1 BPMN2.0

We introduce here BPMN 2.0 [24], a modeling language for the representation of
business processes. BPMN 2.0 provides four type of diagrams, we focus on “collab-
oration diagrams”, which is, by far, the most used part of BPMN 2.0.

A process in BPMN 2.0 is composed by a start event, a sequence of activities, an
end event, data objects that are read or write by activities, and gateways that provide
alternatives. In a BPMN 2.0 collaboration diagram, participants collaborate with
one another by exchanging messages represented as message flows. Participants are
categorized into pool participants or swim-lane participants.

In the graphical representation, activities are white rounded-corners boxes, events
are green or red circles, data objects are squared boxes with a flipped corner, gate-
ways are yellow rhombuses, sequence flows are solid arrows, data associations are
dashed arrows, and message flows are dashed arrows with a mail envelope.

Figure 3.1 shows an example of a BPMN 2.0 collaboration diagram representing
a scenario of the case study, where a doctor visits a patient and sends the referral
to a specialist that, in turn, asks an external laboratory to perform blood analysis
and creates the diagnosis.

1http://www.dlvsystem.com/dlv/
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Figure 3.1: Example of a BPMN 2.0 diagram in the medical domain

3.2 STS and SecBPMN2

STS [22] is a security requirement engineering method to support the design of se-
cure systems. STS focuses on social aspects as the main causes of security problems
in complex systems. It includes (i) modeling languages to represent the system
both at a socio-technical level and at the business process (procedural) level, (ii) an
automated reasoning framework, (iii) a supporting tool with automated reasoning
capabilities, based on disjunctive logic. Rather than focusing on the single compo-
nents of a system, STS focuses on the social aspects among all the participants, be
they technical machines or human beings.

STS provides a process to support the analysts in the design of a secure system.
Figure 3.2 gives an overview of the STS process. In the first phase, (1) analysts
collaborate with stakeholders to understand and model the requirements, with the
support of automated analyses to check consistency of the model and conflicts be-
tween requirements. Then, in a second phase, (2) the STS model is refined in
SecBPMN2, with the use of transformation rules to create skeleton processes and
policy patterns. (3) Skeleton processes are then modified to include low level details
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Figure 3.2: Process of the STS method (including SecBPMN2.0)

not captured in the STS model, and (4) additional patterns are created to express
custom policies. (5) Automated reasoning features allow to verify the policies to-
ward the business processes. Iterating on the process allows to constantly checking
the model and finally (6) produce secure system specifications. The method can be
used either for the design of a new system or for the to re-engineering of an existing
one.

3.2.1 STS-ml

STS-ml is the formally defined goal-based modeling language provided by the STS
method. It is used to model socio-technical systems as a composition of intentional
actors, which represent either a single instance (agent) or a class (role) of either
technical components or humans, focusing on actor interactions, i.e. goal delegations
and document transmissions. The language is multi-view, so to capture and focus
on different aspects of the system separately: social view represents actors, goal
delegations and document transmission, information view represents informative
content of documents, while authorization view represent security requirements
about the reading, modification, production, and transmission of documents.

Figure 3.3 shows an example of an STS model and a legend of STS graphical
notation. Examples diagrams of the three views taken from the case study are
showed in the left part of the figure.
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Figure 3.3: STS model

Actors are modeled in the social view, each with a set of objectives, called
goals, and a set of documents they can use. In the top left part of Figure 3.3 is
represented the social view diagram of an example of socio-technical system taken
from the case study. Goals can be delegated among actors and documents can be
transmitted. In the example, patient delegates the goal medical prescription to family

doctor, who receives a diagnosis document from private company doctor. Goals can be
AND- or OR-decomposed in sub-goals and can depends on a document in terms of
reading, editing, or production. As represented in the model, the doctor need to
read the document containing the diagnosis, in order to prescribe a medication to
the patient.

STS allows to identify information: intangible assets that represent pieces of
knowledge relevant for the actors of the system, for example, medical records. Infor-
mation is modeled in the information view, where it is possible to specify the
respective owners, the composition of these information with respect to other infor-
mation, and the documents that make them tangible. An example of information
view diagram is showed in the middle left part of Figure 3.3. Every document is
possessed only by an actor, who can use them to accomplish goals, but can also be
transmitted and used by others, as modeled in the social view. For example, Health
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Card is a document possessed by the patient that makes tangible his social code.
The social code information is composed by information about his name and birth.

In order to process a document (read, modify, or produce), actors must be either
the owners of the contained information, or be authorized by the owners. Authoriza-
tions are represented in the authorization view and are identified by: the sender,
the addressee, the information, and the goals for which the information can be used.
For example, the patient authorizes the APSS to read his social code within the
context of booking a medical examination. An example of an authorization view
diagram is showed in the bottom left part of Figure 3.3.

In STS, actors are distinguished into roles and agents. An agent is a participant
known to be in the system already at design time, for example the APSS in Figure
3.3, while a role represents an actor or a class of actors identifiable by a common
behavior, for example the director of the S. Chiara Hospital or the Patient of Figure 3.3.
Agents can eventually play several roles and roles can be eventually played by several
agents.

3.2.2 SecBPMN2

SecBPMN2 [63, 64] is a component of the STS method, based on BPMN2, for the
design of secure processes. Starting from an STS model, goals and requirements
are refined into business processes with security annotations. With respect to the
social modeling phase, where the system is detailed by goals decomposition, in this
phase goals are refined into business processes that specify the procedures for the
achievement of such goals. Security requirements, that came from the analysis of
the social setting, are transformed into business process policies, and verified on
the processes with the use of automated reasoning. SecBPMN2 includes two mod-
eling languages: (i) SecBPMN2-ML (Secure Business Process Model and Notation
Modeling Language) for the modeling of secure processes, (ii) SecBPMN2-Q for the
modeling of process policies. Automated reasoning capabilities allows to verify the
policies on the processes.

SecBPMN2-ML

SecBPMN2-ML extends BPMN 2.0 with security annotations.
Figure 3.4 shows an example of a SecBPMN2 model on a payment procedure,

which results in a standard BPMN 2.0 diagram if we ignore the three security anno-
tations. The three security requirements that are used in this process are confiden-
tiality, for the transfer request, non-delegation, for the generation of the payment
order, and non-repudiation for the reply with the confirmation.
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Figure 3.4: Example of a SecBPMN2 model. Figure from [64].

SecBPMN2-Q

SecBPMN2-Q is a query graphical modeling language for business processes. In
SecBPMN2 [64], it is proposed to model security policies derived from an STS model
with the use of transformation rules, or specified manually by the analyst. Based on
the concepts of pattern and anti-pattern, it allows to look for a block of elements in
a process that match the ones specified in the query. An automated verification of
such policies is based on a formalization of the modeling languages.

Figure 3.5 shows an example of two SecBPMN2 policies, a pattern and an anti-
pattern. Elements identified by an @ at the beginning of the name match any
element in the queried processes, while elements with a proper name match only
the elements with that same name. The pattern policy on the left verify the pres-
ence of the confidentiality annotation in a message flow between a ”customer” and a
start event named ”wait request” indirectly followed by an activity ”Request autho-
rization”. The anti-pattern policy on the right, verifies that no ”send confirmation”
activity indirectly follows a ”convert values” activity.
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Figure 3.5: Example of a SecBPMN2-Q policy. Figure from [64]

Integration with STS

When SecBPMN is used within STS, mapping rules support the analyst in the refine-
ment of the STS model into SecBPMN2. Actors are mapped to pools participants.
Documents are mapped to data objects or messages. Transmissions and delegations
are mapped to message flows. Then, security requirements are mapped into policies
that are automatically generated by the tool, starting from the requirements in the
STS model, with the use of templates.

3.3 DLV

DLV [39] is a disjunctive logic language that allows knowledge representation and
reasoning. The DLV engine implements the automated reasoning support for the
DLV language. Base elements of the DLV language are simple terms, which can be
constants (start with a lower case letter) or variables (start with an upper case letter);
predicates express relations and when composed with terms they create atoms. DLV
supports explicit negation, written as -, and negation as failure, written as not.

Listing 3.1: DLV literals
-a(X). not a(X). not ~a(X).

A possibly negated atom is a literal. Listing 3.1 shows examples of literals:
explicit negation, negation as failure, and negation as failure of an explicit negation.
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Listing 3.2: DLV facts
a(x1). -a(x1).

An explicitly negated literal is a fact. Listing 3.2 shows examples of facts: asser-
tion and negation.

In DLV facts describe the status of the things; facts can be explicitly asserted
or inferred by rules. Inference rules are composed by a head which is a disjunction
of facts, and a body which is a conjunction of literals separated by the symbol :-;
if the body evaluates to true, then the head must evaluate to true as well. Special
forms of rules are negation as failure, disjunctive rules, and constraints.

Listing 3.3: DLV rules with negation as failure
b :- not a. a :- not b.

Negation as failure rules can be used to express alternatives. Listing 3.3 shows
an example of such a rule that resolves in either only a being true or only b being
true; note that it also admits a solution in which both a and b are true.

Listing 3.4: DLV disjunctive rules
a v b :- .

Disjunctive rules express alternatives, in an equivalent but more compact form than
negation as failure rules. Listing 3.4 shows an example of a disjunctive rule for which
either only a is true or only b is true.

Listing 3.5: DLV constraints rules
:- rain. :- green(X),red(X).

Constraint rules impose conditions for admissible solutions. Listing 3.5 shows exam-
ples of constraints for which rain is not admissible and nothing can be both green
and red.

3.4 Case study: the Trentino health-care provider

When it comes to privacy, the medical domain is one of the most critical. Medical
data are highly confidential but at the same time fundamental in performing accurate
diagnosis and ultimately saving lives. A large quantity of patient data are produced,
recorded and shared between hospitals and other healthcare providers to deliver high
quality medical services. Here, a trade-off between privacy and accessibility of data
is fundamental. If on one hand there is the need for privacy of patients, on the other,
availability of data can be of vital interest.

GDPR is revolutionizing the way of dealing with privacy in several domains,
including the medical one. Consequently, organizational processes must be revised
and verified, for example, to make sure that consent is asked to the patients before
accessing or sharing their medical data.
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Healthcare have evolved over years, shifting toward electronic records and dig-
ital health, leading to a situation that is dependent to an ever-growing number of
complex processes. Unluckily, most of them, from our experience, are usually poorly
documented and/or not organized. As a consequence, their analyses require a mas-
sive workload that cannot be done in a piecemeal fashion, but rather need to be
planned and approached systematically.

User consent, in such a complex scenario, is not solely paper-based but it is
mainly electronic-based and integrated in the organization processes. This makes
the analysis of requirements related to consent not straightforward, also considering
that the health-care system is an evolving complex socio-technical system, where
requirements identified at social and organizational level impact on operational pro-
cesses, such as, accountability of the transmission of medical reports between doc-
tors, impacts on the processes and on technical components.

3.4.1 APSS scenario

We based our case study on the Trentino healthcare service provider, namely Azienda
Provinciale per i Servizi Sanitari (APSS). APSS is the largest medical organization
in the Italian province of Trento 2 and it is integrated in the national healthcare
system. It offers direct medical services, in collaboration with external organiza-
tions. In particular, we focused on the newly conceived Italian national register of
citizens’ medical data (aka FSE), which is going to become operative in the near
future, and for which, the APPS is working toward implementation in the province
of Trento. With the FSE, public and private Italian medical service providers will
be all interconnected, giving the possibility to doctors to access patient medical and
administrative data from everywhere.

Figure 3.6 shows the social setting of APSS with respect to the management
of consent for the FSE in the Santa Chiara Hospital. In orange, the sub-part of
the system related with the access of the patient to the health-care system. In red,
the sub-system for expressing privacy-preferences and change consent. In green,
the sharing of medical documents with APSS professionals. Finally, in blue and
purple, technical components of the system, for the management of patient data
and consent.

We consider a representative scenario in which a family doctor, an analysis labo-
ratory, and a specialized doctor, share patient’s data to provide medical care. Each
participant has the patient’s consent to access and share his data. These caregiver
have each their own system, however they also need to have access to shared systems
for sharing medical documents.

We will use this scenario to present the method proposed in this Thesis and
evaluate it with domain-experts.

2https://www.apss.tn.it/it
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Figure 3.6: Overview of the analysis of APSS social setting, with respect to the
management of patient data and consent.
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Chapter 4

Consent modeling and verification

This Thesis proposes a method for the analysis of privacy requirements to support
the engineering and maintenance of complex systems and their compliance with
privacy regulations.

The method adopts a top-down approach, analyzing privacy and consent re-
quirements of a system at different levels of abstractions, focusing first on the socio-
technical structure and then moving on procedural aspects. The method, model-
based and software supported, supports the analysis of requirements both in the
design of new systems or in the maintenance of existing ones.

The method includes a process, two modeling languages, a formal framework
and a software supporting tool.

Figure 4.1: Components of the method.

Figure 4.1 gives an overview of the components of the method. The top-down
approach adopted by the method is depicted by the pyramidal shape on the left
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of Figure 4.1. The components of the method are represented on the right part of
Figure 4.1.

The process provided by the method span across three layers of abstraction, as
in Figure 4.1, from top to bottom: in layer (i) ”socio-technical”, consent is modeled
and checked with respect to the organizational structure; then, in layer (ii) ”business
process”, consent is modeled and verified with respect to activities and procedures;
finally, requirements from the previous steps are used in layer (iii) ”implementation”,
to implement the system.

Graphical modeling languages are used to ease the analysis of privacy and con-
sent requirements. The first modeling language is goal-oriented and focuses on the
socio-technical structure of an organization. The second one is oriented on business
processes and focuses on organizational procedural aspects.

The formal framework includes a formalization of the modeling languages and
built-in analyses for the verification of compliance of the requirements analyzed in
the graphical models with respect to privacy regulations. Compliance analyses are
based on the interpretation of privacy regulations with respect to the abstraction
level proposed by the method and represented in the models.

A software supporting-tool guides the analysts in the use of the method. It is
provide with automated reasoning capabilities based on the formal framework.

Next sections of this chapter gives more details on the process and on the software
supporting-tool.

4.1 Process

The process guides the analysts in the modeling and analysis of privacy requirements.
Figure 4.2 shows the process provided by the method. Rounded boxes, connected

by solid arrows, represent the main activities of the process.
The process starts in (1) ”socio-technical modeling”, where organization internal

policies are analyzed with respect to the structure of the organization and privacy
consent is represented in a socio-technical model; iteratively in (2) ”compliance anal-
ysis” the model is analyzed, to check compliance with requirements imposed by pri-
vacy regulation; then in (3) requirements of consent are refined into business process
models, where the procedures that implement the system are specified; iteratively
in (4) ”compliance analysis” business process models are analyzed to verify the com-
pliance with privacy regulations and eventual other requirements from organization
policies; the method returns in output requirements compliant with the regulations.

The iteration between the modeling and analysis phases, allow a continuous
validation of the models with respect to compliance with regulations.

The method takes in input organization internal policies and privacy regulations,
as represented in Figure 4.2 by the squared boxes and dashed arrows. Organization
internal policies are used in the modeling of the system, as represented on the left of
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Figure 4.2: ProPrivacy process.

the Figure, where they are analyzed and mapped as authorization requirements and
authorization tables. A set of requirements for compliance with privacy regulations
have been identified based on our analysis of the regulations. These requirements
have been integrated into the formal framework, and are used in the analysis of
compliance, as showed on the right of Figure 4.2.

In the case of evolution, when changes are made to the system, for example, for
maintenance purposes, the method can be used for its re-engineering. Models of
the system are created on the basis of the existing structure and existing models
are reused, avoiding excessive overheads of re-modeling. For example, BPMN 2.0
diagrams can be reused by mapping consent requirements on the processes.

4.1.1 Socio-technical modeling

Initially, in order to analyze the requirements of privacy consent, it is necessary to
represent in a model the socio-technical structure of the system. The basic elements
that characterize such models are the actors, who represent autonomous entities,
humans or machines, as also organizations or departments, which share information
and delegate goals one another.

We propose a modeling language, based on STS-ml, to analyze the requirements
of consent with respect to the organizational structure. It includes the concept of
personal data, based on the linkability of an information to an actor, that is defined
as the data subject. Moreover, with respect to STS-ml we have a fourth view, the
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”consent view”, to model consent as a set of authorizations to operate on personal
data.

Consent authorizations are expressed with respect to privacy operations, which
are based the taxonomy proposed by Solove in [71]. Specifically, we support autho-
rizations on collection, processing, and dissemination. With respect to the scope of
the consent, identified by a set of actors, we speak of: (i) collection in case of data
coming from the data subject; (ii) processing in case of data read, modified, or pro-
duced, by actors in the scope or transmitted within the scope; and (iii) dissemination
in case of data transmitted outside the scope.

Socio-technical compliance analysis

The formal framework in which the language is defined, allows to perform automated
analysis on the models. We propose automated analyses of socio-technical models
that include well-formedness and compliance with consent requirements from GDPR.

4.1.2 Business processes modeling

Requirements from the socio-technical model are refined onto business processes.
This modeling abstraction includes organizational aspects, from the socio-technical
level, but adds more details, by focusing on the procedures that implement the
system.

The refinement from socio-technical model to business processes is supported by
bijective transformation rules. Documents are transformed into data objects, trans-
missions are transformed into message flows, the use, modification, and production
of documents is transformed into dataflows given by data objects taken as input or
given as output by activities, and goals are transformed into events.

Consent authorizations are refined on elements of the process into authorization
tables, where: data objects are used in place of information; activities are used in
place of actors; and data objects or message flows are used in place of document.

Privacy operations of collection, processing, and dissemination are interpreted
similarly as in the socio-technical model, more precisely: (i) collection is used in
case of message flows from the data subject; (ii) processing in case of data objects
in input or output to/from activities or message flows between participants in the
consent scope; and (iii) dissemination in case of message flows towards participants
outside the scope.

Business processes compliance analysis

The formal framework for automated analysis includes a formal representation of the
graphical elements of the business process modeling language. The automated anal-
yses includes the verification of useless authorizations, inter-dependency between
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separate consents, and the possibility to execute the processes even without provid-
ing any authorization. Such analyses are inspired to the GDPR principles of data
minimization, freely-given consent, and purpose specificity.

4.2 Supporting software-tool

The method proposed in this Thesis is provided with a supporting software-tool that
is based on the STS-Tool [53, 65]. The tool constitutes a fundamental part of the
method, guiding experts through all the phases of the process. Specifically, the tool
includes modeling editors featuring automated analyses.

Currently, the plugins that extends the tool to support the method proposed in
this Thesis are still under development. There are two plugins to extend the socio-
technical modeling editor and the business process modeling editor. A version of the
tool that fully supports the full process proposed in this Thesis is under development.

Figure 4.3: Screenshot of the socio-technical modeling editor from the STS-tool

Figure 4.3 shows a screenshot of the socio-technical model editor. The STS editor
has been extended to add a fourth view, the consent view, visible in the lower part of
the Figure. Currently under development, the editor still misses modeling features
for consent and automated analysis.

In the future, the editor will support the modeling of consent authorizations, and
the automated analysis proposed in Chapter 5.

Figure 6.3 shows a screenshot from the business process modeling editor. This
editor, based on the SecBPMN2 editor, is extended with consent authorization an-
notations, as proposed in Chapter 6 by ProPrivacy. The table on the lower part of
the Figure represent the consent authorization table, and it is used to automatically
annotate the process with consent requirements.

Figure 6.4 shows a screenshot of the window where consent table is modified, by
adding or removing authorizations.
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Figure 4.4: Screenshot from the tool of the ProPrivacy business process editor

Figure 4.5: Form to modify the consent authorization table from the ProPrivacy
tool

Currently, this extended version of the SecBPMN2 editor supports the modifi-
cation of consent authorization table and the automated annotation of processes on
the basis of consent authorizations. In the future, it will also support automated
analysis proposed in Chapter 5, for the verification of compliance with respect to
GDPR principles.
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4.2.1 Architecture of the tool

The tool extends the STS-Tool using its plug-in system, specifically, a plug-in ex-
tends the business process modeling editor, while another extends the socio-technical
modeling editor with the consent view. The tool is a standalone software written in
Java 7, based on Eclipse RCP Framework. It is available for MAC OS, Microsoft
Windows, and Linux. The developers that are contributing in this plug-ins are
Mauro Poggianella and Daniele Giovanella, following the design specified by Marco
Robol (the author of this Thesis), with the help of Elda Paja, Mattia Salnitri and
Paolo Giorgini.

The tool offers the following features: (i) a graphical editor for goal oriented and
business process oriented modeling languages with privacy requirements; (ii) auto-
mated consistency verification of the diagrams; (iii) integration in the STS method
that permits to easily shift from goals editor to business process editor; (iv) auto-
mated analysis for the verification of compliance with privacy regulations.

4.3 Chapter summary

This chapter presented the method proposed by this Thesis, including an overview
of its main components, a description of the process that guides analysts in the
adoption of the method, and the supporting software-tool. More details on the
components of the methods, for the modeling and analysis of socio-technical setting
and business processes, are presented in the next chapters of this Thesis.
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Chapter 5

Goal-based consent modeling and
checking

The European General Data Protection Regulation (GDPR) [26] has entered into
force on May 2018. Compliance is of utmost importance for organizations, in order
to avoid monetary penalties which can be up to 20 million Euros. Moreover, public
debates on privacy, such as the recent one about personal data being sold away by a
well known social network [20], have a strong impact on people, with consequences
for organizations that can be even worst than actual fines.

The way how companies do their business is shifting from a traditional closed
one, to an approach more open to collaborations with external parties. This way
of doing business is supported by consent, a key element in privacy regulations
that allows the processing and sharing of personal data among organizations, yet
it gives users control over their own data. Personal data are stored and shared
among organizations by humans through information system. In such complex socio-
technical systems, compliance with privacy regulations should be considered starting
from social components, down to technical ones.

Compliance with privacy regulations should be handled as soon as possible, con-
sidering it as an early requirement, so to avoid unexpected costs of re-engineering [45].
Most importantly, given the relevance of humans in organization activities, the anal-
ysis of privacy requirements must carefully represent the social context, the actors
involved, their interactions, as well as their expectation and responsibilities in light
of privacy regulations.

Methods for the analysis of privacy requirements has been often discussed [32, 37,
15], however, most of these works either does not put social aspects first, or does not
take into consideration regulations. Nómos [68, 69] propose a solution for regulatory
compliance of software specifications, while other works analyze requirements under
a social perspective, such as, i* [84] or Tropos [18], and focus on security as Secure
Tropos [29] or STS [22]. In previous work [61], we have presented preliminary results
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of a framework for privacy requirements, which includes a modeling language based
on STS and automated reasoning capabilities.

In this chapter, we propose a method, based on STS, for the analysis of privacy
and consent requirements, to support compliance with regulations. It is based on
(i) the modeling of the domain, (ii) the specification of privacy and consent require-
ments, and (iii) automated reasoning to support compliance with regulations.

The contributions presented in this chapter are the following:

• a modeling language, goal-oriented, focused on privacy and consent;

• A reasoning framework to automate the detection of conflicts between system
operations and consent provided by users;

• A validation of the modeling language and the reasoning framework in collab-
oration with privacy experts in the medical domain, including legal experts,
experts in the organization processes, and technical people.

The chapter is structured as follows. Section 5.1 introduces the modeling lan-
guage for privacy and consent requirements. Section 5.2 discusses the formal frame-
work for automated reasoning. Section 5.3 presents automated reasoning for GDPR
requirements checking. Section 5.4 presents the results of the validation, with ex-
perts from APSS. Section 5.5 discusses related work, and Section 9 concludes.

5.1 Goal-based modeling language for consent

Graphical models can be used to ease the analysis of requirements both in the design
of a new system or in the re-engineering of an existing one. In the analysis of privacy
and consent requirements, it is important to model the system so to represent (i)
personal data, (ii) data operations, and (iii) privacy consent. We propose a modeling
language, based on STS-ml, for the analysis of privacy and consent requirements in
complex and evolving socio-technical systems. The new modeling language includes
the concepts of (i) personal data, based on linkability, (ii) privacy operations, based
on a taxonomy that includes collection, processing, and disclosure, and (iii) consent,
based on authorizations. In the rest of the section we go into more details on
these aspects, for each of them we present how they are supported by the modeling
language.

Our definition of personal data is based on the one provided in the GDPR[26].
Here an excerpt from Article 4(1): ”personal data means any information relating
to an ... identifiable natural person (‘data subject’); ... one who can be identified,
directly or indirectly ...” [26]. The idea behind this definition is about the identi-
fiability of the person in the information. Spiekermann and Cranor, in [72], relate
the identifiability of users to linkability of data, they talk of personal data in case
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of linkability and anonymous data in the case of unlinkability. In the model that
we propose, information by itself is not directly linkable to a data subject, however,
when it is made tangible on a document, this may make it linkable to a data subject.
Therefore, we define personal data as an information that is made tangible in a form
so that it can be linked to an identifiable user. This design choice was led by the
intention of representing the same piece of information under two forms: personal
data (when the information is taken from a document linkable to a data subject)
and anonymous data (when the information is taken from a document not linkable).
We are aware that linkability is actually a very discussed and controversial topic.
Deciding and demonstrating the linkability or unlinkability of data is not straight-
forward and several studies have been done on this, starting from k-anonimity [75]
to l-diversity [46] and t-closeness [41]. The process of de-identification of personal
information is critical and if not approached correctly, could lead to unwanted and
malicious data breaches [28]. We suggest that the lack of linkability, is a property
that must be carefully verified. The eventuality that an information could be linkable
to the user should be always taken into consideration. In our modeling language,
we introduce the Linkable To relationship to represent the potential linkability to a
Data Subject actor, of a Document, our tangible form of Information.

We investigate on data operations that are relevant for privacy, and we propose
a classification based on our interpretation of the privacy taxonomy presented in [70].
The taxonomy, in addition to the concept of personal data and data subject [61], is
based on the concept of data holder, who is the performer of the following operations:
(i) information collection, related with the means by which information is gathered
from the user by the data holder, (ii) information processing, related with the con-
solidation and use of information and its transfer between information systems by
the data holder, (iii) information dissemination, related with the disclosure to the
public or to another person, (iv) invasion, related with intrusion in the private life
of the user and interference with his decisions. In our modeling language we include
three privacy-relevant operations, namely collection, processing, and dissemination,
while we not included invasion since it does not necessary involve information and it
is therefore not relevant to information analysis. We speak of Collection of personal
data in the case of transmission of a document from the data subject, the actor to
which the document can be linked to, to another actor. Processing of personal data
is in the case of any of the operations of reading, modification or production, and
also in the case of transmission of documents between actors that are part of the
data holder. While Dissemination is any transmission made by the data holder, to
any other actor that differs from the data holder, and the data subject.

To support consent requirements analysis we adopt the definition of consent
given in Article 4(11) of the GDPR: ”Consent of the data subject means any freely
given, specific, informed and unambiguous indication of the data subject’s wishes by
which he or she, by a statement or by a clear affirmative action, signifies agreement to
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the processing of personal data relating to him or her”. In our interpretation consent
in an agreement between two actors, the data subject and the data holder, that
consists in the permission for operating on personal data for a specific purpose. For
the consent on the processing of personal data, defined in the GDPR, we propose a
classification based on [71], that includes consent on the collection, processing (use),
and dissemination. In our language we support the modeling of Consent as a social
relationship between two actors, the Data Subject and the Data Holder, in terms of
authorizations for operating over personal data. The set of actors authorized within
a consent defines the Scope of the consent, with respect to which we speak of consent
to the collection in case of authorizations for the transmission of personal data from
the data subject to any actor part of the consent scope, consent to the processing in
case of authorizations to read, modify, produce, or transmit, personal data between
actors in the scope, and consent to the dissemination in case of authorizations for
the transmission of personal data to actors outside consent scope.

Figure 5.1: Meta-model of the proposed modeling language

Figure 5.1 shows the meta-model of the modeling language, in red the elements
related to privacy and consent. The meta-model is organized in four diagrams, each
representing one of the views proposed in the modeling language. Concepts of the
language shared between views are here represented separately in each of the respec-
tive meta-model diagrams. The replication of such concepts between the views can
be automated by the supporting tool, so to help the modelers in creating consistent
diagrams. The modeling language splits across a total of four different views. With
respect to STS-ml we added a fourth one, the consent view, to model consent and
analyze its requirements. Consent is represented as a relationship between a data
subject and a data holder, and consists in a set of authorizations. Permissions spec-
ified in this view differs from the ones in the authorization view because: (i) they
includes the operations of collection and dissemination and (ii) such permissions are
related to a specific consent.

Figure 5.2 shows an excerpt of the social view, representing the dependencies
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Figure 5.2: APSS social view

between actors, from a model of the case study 1, where a patient interacts with
a doctor of the APSS, who provides the first aid, collects his personal data, pro-
duces a report, and uploads it to the FSE system, then the patient interacts with
a physiatrist for the rehabilitation, who reads the first aid report and produces a
prescription, and with a pharmacist, who reads the prescription to provide drugs.
A research lab obtains an anonymous version of the first aid report.

Figure 5.3 shows an excerpt of the information view from the model of the
case study. Patient first aid report is represented as a document, possessed by the
actor APSS doctor, such document is linkable to the patient himself, meaning that
the patient is identifiable. Similarly, the prescription document, that is possessed
by the physiatrist, is also linkable to the patient, and the same is for the health care
card, also linkable to the patient.

Figure 5.4 shows an excerpt of the authorization view, representing the opera-
tions permitted by owners of information. In this example, Pharmacist is authorized
by the Physiatrist to read the Prescription data in the context of providing drugs,
while he is not authorized to modify or produce these.

Figure 5.5 shows an excerpt of the consent view from the model of the case
study, that includes the details of the three consents provided by the patient to

1The complete model can be found at disi.unitn.it/~marco.robol/
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Figure 5.3: APSS information view modified

Figure 5.4: APSS authorization view

Figure 5.5: APSS consent view

APSS. On the top, details of the processing consent provided to the APSS, which
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includes in its scope physiatrist, APSS doctor and APSS repository. Letters C, R,
M, P, T, and D stands respectively for Collect, Read, Modify, Produce, Transmit,
and Disseminate. The APSS doctor is authorized to read, produce and transmit
information of the patient within the scope of the consent. Physiatrist is authorized
to read and modify first aid data, and read produce and transmit prescription data.
On the right, details of the collection consent provided to the APSS, where the APSS
doctor is authorized to collect information from the patient. On the bottom, details
of the dissemination consent provided to the APSS, which consists in authorizing
the FSE in disseminating first aid data and prescription data of the patient to actors
outside the scope of this consent.

5.2 Formal framework

Modeling languages should be simple enough to easily identify inconsistencies but, as
the models start growing, to adequately represent real world cases, this could became
harder [81]. Automated reasoning, based on formal languages, can support users in
the identification of potential inconsistencies in the models. The formalization we
propose relies on [22, 61], for further supporting consent requirements for privacy.

This section provides a formalization of the language based on the formalization
of STS-ml provided in [22]. We use set theory and we define atomic variables with
strings in typewriter with a leading capital letter (e.g., G, I); sets are defined with
strings in the calligraphic font for mathematical expressions (e.g., G, I); relationship
are defined in italics style with a leading non-capital letter (e.g.,wants, possesses).
Table 5.1 lists the predicates used to represent concepts and relationships. We
focused on the formalization of concepts related to privacy, such as, consent and
personal data. See the information relationship of linkableTo(D,A) and the social
relationship of consents(A,A′, S) and authorization.

Definition 5.2.1 (Intentional actor). An intentional actor is any agent or role that
commits himself in the achievement of a set of goals. An intentional actor model
AM is a tuple 〈A,G,D, IRL〉, where A is an actor, G is a set of goals, D is a set
of documents, and IRL is a set of intentional relationships. An actor model AM =
〈A,G,D, IRL〉 is well-formed if all intentional relationships are defined over actor A,
goals in G, and documents in D.

For example, the actor APSS Doctor commits himself in the achievement of the
goal First aid provided to the patient, goal delegated to him by the Patient. The
model of actor APSS Doctor is composed by the goal First Aid and the documents
Health Care Card and First Aid Report and the intentional relationships Read and
Produce on the documents.

Definition 5.2.2 (Consent). consents(A,A′,A′′,AUTH) is a social relationship
defined between a data subject A, a data holder A′, and a set of actors representing
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Table 5.1: Predicates
Concepts:
actor(A), agent(Ag), role(R), goal(G), document(D), information(I).

Intentional relationships (IRL):
wants(A,G), possesses(A,D), decomposes(A,G, S,DecT), where DecT ∈ {and, or},
reads/modifies/produces(A,G,D, OpT), where OpT ∈ {R,M ,P}.
Social relationships (SRL):
plays(Ag,R), delegates(A,A′,G), transmits(A,A′,D),
authorizes(A,A′, I,G,OP,Tr), consents(A,A′,A′′,AUTH),
where OP = ({C,R,M ,P ,T ,D} ∪ {C,R,M ,P ,T ,D}) and Tr ∈ {true, false}.
Information relationships (IRL):
owns(A, I), partOfI(I1, I2), partOfD(D1,D2), tangibleBy(I,D), linkableTo(D,A).

the consent scope A′′. Consent consists in a set of authorizations AUTH provided to
actors in the consent scope A′′, where authorized privacy operations are expressed
with respect to such scope. A consents(A,A′,A′′,AUTH) is well-formed only if
authorizations AUTH are provided only to actors in the consent scope, represented
by the set of actors A′′.

For example, considering the Figure 5.5, the patient, as data subject, provides the
consent for the collection of his personal data to the APSS actor, the data holder.
Such consent consists in permitting the APSS doctor to collect from the patient the
information health care identifier in the context of achieving the goal first aid.

Definition 5.2.3 (Social model). We bind together actors models and social rela-
tionships to compose a social model of the system. A social model SM is a tuple
〈AM, SRL, IRL〉 where AM is a set of intentional actor models, SRL is a set of social
relationships, and IRL is a set of information relationships.

Definition 5.2.4 (Authorization closure). We define a closure over authorizations
so that if no explicit authorization is provided, any operation on any information is
implicitly forbidden. We include here an excerpt of the formal definition as given by
Elda et al. in [52]. Let SM be a well-formed social model, the authorization closure
over SRL in SM, denoted as 4SRL, is a super-set of SRL that makes prohibitions
explicit, when no authorization is granted by any actor.

Definition 5.2.5 (Consent closure). We define a closure over consents so that if no
consent provides an explicit permission to operate on linkable documents, then oper-
ating on linkable documents is implicitly forbidden. The complete formal definition
as given by Elda et al. can be found in [52].
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5.3 Automated reasoning for GDPR requirements

checking

In this section, we present our contribution in the automated reasoning, proposed
to support analysis related to privacy and consent.

First example of automated reasoning is related to violated authorizations.

Definition 5.3.1 (Violated authorization). An authorization is violated when, even
if it makes prohibition to an actor A to operate on an information I, the actor A
actually operates on a document D that makes tangible the information I, also
considering the operating context G. Formally, for each provided authorization
authorizes(A, A′, I, G, OP, TrAuth), a violation is detected if exists an operation
reads/modifies/produces(A′, G, D, OpT) s.t. G ∈ G, OpT is negated in OP, and
exists a tangibleBy(I, D) s.t. I ∈ I.

In the example of Figure 5.2, considering only the authorizations specified in
Figure 5.4, different authorizations are violated. The APSS Doctor can not read the
Health care card of the Patient, the Physiatrist can not read the First air report of
the APSS Doctor, and also the the FSE repository agent and the FSE APSS can
not read the First air report, and they can not transmit any documents.

Consent requirement specifies the need of assessing user decision on the collec-
tion, processing, and disclosure of his personal data. We can automatically detect
violation of consent reasoning on operations performed on document, and linkability
of documents.

Definition 5.3.2 (Violated collection consent). Violation of collection consent hap-
pens in the case of transmission of a document D, from actor A′ owner of some
information I tangible in D to an actor A, if it is the case that the document itself
is linkable to A′.

Definition 5.3.3 (Violated processing consent). Violation of processing consent
happens in the case of any processing operation on a document D, executed by an
actor A′, including the transmission toward an actor A′′, whether it is the case that
the document is linkable to another actor A, owner of some information I tangible
in D, and both actors A′ and A′′ are part of the consent scope.

Definition 5.3.4 (Violated dissemination consent). Violation of dissemination con-
sent happens in the case of transmission of a document D, from an actor A′ to an
actor A′′, if it is the case that the document is linkable to another actor A, owner of
some information I tangible in D, and that the transmission is not authorized within
the scope of any consent.

In the example of Figure 5.2, considering the consent view in Figure 5.5, some
consent are violated. For example, the transmissions of First Aid data and Pre-
scription data, from the APSS repository to the FSE APSS, raise a violation of the
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Table 5.2: DLV rules for consent
(i) violatedCollectionConsent(A, I,D) :-
not canCollect(A, I,G), transmits(A′,A,D), tangibleBy(I,D), linkableTo(D,A′).
(ii) violatedProcessingConsent(A, I,G,D) :-
not canProcess(A, I,G), reads/mod./prod./tx.(A,G,D), tangibleBy(I,D), linkableTo(D,A′).
(iii) violatedDisseminationConsent(A, I,D) :-
not canDisseminate(A, I,G), transmits(A,A′′,D), tangibleBy(I,D), linkableTo(D,A′).
(iv) excessiveConsent(A, I,G,OP) :-
(canCollect(A, I,G), not transmits(A′,A,D))
∨ (canProcess(A, I,G), not reads/mod./prod./tx.(A,D))
∨ (canDisseminate(A, I,G), not transmits(A,A′′,D)),
tangibleBy(I,D), linkableTo(D,A′).

dissemination consent, because dissemination consent is provided only to the agent
FSE APSS.

We provide automated reasoning for the minimization of personal data, based on
the analysis of information used in the achievement of goals and consent. Excessive
permissions are provided by consent in the case no such operations are performed.

Definition 5.3.5 (Excessive consent). A consent is excessive when the provided
actor A, in the context of achieving any of the goals G in the authorization, does not
perform any of the allowed operations on any document D that makes tangible any
of the information in the authorization. Formally, an authorization authorizes(A,
A′, I, G, OP, TrAuth) is excessive if given I ∈ I, G ∈ G, OpT ∈ OP, do not exists any
reads/modifies/produces(A′, G, D, OpT), s.t tangibleBy(I, D).

For example, in the processing consent, represented in Figure 5.5, APSS doctor
is authorized to transmit the Health care identifier, while this is not necessary in the
achievement of any goal, as in Figure 5.2.

5.3.1 Core logic implementation

In STS [22], automated reasoning has been implemented in DLV [1], and integrated
in the graphical modeling editor tool. Different types of automated analysis are pro-
vided with the tool, such as, well-formedness and security analysis. We present here
an excerpt of the core logic implementation, while the integration in the modeling
tool is still under development.

In Table 5.2 the rules implementing in DLV the following reasoning: (i), (ii),
and (iii) identification of violation of consent for the collection, processing, and
disclosure, (iv) excessive consent.
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5.4 Domain practitioners evaluation

This section presents the formative evaluation based on an iterative interaction pro-
cess with domain practitioners, which helped us to iteratively refine and improve the
method. Research questions that we wanted to address are about the usability and
completeness of the modeling language and the utility of the reasoning framework.

The evaluation has been done in a real case study provided by the Trentino
health-care provider (APSS), in the context of a research project consisting in the
experimentation of the STS method for the certification of processes with the GDPR.
The experiment design consists in an iterative process on the activities of refinement
and validation of the modeling language and the reasoning framework. This required
several interactions with domain experts. People involved had different backgrounds,
different perspectives on privacy, and different levels of expertise in modeling lan-
guages. They included legal, business, and technical people from the APSS, such as,
privacy and legal experts, organization experts, experts in the processes, and APSS
system experts.

Figure 5.6: User-Centred Evaluation process

Figure 5.6 shows the steps of each iteration. We first provided a quick introduc-
tion on the modeling language, then we discussed with participants with the support
of models provided by us, then we let them use the language on their own to pro-
duce new models, finally we collected their opinions with respect to the research
questions.

The first research question is related to the usability of the language and its
capability of being understand by non-experts. Second research question is related
to the completeness of the modeling language, and the missing concepts in repre-
senting the system and constraints imposed by regulations. Third research question
is related to the utility of the automated reasoning framework in identifying privacy
criticalities and problems. In the following, we discuss the results of the evaluation.

RQ1 Usability

Opinion of the participants was positive with respect to the usability of the modeling
language. They were all able to understand the models, that have been successfully
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used to support the discussions. Some of the participants were also able to modify
existing models and produce new ones. The continuous interactions provided us
with new ideas on how to refine and improve the language, on the basis of feedback,
comments, and suggestions. For example, the consent relationship between actors,
and its detailed view in terms of authorizations, was initially spread among the
social and authorization view. After some interaction with experiment participants,
we have been able to improved the graphical aspects of the language, by introducing
the consent view.

RQ2 Completeness

In the evaluation of completeness of the language, we focused on its ability to rep-
resent privacy and consent. In the fist iterations, the lack of specific constructs in
the language to represent consent was the major critic by the participants. It was
still not clear whether consent should be represented as a goal, as a document, or as
an authorization. The language was missing proper constructs to model data collec-
tion, data processing, and data dissemination. Iteratively, we modified the language
to focus on consent, which we finally defined as an agreement between two actors
consisting in a set of authorizations for the operations of collection, processing, and
dissemination.

RQ3 Utility of the reasoning framework

We evaluate the utility of the reasoning framework in supporting humans in the anal-
ysis of privacy and consent. Models produced in the experimentation are composed
by many organizations, departments, and technical systems, with a lot of dependen-
cies, a complex structure of information and documents, and a not straightforward
specification of security requirements, such as authorizations. It turned out that
models were so complex to be as nearly as impossible for non expert users, and
still difficult for experts like us, to analyze and reason on them by hands. For this
reason, we improved some automated reasoning, in particular for the identification
of violated consent on collection, processing, and dissemination. Opinion of the par-
ticipants was positive with respect to the utility of the newly integrated automated
reasoning on consent.

5.5 Discussion

We have proposed a modeling language and a reasoning framework for the analysis
of consent and privacy requirements. Challenges were in the interpretation of the
regulation, for example in the formalization of the concepts of personal data and
consent, and in the definition of a language to support the analysis of compliance.
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We proposed a goal-oriented modeling language, a reasoning framework and a first
evaluation based on a real case study in the medical domain. Future work includes
(i) a detailed analysis and formalization of the requirements of privacy and consent
and their integration in the modeling language and in the reasoning framework, (ii)
the development of a supporting tool for the modeling and the automation of the
analysis and (iii) the inclusion in the modeling language of other concepts related
to privacy.
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Chapter 6

Refining and verifying consent on
business processes

6.1 Introduction

The General Data Protection Regulation (GDPR) [26] sets a new landscape for
companies. Being required to implement privacy-by-design, companies now need
their technical and organizational infrastructures to be designed around the means
for data processing [Art 25: Data protection by design and by default]. Furthermore,
the GDPR mandates companies to certify and document the compliance of their
infrastructure, products, processes, and services with the regulation itself [Art 42:
Certification].

In certifying their compliance with GDPR, companies verify their business pro-
cesses. However, especially when privacy-by-design principles are not followed, pro-
cesses are often badly documented, and their upgrade for compliance highly depends
on a knowledge that is difficult to recover since it is spread among employees and
external parties.

Consent is at the basis of many privacy regulations, providing a lawful basis for
the processing of user data. Consent is specified by companies in privacy policies
and implemented in their business. The GDPR brings new requirements that com-
panies must meet when managing privacy consent, which include ”minimal”, ”freely
given”, ”granular”, ”informed”, and ”unambiguous”. These requirements target busi-
ness processes of organizations, which must be designed and analyzed with respect
to consent, to prove the compliance with GRPR and obtain privacy certifications.

Methods for the engineering of privacy has been often discussed [32, 37, 15],
however, most of these research works either does not take into consideration regu-
lations, or does not get down at the level of requirements specification for business
processes. Nómos [68, 69] proposes a solution for regulatory compliance of software
specifications, while other works such as, Secure Tropos [29] or STS [22], which fo-
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cus on the analysis of requirements in a social perspective, consider only privacy
as confidentiality. Access control technologies are proposed to protect user privacy
[11, 10, 48, 54], however, consent and its requirements as imposed by regulations are
neither directly considered nor discussed.

We propose a method, ProPrivacy, to automate the verification of consent on
business processes, with respect to GDPR principles. The method takes in input
organizational business processes, organizational privacy policies, and custom re-
quirements specified by the company. Processes are taken in input as BPMN 2.0
diagrams with no additional modifications, to avoid any analysts’ overload of man-
ually remodeling exising diagrams. The second input are organization’s legal docu-
ments where privacy policies are defined, which are manually analyzed by experts,
who interpret and encode consent into authorization tables where specific elements
of the processes are authorized. Additional requirements by the company are taken
as input and encoded into constraints that can be verified on the processes.

ProPrivacy generates BPMN 2.0 diagrams annotated with privacy requirements,
that can be verified to comply with GDPR requirements on consent. The diagrams
can be used as specification documents for the development of the system, and then
for certification purposes, by including them in the documentation that demonstrate
the compliance with the GDPR. The method supports the analysis of processes with
an automated reasoning framework that can be used to check the consistency of the
processes with consent requirements and user-defined constraints with respect to
GDPR principles. We provide an implementation of the verification framework,
based on DLV, and evaluate its scalability to prove its potentialities in realistic
processes. The contributions of this work are:

• The ProPrivacy method, that includes a modeling language that extends BPMN 2.0
with privacy concepts, while also allowing to import existing BPMN 2.0 dia-
grams;

• A formal framework that supports the verification of consent on business pro-
cesses with respect to the GDPR principles of minimization, freely given con-
sent, and granularity; and with respect to custom organizational requirements;

• An implementation of the automated reasoning supported by the formal frame-
work to automatically verify consent on processes;

• An evaluation of the method and its reasoning capabilities with domain prac-
titioners through a real scenario;

• A scalability evaluation of the implemented reasoning framework performed
over realistic scenarios.

This chapter is structured as follows. Section 2 presents the requirements of
consent introduced by the GDPR, followed by a motivating case study. Section 3
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discusses the baseline, consisting of BPMN 2.0 and DLV. Section 4 introduces the
method, including the process and a graphical notation with rules to automate the
annotation of processes. Section 5 discusses the formal framework for automated
reasoning. Section 6 presents the formalization of GDPR properties, namely, min-
imization, freely given consent, and granularity. Section 7 presents the evaluation
results, concerning both the evaluation with practitioners from the healthcare do-
main and the results of the scalability tests. Section 8 discusses related work, while
Section 9 concludes.

6.2 ProPrivacy, a method to support compliance

of business processes with GDPR

This section presents ProPrivacy, a method that supports companies for the compli-
ance verification with GDPR. ProPrivacy is specifically built for existing, large busi-
ness processes for consent management. Indeed, ProPrivacy allows reusing existing
BPMN 2.0 diagrams avoiding the overhead of re-modeling processes from scratch.
ProPrivacy features a formal framework that supports automated reasoning capa-
bilities for the analysis and verification of consent on business processes.

ProPrivacy presents an iterative and incremental procedural approach, shown in
Figure 6.1, that can be used to ensure compliance of business processes, based on
continuous refinements guided by automated analysis that helps identifying privacy
issues to be considered. The method takes in input an existing business process to
be analysed and privacy policies against which the business process is verified.

The main phases of the method are: (i) analysis of privacy policies ; (ii) auto-
mated verification of business process against privacy policies; (iii) refinement of the
business processes on the basis of the results of automated analysis.

In the following, we provide the details on target users, the inputs and outputs
of the method, and the main components that support ProPrivacy’s compliance
process.

6.2.1 Target users

The method sees two main roles collaborate to comply with privacy regulations,
namely that of privacy expert and business process analyst. The former role is
highly skilled on privacy legislation while the latter is more prepared on the design
of business processes. The ProPrivacy method requires a close collaboration among
such experts.

6.2.2 Inputs

The inputs of ProPrivacy, are (i) business processes, (ii) privacy policies.
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Figure 6.1: The ProPrivacy method

Business processes are taken as input as standard BPMN 2.0 diagrams, with-
out additional annotations. BPMN 2.0 diagrams describe the flowing of data by
means of activities that read or produce data objects or that send messages. Ad-
ditionally, BPMN 2.0 control flow and gateway elements provide alternatives in the
execution of processes, therefore describing variants of data flows. The usage of
BPMN 2.0 diagrams allows ProPrivacy to perform analysis on data flows with re-
spect to consent and GDPR requirements. Moreover, the usage of a standard mod-
elling language such as BPMN2.0, flatten the learning curve of the method, since it
is well-known and widely used.

Privacy policies are documents that describe privacy needs of the users as
envisioned and proposed by the company who wants to access on user data. Such
documents are elaborated by legal experts of the company and then taken as input
by the ProPrivacy method. Its creation, therefore, is out of the scope of this work.
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6.2.3 Output

ProPrivacy returns an annotated version of the business process received in input. In
this case, we enriched plain BPMN 2.0 with a minimal, self-explanatory, annotations
set for the generated diagrams, which are meant to only be read, while experts are
not required to use the new modeling language.

In particular, in the case of violations detected by the automated verification, ele-
ments that trigger the violation are highlighted. Moreover, consent requirements are
graphically represented on business processes in the form of consent annotations
that are automatically added to the BPMN 2.0 diagrams. This eases the readability
of the results of the automated analyses. Three annotations are proposed, one for
each authorized operation: collection, processing, and dissemination.

Table 6.1: Annotation rules
Target Data operation Icon

dataobject processing

message processing

message collection

message dissemination

We define a set of rules, shown in Table 6.1, in order to automate the annotation
process on the basis of consent authorizations. The first column in Table 6.1 is
the BPMN 2.0 element target of the annotation, the second columns specifies the
authorized operation, while the third column is the graphical representation of the
annotation.

Figure 6.2 shows a process annotated with authorizations from the user consent
in Tables 6.2 and 6.3.

A supporting software automatically annotate BPMN 2.0 diagrams starting
from privacy requirements, on the basis of the annotation rules.

6.2.4 Phases

We present here the phases of the ProPrivacy iterative approach showed in Fig-
ure 6.1, a continuous refinement of business processes based on consent analysis
with respect to the GDPR.

In this phase, privacy policy are taken as input and analyzed to extract (i)
privacy consents which are reformulated into authorization table, and (ii) custom
constraints which are formalized into formal logical rules.

57



Figure 6.2: BPMN 2.0 with privacy annotations

Phase I: Analyse privacy polices

Privacy consents are sets of authorizations, specified by the users and given to
the organization. Such privacy consents are converted into tables of authorizations
by privacy experts, where specific elements of the processes are authorized to ma-
nipulate sensitive data.

Each authorization is composed of: a data element, an activity element, and
a privacy-relevant data operation. We distinguish between three different types of
privacy operations, based on the classification from [71]: (i) collection, when data
are received from the outside of the organization, (ii) processing, when data are used
and shared within members of the organization, and (iii) dissemination, when data
are transmitted outside the organization.

Table 6.2: Family Doctor consent example
Participant Data object Activity Operation

Doctor Electronic Referral Upload Referral Dissemination
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Table 6.3: Hospital consent example
Participant Data object Activity Operation
Specialist Electronic Referral Medical Exam Collection

Laboratory Analysis Results Upload Results Processing

Tables 6.2 and 6.3 show an example of two user consent represented as autho-
rization tables. In the first one, Doctor is authorized to Disseminate the Electronic
Referral in the execution of the activity Upload Referral. In the second one, Special-
ist is authorized to Collect the Electronic Referral in the execution of the activity
Medical Exam, and Laboratory is authorized to Process Analysis Results in the
execution of the activity Upload Results.

Custom constraints can be specified by business process analysts, as final
users, using a dedicated framework. This is supported in the name of the general-
izability of the method to verify other constraints on top of the built-in constraints
about consent authorizations. The reasoning framework allows to express custom
constraints, such as, traces of execution that may eventually be required or pos-
sibly be prohibited, by referring to the elements of BPMN 2.0 diagrams, such as,
activities, participants, data objects taken as input by activities or messages flowing
between participants.

Phase II: Compliance verification

In this phase, business processes represented into BPMN 2.0 diagrams are taken
as input and analyzed with respect to (i) built-in constraints derived from GDPR
principles, (ii) artifacts from the previous phase, including authorization table and
custom constraints. This activity returns in output an extended version of the
BPMN 2.0 received in input, analyzed and annotated with consent requirements.

Built-in constraints are derived by principles of the GDPR. In particular,
we focus on constraints derived from GDPR principles of consent minimization,
freely given, and granularity. We propose the following interpretation of the above
principles, into business process constraints.

• minimization: all authorizations of consents gathered by the company, must
be used in the process, i.e, the company should ask the minimum amount of
authorizations, that is necessary to execute the process.

• freely given consent: all business processes should include an alternative
execution, in case that no authorizations are given by the user.

• consent-granularity: for each authorization that can be granted to a busi-
ness process, at least one execution trace that needs such authorization (of
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that business process), and it does not need authorizations that are part of
other consents, must exists.

This phase is supported by a verification framework, presented in Section
6.3, that supports the analysis of processes and the verification of built-in GDPR
properties, formalized in Section 6.4, and custom constraints, discussed in Section
6.5, respectively.

Phase III: Revise the processes

In order to comply with regulations, processes may need to be reviewed on the basis
of automated analysis results. Business process diagrams are modified following the
new specifications. In some cases, privacy experts or lawyers may need to modify
privacy policies, in the case of changes made to critical parts of the processes.

At this point, the process goes back to phase 1, where policies may need to be
reanalyzed if affected by modifications, or the authorization table may need to be
updated with reference to the changed business process diagrams.

6.2.5 Tool-supported method

ProPrivacy is provided with a supporting software-tool, based on the STS-Tool
[53, 65]. The tool constitutes a fundamental part of ProPrivacy, guiding experts
through all the phases of the process. Currently, the tool supports (i) the editing of
consent into authorization tables and (ii) the automated annotation of processes on
the basis of consent. Under development is the integration of automated analysis
proposed in the reasoning framework, for the verification of compliance of processes
with respect to GDPR principles.

Figure 6.3 shows a screenshot from the business process diagrams editor. This
editor, based on the SecBPMN2 editor, is extended with consent requirements an-
notations. The table on the lower part of the Figure represent the authorization
table, used to automatically annotate the process with consent requirements.

Figure 6.4 shows a screenshot of the pop-up window, where requirements are
added on consent, in authorizations table.

The tool extends the STS-Tool by means of a plug-in. The tool is a standalone
software written in Java 7, based on Eclipse RCP Framework. It is available for
MAC OS, Microsoft Windows, and Linux. The developers that contributed in its
development are Mauro Poggianella and Daniele Giovanella.
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Figure 6.3: Screenshot from the tool of the ProPrivacy business process editor

Figure 6.4: Form provided within the ProPrivacy tool, for the modeling of the
consent authorization requirements

6.3 Formalization of the ProPrivacy modeling lan-

guage: formal framework

This section presents the formal framework of ProPrivacy, which includes a for-
mal representation of BPMN 2.0 processes, including consent authorization require-
ments, and a formal definition of BPMN 2.0 execution rules.

We use set theory and we define atomic variables with strings in typewriter
with a non-leading capital letter (e.g., p, a); sets are defined with strings in the
calligraphic font for mathematical expressions with a leading capital letter (e.g., P,
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A); relationship are defined in italics style with a leading non-capital letter (e.g.,
executor, controlFlow); constants are defined in typewriter font (e.g., collection,
processing). Examples and an eventual DLV implementation of the definitions are
provided in Appendix A.

Additionally, we provide a disjunctive logic implementation of the verifica-
tion framework based on DLV. Examples and code excerpts of the DLV implemen-
tation of the framework are provided in Appendix A. The full DLV implementation
code of ProPrivacy is available online at 1.

DLV predicates are used to represent BPMN 2.0 diagrams, including elements
and associations. For example, the predicate participant is used to declare a par-
ticipant, e.g. participant(FamilyDoctor); while the predicate executor is used to
assert the participant that executes a given activity, e.g. executor(V isitThePatient,
FamilyDoctor).

DLV inference rules are used to infer solution models given a BPMN 2.0 process,
where a valid solution represent a possible execution of the process. Specifically, in
the case of gateways, DLV disjunctive rules are used to generate alternative solution
models.

6.3.1 Formalization of BPMN 2.0 syntax

We define a BPMN 2.0 business process and a BPMN 2.0 collaboration process.

Definition 6.3.1 (BPMN 2.0 business process). A BPMN 2.0 business process is a
tuple (A, E, G, D, P, controlFlow, dataAssociation, executor) where:

(a) A is the set of activities that can be executed by participants;

(b) E ⊆ Es ∪ Ee ∪ Ei is the set of events, external conditions that influence the
execution of a process: start, end, and intermediate events specify when a
business processes starts, ends, and waits for an external condition to happen;

(c) G ⊆ Gparallel ∪ Galternative is the set of gateways used to create variants in the
flow of execution;

(d) D is the set of data objects taken as input or given as output by activities;

(e) P ⊆ Ppool ∪ Pswimlane is the set of participants: pools and swimlanes;

(f) controlFlow ⊆ (A∪G∪E\Ee)× (A∪G∪E\Es) is the control flow association,

(g) dataAssociation ⊆ D×A× {input, output} is the data association,

1Robol, Marco (2020), “ProPrivacy”, Mendeley Data, v1
http://dx.doi.org/10.17632/sm9p7jk383.1
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(h) executor ⊆ P× (A ∪ E ∪ G) is the executor association.

A BPMN 2.0 business process is well-formed if and only if: (i) there is only one
start event |Es| = 1, (ii) there is only one pool |Ppool| = 1, and activities / gateways /
events are always executed by some participant ∀x.x ∈ AEG→ ∃! p ∈ Ppool.(x, p) ∈
executor.

Definition 6.3.2 (BPMN 2.0 collaboration process). A BPMN 2.0 collaboration
process is a tuple (BP, M, messageFlow) where:

(a) BP = {bp1...bpn} is a finite set of business processes in which
bpi = (Ai,Ei,Gi,Di,Pi, controlFlowi, dataAssociationi, executori) is the i -th
bp in BP and 1 ≤ i ≤ n = |BP|,

(b) M is the set of messages exchanged between participants;

(c) messageFlow ⊆ (Ai ∪ P
pool
i ) × (Aj ∪ P

pool
j ∪ Ej) × (M) is the message flow

association, where i 6= j and 1 ≤ i ≤ |BP| and 1 ≤ j ≤ |BP|.

From now on, based on the definition of a collaboration process, we now redefine
sets by including elements from all the business processes in BP.

Given a collaboration process cp=(BP, M, messageFlow) where (Ai, Ei, Gi, Di,
Pi, controlFlowi, dataAssociationi, executori) ∈ BP and i ∈ IR s.t. 0 < i < |BP|, we
define:

(a) A =
⋃|BP|

i=0 Ai,

(b) E =
⋃|BP|

i=0 Ei,

(c) G =
⋃|BP|

i=0 Gi,

(d) D =
⋃|BP|

i=0 Di,

(e) P =
⋃|BP|

i=0 Pi,

(f) controlFlow =
⋃|BP|

i=0 controlFlowi,

(g) dataAssociation =
⋃|BP|

i=0 dataAssociationi,

(h) executor =
⋃|BP|

i=0 executori.
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6.3.2 Formalizing BPMN 2.0 with privacy consent

We define BPMN 2.0 with privacy consent as a collaboration process with authoriza-
tions required for the execution of activities. Organizations need the authorizations
of the users to use data that are protected by the GDPR. These authorizations are
asked in blocks by the company to the user, through proposals made out to users,
these set of authorizations compose the user consent.

Definition 6.3.3 (Consent). Consent is a set of authorizations provided by the user
to organizations to permit the use of data protected by the GDPR.

Given a collaboration process cp=(BP, M, messageFlow), defined over the sets
of elements A, E, G, D, P, controlFlow, dataAssociation, executor, we define C the
set of consents, as a set of tuple ci=(Si,Authi), i ∈ IR s.t. 0 < i < |C| where:

(a) Si ⊆ P is the scope of the consent ci. The scope defines participants that are
targeted by the consent.

(b) Authi ⊆ P × Data × A × OP is the set of authorizations in the consent
ci. An authorization (Participant, Data,Activity,Operation) ∈ Auth specifies
a Participant ∈ P that is authorized to operate on Data ∈ Data in the execu-
tion of Activity ∈ A, for the Operation ∈ OP, where:

- (Participant,Activity) ∈ executor

- Data = D ∪M

- OP = {collection, processing, dissemination} OP is the set of privacy-
relevant data operations authorizable, in a consent ci, to participants in Si,
where: (i) collection means receiving data from participants not in Si, (ii) pro-
cessing means using data by participants in Si, and (iii) dissemination means
sending data to participants not in Si.

Given the set of consents C defined over a collaboration process cp, we de-
fine Auth as the union set of authorizations from all consent ci ∈ C, such that
Auth=

⋃|C|
i=0Authi.

6.3.3 Formalizing BPMN 2.0 execution rules

We now formalize BPMN 2.0 execution rules, by providing the definitions of business
process walks and execution traces. These concepts are needed to express constraints
on the processes, as we will explain in Section 7 and 8.

Definition 6.3.4 (Walk). A walk is a sequence of elements [x1, ..., xn] for which a
control flow (xi, xi+1) ∈ controlFlow exists for any element xi in the walk that has a
successor xi+1. Given a business process bp, we define Wbp as the set of walks. For
example, given the process bp in Figure 6.2, two walks between the elements es and
ee exist, one of which is the sequence of elements [es, g1, a1, g2, e

e] ∈Wbp.
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Definition 6.3.5 (Process execution trace). A process execution trace Trace ∈
Tracesbp is a sequence of elements [x1, ..., xn] of a business process bp that represents
the order of execution of such elements, for a given execution instance.

Execution traces are generated by applying BPMN 2.0 execution rules. For ex-
ample, execution rules for an alternative gateway on the activities A and B say that
either A or B is executed. We provide a summary of main BPMN 2.0 execution
rules:

• Each start event initiates a different execution.

• In the case of an activity, the only control flow in output is taken.

• In the case of an intermediate event, the control flow is taken as soon as the
event happens.

• In the case of parallel fork gateways, all control flows are taken and the
branches are executed independently of one another, until the join node is
reached.

• In the case of parallel join gateways, all incoming control flows need to be
reached before taking the next control flow.

• In the case of alternative fork gateways, only one control flow is taken.

• In the case of alternative join gateways, the only control flow in output is taken
as soon as the node is reached, without waiting for the other branches.

• The execution stops when an end event is reached.

6.4 Automated reasoning for compliance verifica-

tion

This section introduces three business process constraints, in terms of the formal
framework defined in Section 6.3, derived by the three GDPR principles of: consent
minimization, freely given consent, and consent granularity.

Definition 6.4.1 (Minimization). The GDPR data minimization principle is defined
in Art.5(1) (c), then detailed in Recital 39: “Personal data must be adequate, relevant
and limited to what is necessary in relation to the purposes for which those data
are processed”. The legal interpretation is to limit consents to the minimal set
of necessary authorizations. In our formalization, authorizations provided in the
consents must be used in the process.
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Given a collaboration process cp=(BP, M, messageFlow), defined over the sets
A, E, G, D, P, controlFlow, dataAssociation, and executor, and given C the set of
privacy consents ci=(Si,Authi), i ∈ R s.t. 0 < i < |C|, and given Auth=

⋃|C|
i=0Authi

the set of authorizations from all consents in C, we provide the following rule:
∀auth ∈ Auth |

auth = (participant, data, activity, operation)→
(i) (operation = collection)

→

(
∃activity′ ∈ A |

(activity′, activity, data) ∈ messageFlow

)
∧

(ii) (operation = processing)

→

( (
∃inOut ∈ {input, output} |

∃(data, activity, inOut) ∈ dataAssociation

)

∨

(
∃activity′ ∈ A |

∃(activity, activity′, data) ∈ messageFlow

) )
∧

(iii) (operation = dissemination)

→

(
∃activity′ ∈ A |

∃(activity, activity′, data) ∈ messageFlow;

)
Given a process and privacy consents, for each authorization in the consents, the

authorized activity must be an activity of the given process, executed by the autho-
rized participant, and: (i) if the authorization is on the operation of collection, the
activity must receive the message in the authorization; (ii) else if the authorization
is on the operation of processing, the activity must take as input or give in output
a data object or send or receive a message; (iii) else if the authorization is on the
operation of dissemination, the activity must send the authorized message.

Definition 6.4.2 (Freely given consent). GDPR defines freely given consent in
Recital 43.2: “Consent is presumed not to be freely given if it does not allow separate
consent to be given to different personal data processing operations despite it being
appropriate in the individual case, or if the performance of a contract, including the
provision of a service, is dependent on the consent despite such consent not being
necessary for such performance.” For this principle, users should not be precluded
from the possibility to use a service without consenting on unnecessary uses of their
data.

In our framework, we constraint processes to always provide at least one way so
that the process is executable without consent from the user.

66



Figure 6.5: Example of violation of the freely given consent principle. The activity
in red creates the problem because it requires an authorization to share data with
another participant, while the freely given principle expects an alternative possibility
to end the process without any authorization.

∀start | start ∈ Es → ∃x1, ..., xn |
(i) x1 = start∧
(ii) xn ∈ Ee∧

(iii)
[x1, ..., xn] ∈ Tracebp | ∀i.1 < i < n→

@participant, data, operation |
(participant, data, xi, operation) ∈ Auth

Formally, for each start event exists at least one valid execution trace, so that it
does not include any activity requiring authorizations.

Figure 6.5 shows an example of violation of the freely given consent principle.
The branch consisting in providing a copy of the referral to the patient, without
uploading its electronic copy, cannot be taken autonomously because of the parallel
gateway. An alternative gateway may be used to solve the problem.

Definition 6.4.3 (Consent granularity). The GDPR provides conditions for consent
in Article 4. Art.7(4) says: “When assessing whether consent is freely given, utmost
account shall be taken of whether, inter alia, the performance of a contract, including
the provision of a service, is conditional on consent to the processing of personal data
that is not necessary for the performance of that contract.” The legal interpretation
is that the consent of the user is needed for all the purposes of the intended processing
activity.

In our framework, we constrain the process to provide different way of execu-
tion for each activity requiring consent of the user, so that no other consents are
requiredin the execution.
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∀activity ∈ A | ∃

( participant ∈ P,
data ∈ Data,

operation ∈ OP,
consent ∈ C

)
|

(
consent = (Scope,Auth),

(participant, data, activity, operation) ∈ Auth

)
∃trace ∈ Tracebp | activity ∈ trace→

∀activity′ ∈ A | activity′ ∈ trace, activity′ 6= activity

@

( participant′ ∈ P,
data′ ∈ Data,

operation′ ∈ OP,
consent′ ∈ C

)
|

(
consent′ = (Scope′,Auth′),

(participant′, data′, activity′, operation′) ∈ Auth′

)
Formally, for each activity requiring a consent, we constrain the process to pro-

vide at least one possible way of execution, so that no other consents are required
by the execution.

A violation of the granularity principle may happens in the case that two separate
consents are required within the same process, where this is designed without taking
into account the possibility of having only one consent granted by the user, among
the two required.

For example, consider a process for the provision of a medical performance in
which: (i) the doctor access to medical data of the patient; and then (ii) he produces
a medical report that he uploads on the information system of the hospital where
this is by default automatically shared with other doctors. The two activities of
(i) accessing patient medical data and (ii) sharing the medical report, require two
different consents of the user. In such a case, the consent granularity property
is violated. Even if the two activities requires by themselves different purpose-
specific consents, de-facto, the process aggregates those consents, thus violating the
granularity property.

6.5 Custom requirements

In addition to constraints given by the GDPR, and built-in into the framework,
users may have further requirements specific to the domain of application, that may
be expressed as custom constraints.

In this sub section, we present an additional component of the ProPrivacy formal
framework, used to express requirements which constrain the execution of processes.
More in detail, such requirements can constrain the order of execution of process
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activities, messages, and operations on data objects, all considered as steps of exe-
cution of a business process. For example, with custom requirements, the user may
specify an order of execution of two tasks and then verify that it is respected in the
business processes.

The contribution consists of: (i) DLV rules to generate process execution traces;
and (ii) examples on how to express constraints on process executions.

The generation of process execution traces is based on DLV disjunctive rules
that implement BPMN 2.0 execution rules to express a DLV problem that resolves to
possible process execution traces. The DLV implementation is available in Appendix
in Section A.0.7.

Custom requirements on the execution of processes are expressed as DLV con-
straints rules. For example, in order to force the execution of some specific task, a
DLV constraint rule is used to invalidate process execution traces that do not include
a step in which the task is executed. Example of custom requirements expressed in
DLV are available in Appendix in Section A.0.7.

6.6 Evaluation

This section discusses the results of the application of ProPrivacy method to the
heathcare case study, and the results of a scalability evaluation of the implementation
of the reasoning framework.

6.6.1 Evaluation with Domain practitioners

The evaluation with domain practitioners has been done in a real case study provided
by the Trentino health services provider (APSS), in the context of a research project
consisting in the experimentation of the Secure Business Process Model and Notation
2.0 (SecBPMN2.0) method [63, 62] for the certification of processes for the GDPR.
With an iterative process we refined and validated ProPrivacy to provide an effective
method that can be used in real scenarios. APSS domain practitioners involved
in this process had different backgrounds, different perspectives on privacy, and
different levels of expertise on business processes. They included legal, business, and
technical people, such as, lawyers expert in privacy, privacy executives, information
systems engineers and technicians, experts on processes, and finally medical doctors.

Specifically, our interest was into evaluating the ability of the method in identi-
fying privacy problems and promoting discussions between the stakeholders to solve
such issues.
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Figure 6.6: Formative evaluation process

Evaluation process

Since the beginning of the development of the method, we adopted a formative
evaluation process that involved domain practitioners from the healthcare domain.

Figure 6.6 shows the iterative process we adopted for the formative evaluation
with domain practitioners from APSS. At each iteration with the practitioners we
learned insights from the domain, which we presented back to them using diagrams
represented in the language proposed by our method. We alternated this activities
with research work in which we refined the method and worked on the APSS case
studies proposed by the experts.

Such iterative process has been adopted along the whole development and evalua-
tion process, however we can identify different phases of the work. At an early stage,
the objective of the evaluation was that of understanding the need for ProPrivacy.
Later on, after proposing ProPrivacy, we assessed its effectiveness in aiding the work
of the practitioners, while capturing/expressing relevant GDPR principles. Domain
practitioners applied our method during the design of representative business pro-
cess models. After each design step, they provided us feedback on the method and
suggestions on its modifications, to feed their needs. Finally, we conducted a last
interview to evaluate the method.

Interview

We present here the final interview done, months after the conclusion of the project,
to a small group of APSS experts, composed by information system engineers with
competences in privacy and software engineering. The interview was divided into
two parts, in the first one we discussed about privacy in APSS and the approach
they adopted for complying with the GDPR, in the second one, after a quick demo

70



of ProPrivacy, we discuss about the method, the tool, and its applicability in APSS.
The first part of the interview was structured along the following questions:

• A0-What is your role and your expertise in APSS?

• A1-Can you tell about the importance of privacy in APSS? And what about
the efforts and emphasis APSS put into compliance?

• A2-Did APSS adopted any specific method for reaching compliance with the
GDPR? Did this include the use of any tool?

• A3-Was it possible to apply these methods systematically in all the organiza-
tion? Would have been important to do that? How can this be done?

• A4-What about business processes? Is there any documentation of those? Did
you use such documentation to verify the compliance with the GDPR?

• A5-Does APSS has special requirements that are specific for the domain and
that would be useful to verify in the processes?

The second part of the interview was structured along the following questions:

• B1-With ProPrivacy, existing BPMN 2.0 diagrams can be reused and the load
of work of the analysts is reduced to the modeling of authorizations of privacy
policies. How do you see the global load of work of the analysts? Does the
systematic approach proposed in ProPrivacy help the analysts in this?

• B2-Do you think that the verification of the properties that we propose in
ProPrivacy (minimization, ...) would support the work of complying/demon-
strating compliance with the GDPR?

• B3-How would you use the custom constraint framework proposed in ProPri-
vacy?

• B4-Would you adopt ProPrivacy today? Or would you wait for some improve-
ment? Would you ask for some other specific features?

Findings

During the experimentation, domain practitioners fed us with continuous feedback
on the applicability of ProPrivacy in APSS and helped us in improving our un-
derstanding of the regulations and of the FSE domain. The final interview mainly
confirmed us the feedback we got during the experimentation, and gave us the pos-
sibility for a final discussion of the results.
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Difficulties have emerged about the possibility for an extensive adoption and use
of a systematic tool-supported method, such as our, in a large-scale and decentral-
ized organization, such as APSS. Being a quite decentralized organization, in APSS
there are no centrally adopted privacy standards for the different departments and
there is a diverse privacy-organigram, where privacy experts and responsibilities are
not unified into a specific position but are, rather, distributed across departments,
from the technical one to the legal one, and the medical ones, where each head of
department is responsible for his own team. Because of this, a single tool that can
verify privacy across all departments is not easily adoptable. Constraints and stan-
dards are different in each department and knowledge is spread among members in
each team.

APSS experts agree about the fact that ProPrivacy would be much more easy to
use in more classical and structured organizations, where processes are largely doc-
umented and a common schema is adopted between departments. This is common
to happen in the case of certifications, such as ISO, which require an organization to
document a lot of aspects of its inner workings in a rigid structure, including roles,
responsibilities, and processes. When ProPrivacy is used in organizations such as
APSS, the biggest drawback is the load of work needed to document all the pro-
cesses, which requires putting together a knowledge that is distributed among people
in the organization given the current working model.

However, we found that the systematic nature of the method forced participants
to collaborate. This, in a context with no common standards, such as APSS, was
found really important by practitioners who were able to share their knowledge and
get a more complete vision on privacy. For example, the granularity of consent was
largely discussed at the time when engineers and technicians explained to lawyers
and medical doctors the APSS implementation of obfuscation preferences and vis-
ibility settings in the FSE. The participants, compared the new platform with the
old regional data sharing platform, spotting changes in the legal requirements and
in the flexibility of managing consent.

We found indicators about the effectiveness of technical solutions of ProPrivacy.
The visual representation of consent, annotated on business processes, provides a
graphical feedback that was important to support the discussion between experts.
Moreover, the built-in GDPR principles, formalized in ProPrivacy in terms of busi-
ness process constraints, makes it possible to stakeholders to align their understand-
ing of the GDPR and their knowledge on the implementation of privacy regulations
in APSS. Finally, custom constraints have proven valuable in expressing constraints
from organizational internal privacy practices, where the law imposes minimal re-
quirements but demands organizations to implement further measures that shall be
adequate with the privacy risk.

In conclusion, also considering the feedback we get from the interview, the results
of the experimentation show that the use of diagrams, not common in APSS, has
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prompted discussion between practitioners and has allowed to share a knowledge
otherwise owned only by single experts of the group. The systematic nature of
the method showed difficulties in being applied to decentralized / non-standard
organizations, such as, APSS. The availability of a vast source of documentation
would be beneficial for a practical systematic applicability of the method.

6.6.2 Scalability

We evaluate the scalability of the ProPrivacy software engine with a set of tests
where we measure the execution time over increasingly bigger business processes
in input. The approach adopted for the tests is based on custom patterns for a
systematic generation of business processes with consent.

Design of the experiment

In a scalability test, independent variables of the inputs are scaled and execution
time is measured for each configuration of the inputs. In our case, the inputs of
ProPrivacy are processes with consent, while independent variables we want to test
are the number of activities and the number of alternative and parallel gateways,
which, given their disposition, determine the number of possible execution traces.
For example, given a process in which two activities are executed in parallel, two
execution traces exist, one for each order of execution of the two activities. When the
number of activities and gateways scales, the number of possible execution traces
grows, depending on the disposition of the elements in the process. In order to
assess the scalability of ProPrivacy software, we developed three different patterns
to systematically generate and scale processes and consents. Consent is generated,
accordingly to processes, so to satisfy GDPR requirements.

Figure 6.7 shows the three patterns used to scale the processes. In pattern (i),
process is scaled by appending new branches composed by a sequence of activities
of a constant length. In patterns (ii) and (iii), process is scaled in length, in (ii)
by appending activities in existing branches, and in (iii) by also appending a block
of elements composed by a fork gateways, followed by a fixed number of branches,
each with a fixed number of activities in sequence, all ending in a join gateway that
closes the block. The three patterns have been applied using both alternative and
parallel gateways, for a total of six patterns.

The dataset containing the scripts used to run the scalability test is available at
[56].

Method of execution

The tests have been ran on a machine, with an Intel(R) Core(TM) i5-6200U @
2.3Ghz and 8GB of RAM. The operating system is Windows 10 by Microsoft(R).
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Figure 6.7: Patterns for the generation of processes

The algorithm that generates the inputs is implemented in Java. The test suites
is executed by a Java program that runs the DLV executable with the ProPrivacy
rules and the generated input, and measures the execution time. The execution time
is computed as the average of 4 repeated runs, selected from an overall of 5 runs
where the longest is removed. Each test is composed by 10 runs, each one with a
linearly increased size of the process. Four series have been considered in each test,
each with a different configuration.

We evaluate the scalability of ProPrivacy by comparing the execution time with
the size of the input, that we relate to the number of activities. At every step we
add 40 total activities that, depending on the pattern, are disposed in a different
configuration.
Pattern (i) In the first test, the process scales using the pattern at the top of
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Figure 6.7. At each step, 40 new activities are added on new branches of the only
fork gateway present in the whole process. Four series of tests have been ran, each
with a different configuration of the pattern that is designed to keep the same number
of activities in runs of different series. Specifically, at each step are added 40, 4, 2, 1
new branches, each with respectively 1,10,20,40 activities in sequence. For example,
40 sequential activities are added by creating a new branch from the gateway “fork”.

We design this test to analyze the execution time of the software engine with an
increasingly number of breaches (independent variable) and check how the complex-
ity of the algorithm is linked to the number of branches.
Pattern (ii) In the second test the process scales using the pattern in the middle of
Figure 6.7. At each step, 40 new activities are added in existing branches, at the end
of the process, before the“join”gateway. Four series of test have been executed, each
of them has a process with one fork gateway and respectively 10, 5, 4, 2 branches,
in which respectively 4, 8, 10, 20 activities are appended in sequence at each step.
As before, the number of activities is the same among runs of different series

We designed this test to check how the execution time of the software is linked
to the number of activities in sequence (independent variable).
Pattern (iii) In the third test the process scales using the pattern at the bottom of
Figure 6.7. At each step a new fork gateway is appended at the end of the process
with a fixed number of branches respectively 10, 5, 4, 2. In each branch respectively
1, 2 , 10, 20 new activities are appended, a join gateway closes the branches. As
before, the number of activities is the same among runs of different series

We designed this test to check if the execution time of the software is impacted
by the number of possible execution traces (independent variable) of the business
process. Indeed, in this test, the number of possible executions traces grows each
time a pair of gateways are opened and closed. For example, in Figure 6.7, if we
consider only one activity per branch, the first part of the process, between “fork 1”
and “join 1”, determines two possible execution traces, if we add the second pair of
gateways, the number of possible execution traces is 4. If we add another pair of
gateways, after the second one, the number of possible execution traces grows to 8,
and so on exponentially.

Discussion of the results

We evaluated the scalability of our DLV implementation of ProPrivacy. We sys-
tematically scaled processes using patterns where activities are disposed in different
configurations.

Figure 6.8 shows the results of the tests when patterns have been applied using
alternative gateways. Similar results have been obtained using parallel gateways
instead of alternative ones and no major differences have been detected between
the two. Therefore, in the following, we discuss about the results in the case of
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Figure 6.8: Results of scalability test
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alternative gateways, but those can be generalized and applied also in the case of
parallel gateways.
Pattern (i) The top part of Figure 6.8 shows the results of the scalability test
using the first pattern defined in Figure 6.7. The trend is linear and the maximum
amount of time taken for the most complex execution is less than 100 ms. The
results are promising since the execution time is so short that it will not influence
the execution of the ProPrivacy method, users can even launch the analysis multiple
times, changing slightly the processes or the rules, to understand the impacts of their
changes. The linearity of the trends confirms that the execution time will remain
acceptable even with bigger processes, even if, we believe, most of the analyzed
process will be well below the 400 activities. The series of test have similar execution
times, however, the lower the number of branches the higher is the execution time.
This shows that, for what concerns our algorithm, the number of sequential activities
has an higher impact in the execution time, than the number of branches.
Pattern (ii) The second graph in Figure 6.8 shows the results of the the second
pattern in Figure 6.7. Also in this case the trends are linear and the execution time
is short, confirming the results of the previous test. The number of activities has a
higher impact on execution time, then the number of branches, confirming that what
has been discussed in the previous tests. The series represented with the yellow line
shows an unusual behaviour between 280 and 360 activities, we repeated the test
multiple times and we obtained similar results we, therefore, believe that this is due
to an optimization of DLV engine, rather that to our algorithm.
Pattern (iii) The last graph in Figure 6.8 shows the results of the the pattern in the
lowest part of Figure 6.7. As mentioned before, in this test the number of possible
execution traces is exponential, yet the execution time of all series is linear and the
upper limit is 140 ms. All the observations done for the other tests are confirmed in
this test as well.

It is important to note that the processes have been systematically generated
using fixed patterns but, in real world, processes could be much more various and
complex. However, the size of the processes that we generated, in terms of number
of activities, can be compared to real processes. To be noticed that with 400 ac-
tivities the execution time is under 2 seconds, even with an exponential behavior.
Moreover, we want to stress the fact the ProPrivacy is an off-line design method,
where performances are not of top importance.

6.7 Discussion

We presented ProPrivacy, a method to automate the analysis of consent on busi-
ness processes, with respect to GDPR requirements, and guide analysts in the re-
engineering of such processes. We presented an iterative approach supporting Pro-
Privacy, which includes a modeling language based on BPMN 2.0 and automated
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reasoning capabilities. The modeling language is specified into a formal framework
to support automated reasoning. The method has been evaluated with domain
practitioners, and we also presented a scalability study of the automated analysis.

The verification of consent on business processes, with respect to specific GDPR
principles, can contribute in certifying the compliance with the GDPR. However,
other aspects of the regulation may need to be taken into consideration and verified
on business processes. There may be requirements of the regulations that cannot
be verified at a social or at a procedural level, and for which other requirements
models may be more appropriate. Complementary approaches may be integrated
into ProPrivacy to obtain a more efficient and broader compliance with the GDPR.

Additionally to GDPR compliance, companies may be interested in analyzing
other effects of privacy policies, with the aim of increasing users approval and, at
the same time, increase revenue and retain users, by means of service personalization
and fidelization programs.

Future work includes an extension of the framework for the identification of
eventual data breaches, based on the analysis of critical data flow in the business
processes. For example, data taken from a data object could be disclosed, therefore
violating the correct flow of data, in the case that the same procedure handle several
data artifact that contain different data sets. Processes could, by-design, avoid such
violations, controlling the flow of data with strict disclosure requirements, which can
be enforced by both machines or humans.
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Chapter 7

Maintaining compliance with
evolving consent requirements

Consent is a key element in privacy, and it has become a critical element under
the EU General Data Protection Regulation (GDPR ). Under GDPR, consent is
one of a few legal bases available that can be used to process user data (see Article
6-1(a)) and, in most cases, consent is the only viable basis. Consent constitutes
legal evidence of user awareness about their data being collected, used, and shared
by companies. Under the GDPR, the user is protected because the demonstration
of a valid acquisition of the consent is a responsibility of the company, i.e., the
user does not need to initiate a request to receive this protection. To this end, the
company must present information about how the data will be processed, and then
request consent from the user before processing the data. Furthermore, the user may
revoke their consent at a later date, which means that the company can no longer
process data collected after the revocation (see Article 7). However, the company
may continue to process data collected under the previously granted consent, if they
choose to do so. In addition to privacy policies, consent can be obtained in other
ways prior to collection, including just-in-time consent after a user has already begun
using the service, but prior to taking an action within the service [66].

User decisions about granting consent can be driven by the perception of trust
in a company with respect to their history of bad privacy practices. For example,
recent disclosures by Facebook of personal data leaks to third-parties [19] led some
users to restrict their privacy preferences, which control who can access their data,
and others to delete their account, thus opting out entirely.

Internally, organizations may make changes to their data practices several times
a year. Evidence of changes can be observed in the revision histories of evolving
privacy policies. Figure 7.1 shows the changes to the privacy policy of Waze, a
popular mobile app for automobile navigation: the y-axis shows the number of
statements per policy revision, with the policy revision dates along the x-axis; exact
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statement matches appear in blue, new statements appear in red, and statements
with changes to wording appear in orange. Some of these changes are due to changes
in boilerplate language (e.g., how the company or user are referenced), or to data
purposes. Under the GDPR, changes to data practices and purposes require consent.
While Waze in particular underwent a number of changes from late 2012 to mid-
2014, there were significant changes from late 2017 through mid-2018, at which point
the GDPR went into effect.

Figure 7.1: Revision History of the Waze Privacy Policy from 2011-2018.

As a matter of requirements engineering, under the GDPR companies must tag
their data to know when it was collected and when they obtained consent. Because
the GDPR requires that consent be granular, including that purposes be distinguish-
able (see Recitals 32 and 43), companies should also tag this data with purposes for
which consent was granted. Notably, companies may collect data as a consequence
of their system design, but they may not process the data for a specific purpose
without consent. At scale, one can imagine that companies who are in competi-
tive markets will be looking for new opportunities to process user data, leading to
changes to their practices. In addition, users may either be uncomfortable with new
purposes, or shift their trust in companies due to improper data handling by the
company or the market. To address this problem, we propose a formal framework,
expressed in Description Logics (DLs), to support users and companies in the un-
derstanding of consent under evolving policies. The framework formally expresses
how to automatically verify the compliance of data access, given user consent. The
contributions of this work include: (i) a formal framework that can be used by com-
panies and users to reason about data access under multiple consent granting and
revocation scenarios, and (ii) an evaluation of the framework based on simulated
data generated with the use of Finite State Machines (FSMs) representing realistic
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scenarios.

7.1 Challenges of evolution

Description Logics (DLs) [12] are the de-facto languages for ontologies and the Se-
mantic Web. DLs are a subset of first-order logic languages, less expressive, but that
guarantee resolvability. We chose DL because of its ontology orientation, since we
need to represent and verify hierarchical relationships between the data types used
in privacy policies. For example, users can provide consent on some broad category
of data, such as, personal information, or they can provide separate consents on
narrower categories, such as, e-mail address or phone number. These hierarchical
relationships can lead to inconsistencies and conflicts in deciding if data can be pro-
cessed [16]. We propose the use of DLs to build consistent taxonomies of data types
used in privacy policies. However, in the formalization of consent evolution, DLs
have limited expressiveness and an open world assumption, which introduce specific
challenges as we discuss in the following.

DLs languages have limited expressivity, that has been introduced in favor of
decidability [40]. Relations are limited to binary and cannot be extended to include
other dimensions, such as, temporality. In our case, this is a challenge to extending
the static representation of policies to include policy evolution.

The open world assumption means that unknown facts are considered neither
false nor true. In contrast, a closed world assumption, also called negation by failure,
considers unknown facts false by default. In DL, if one declares that “approved
consent” is equivalent to “not consent withdrawn”, consent individuals can still be
in an unknown state in which they are neither consented nor withdrawn.

Monotonicity is a desirable property for update functions of any formalization,
because additions to a knowledge base with this property do not invalidate prior
facts. Monotonic update functions are simpler and efficient, and ensure that the
existing knowledge base is never changed and only extended by new facts. However,
consent evolution appears to have a non-monotonic behavior. For example, in the
case of a withdrawal event, the update function should change existent authoriza-
tions in a non-monotonic way. To ensure monotonicity, we include the evolution in
our representation, so that the whole history of changes to consent and authoriza-
tions is maintained. We use temporal steps to define the validity of authorizations
over time. Consent is withdrawn from the temporal step in which the authorization
is no longer valid. In contrast, consent is approved at the temporal step in which
authorizations start to be valid. This distinction will be illustrated further later in
Section 7.2.5.

Representation of time and temporal concepts is not specifically supported in
DLs. There are temporal extensions for DLs [9], but they all introduce overwhelm-
ing extensions of the language and an increase in computational complexity, which
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we aim to avoid in favor of understandability and efficiency. For example, some
temporal extensions are based on the representation of many time-related concepts,
relationships, and constraints, such as, an instant or interval of time, the concepts
of before, after, meanwhile, started before, ended after, and so on. Moreover, the
representation on temporal concepts, such as the interval of time in which a consent
was granted and then withdrawn, can be approached in different ways. A strong
simplification of the representation of temporality is to focus only on either forward-
time or backward-time. In our framework, we have multiple, evolving consents,
where a change in consent affects authorizations only in the future and never in the
past. Thus, our temporality representation is based on forward-time.

7.2 Modeling consent evolution: formal frame-

work

This section presents the formal framework on consent evolution. The formal frame-
work is specified in Description Logics (DLs) and includes key concepts to express
policies, data types, recipients or purposes, modalities, users, data collection, data
access, consent, and time steps. The following sections present the main concepts
of this framework.

In the notation that we use in this section, lowercase letters are used for in-
dividuals and uppercase letters are used for concepts, where individuals belonging
to concepts is expressed with the symbol ∈, for example d ∈ D, then we use the
symbol ⊆ to express subsumption between concepts, and the symbol ∩ to express
intersection of concepts.

7.2.1 Policies

A privacy policy is a set of desired authorizations, needed by organizations to access
and use data about users. Such authorizations are granted by each user for his
own data. Organizations create these policies to cover the purposes for which they
use data in their business. While policies are static and cannot be modified, new
versions can be created. In the US, privacy policies typically include statements that
users will agree to new versions of the policy. Under GDPR, users have the right
to opt-in and thus companies can no longer assume that users are covered by the
new policy. Changes to a policy occur for several reasons (1) to make terminology
consistent with legal practices; or (2) to describe a new or modified service. In our
formalization, we focus specifically on changes of kind (2) that affect authorizations
to access and use data.

Each authorization in a policy specifies a data type, a recipient who accesses the
data type for a given purpose, and a modality , as follows:
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Data types

Data types, such as, e-mail address, are classes of data used in policies to define the
scope of an authorization. In the taxonomy of data used in a policy, data types can
subsume other data types, for example, contact information subsumes email address
and phone number. Parent types in the taxonomy represent classes of data that
are broader than children types. In a policy, broader types are used to allow more
flexibility, while narrower types of data are used to decrease policy vagueness.

In description logics, data types are sub-concepts of the concept Data. For
an arbitrary data type D, this is written as D ⊆ Data. Data types are either
subsumed one to another, D1 ⊆ D2, or disjoined, D1 ∩ D2 = ∅. For example,
contact information subsumes email address, while birth date is disjoined from eye
color.

Recipient roles and purpose

Data is accessed by an agent or process fulfilling a recipient role, which is assigned to
fulfill a specific and separable data purpose. For example, the advertiser role fulfills a
marketing or advertising purpose, and the web analyst role fulfills the web analytics
purpose. Roles can be hierarchical. For example, in social networking, the role
friends serves the purpose of socially engaging on the network. Individuals in this
role have a direct relationship to a user. The friends-of-friends role, however, includes
both individuals with a direct and indirect relationship, thus this role subsumes the
friends role. Finally, a user can define different sub-roles for acquaintances, family
members, schoolmates, etc., under the broader friends role.

In description logics , recipients are sub-concepts of the concept Recipient. For
an arbitrary recipient R, this is written as R ⊆ Recipient. Recipients are either
subsumed one to another, R1 ⊆ R2, or disjoined, R1 ∩ R2 = ∅. For example, ac-
quaintances are disjoint with family members, since we assume that a person cannot
be both an acquaintance, which is defined as a person with whom one has limited
familiarity, and a family member, which is a person with whom one is familiar.

Purpose is a combination of data types and recipient roles. When a role is used to
specify the recipient, the access to the data is limited to the purposes related with the
duties of the role in combination with the data types specified in the authorization.
When we consider that, sharing deserves special attention, since it can be a source
of re-purposing that harms privacy. Some work has been done to formalize controls
for sharing [17]. Repurpose is when data is accessed (used or shared) for a different
purpose with respect to the purpose for which it was initially collected (collection).
A violation is when data is repurposed without proper consent, differently, if proper
consent is provided, repurpose is legitimated.

In description logics, repurpose is when consent for collection belongs to DataType1∩
Recipient1 ∩ Collection and a consent for use exists that belongs to DataType1 ∩
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Recipient2 ∩ Use, but no sharing consent exists that legitimate repurpose, such as,
DataType1 ∩Recipient1 ∩ Sharing.

Modalities

Modalities are the data actions that can be authorized. In privacy, it is common
to refer to three main modalities: collection, use, and sharing. While avoiding data
collection can eliminate privacy risk, several mitigations can be adopted to reduce
the risk after collection, e.g., by limiting use and sharing when collection cannot be
prevented due to software design.

In description logics, the modality is specified in authorization axioms. Collection
authorizations are of the form D ∩ R, where D ⊆ DataandR ⊆ Recipient, while
access authorizations are of the form access (D ∩ R), where use is in the case of a
recipient that is the same of the collection, while sharing is in the case of a different
recipient.

7.2.2 Users

Data are collected from users who consent on the collection, use and sharing of their
own data. Therefore, both consent and collected data are user-specific.

In description logics, each user is a sub-concept of the root concept User. Since
data and consent are user-specific, all user concepts are disjoined one to another.
For example, two users are written as U1 ⊆ User, U2 ⊆ User, and U1 ∩ U2 = ∅.

7.2.3 Data collection

User data is collected by organizations and then used to provide or improve the
quality of services. Data can be collected directly from the users or through third
parties. Consent-based authorizations must account for time of collection, because
consent can minimally be granted for data collected after the time of consent. On
the other hand, access can maximally be granted for data collected after and also
before the time of consent, by retroactive consent, which we discuss later in Section
7.2.5. Thus, depending on the collection time and type of consent, some data may
not be accessible.

The collection log is used to maintain a record of compliance with user consent.
The log is continuously updated each time a data element is collected. Each log entry
is data type- and user-specific, which means that it includes the user from whom the
data is collected and specifies the type of collected data. For example, the e-mail
address of a specific user. Additionally, the entry includes also the recipient that
collects the data. In the next sections, we will extend the log to include also the
collection time.
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In description logics, the collection log is represented by individuals of the inter-
section between a user, a data type, and a recipient. For example, dataCollection1 ∈
U1 ∩D1 ∩R1, where U1 ⊆ User, D1 ⊆ Data and R1 ⊆ Recipient.

7.2.4 Data access

User data previously collected can be later accessed in the case of use or in the case
of sharing. The access log is used to verify accesses to already collected data, with
respect to consents of the user of the data. Each log entry includes the collected
data and the recipient of the access. We will extend this in the next sections to also
include the access time.

In description logics, each access log entry is an individual of concept Recipient
in access relation with a data collection, which is defined, as introduced in the
previous section, as dataCollection ∈ U1 ∩D1 ∩ R1. For example, if we consider a
data collection dataCollection1 ∈ U1 ∩D1 ∩ R1, the data access by a recipient R2
is dataAccess1 ∈ R2 ∩ access(dataCollection1).

7.2.5 Consent

Consent is the acknowledgement by the user to grant an authorization desired by the
company as specified in the privacy policy. Specifically, by consenting to a policy, the
user grants the authorizations on his or her data. In description logics, authorized
actions define the permitted collection log and access log individuals. Consents
impose class axioms to constrain the collection and access logs. For example, consent
on collection by U1 for the data D1 to the recipient R1 is written as U1 ⊆ (D1∩R1),
so that no collection from user U1 is allowed that is not of data type D1 and collected
by the recipient R1, where U1 ⊆ User, D1 ⊆ Data and R1 ⊆ Recipient; Consent on
access by user U1 to recipient R2 for data D1 is written as U1 ⊆ R2∩∀access(D1),
where the access relation is expressed as a universal restriction.

Retroactivity

Consent that only authorizes use of data collected in the future, is called non-
retroactive consent. Retroactive consent grants authorization in the policy for both
newly and previously collected data. Retroactivity is important, because it could
be the only way for organizations to access historical data and to re-purpose this
data under a new policy. However, it could also be dangerous, because old data
could suddenly become accessible under a retroactive consent, during a time when
users believed it was not accessible. The access to data collected in the past, and for
which consent to further use has been revoked, can be re-obtained with a retroactive
consent.
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Consent withdrawal is the opposite of consent approval. When consent is with-
drawn, previously granted authorizations are revoked. However, the data may re-
main accessible because of other consents, of which authorizations remain untouched.
Similar to non-retroactivity of approval, non-retroactivity of withdrawal means that,
even if the authorizations are no longer valid for newly collected data, data collected
under a previous authorization can still be processed. A non-retroactive withdrawal
can be dangerous for the user, because data authorized in the past remain acces-
sible in the future. Again, similar to retroactive approval, retroactive withdrawal
revokes authorizations for using both data collected in the past or data that could
be collected in the future.

Evolving consent

Users authorize the collection, use and sharing of their data by consenting on a
privacy policy. Later, they can revoke these authorizations by withdrawing their
consent. This can happen several times in the case users change their privacy pref-
erences or when organizations release a new privacy policy. The consent log includes
all the events of consent approval and withdrawal for each user. Each log entry in-
cludes: (i) the time of consent/withdrawal, (ii) the user, and (iii) authorizations
approved and revoked.

Figure 7.2: Retroactivity.

Figure 7.2 shows the effects of retroactive consent and withdrawal on autho-
rizations. Under GDPR, companies are permitted to use retroactive consent and
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non-retroactive withdrawal. There are no restrictions in GDPR preventing com-
panies from using non-retroactive consent or retroactive withdrawal, which provide
users with greater privacy protection, but which would make less data available for
business use.

Four situations are shown in Figure 7.2, given by the combination of consent
and withdrawal retroactivity. Horizontal shaded bars show current authorizations
by collection time, where time is represented on the x-axis. The dark shading shows
where data collected at a specific time is accessible; the light shading shows where
data is inaccessible. The vertical lines show times where consent is approved or
withdrawn. Non-retroactivity affects authorizations given the collection time of the
data. Non-retroactive consent, in the top part of the figure, grants the access only
to data collected in the future. While non-retroactive withdrawal, in the second
and fifth row in the figure, revoke access to data collected in the future and not to
previously authorized data access.

In description logics, consent evolution is defined as subsumption of authoriza-
tions. In particular, current authorizations are subsumed by the disjunction of pre-
vious and new authorizations, from which withdrawn authorizations are removed,
PostAuth ⊆ PreAuth ∪NewAuth
WithdrawnAuth, where it holds that PostAuth ∩WithdrawAuth ⊆ ∅.

More in detail, consider an initial authorization D1 ∩ R1 for the collection of
D1 by R1, then a new authorization R1 ∩ access(D1) is given for the access by R1
of data D1, finally the collection authorization D1 ∩ R1 is withdrawn. The final
authorization is therefore ((D1 ∩R1) ∪ (R1 ∩ (access(D1)))) \ (D1 ∩R1), which is
equal to R1 ∩ access(D1).

7.2.6 Time

Time has to be considered when discussing evolution. Consent and withdrawal affect
authorizations, making them evolve over time. Moreover, if we consider retroactivity,
authorizations themselves consider time of data collection, and may or may not apply
to specific data from the past. In description logics, time steps are represented
by sub-classes of the concept Time. Temporal order is defined by subsumption.
We adopt forward-time convention, where after is expressed as ⊆ T , while past is
expressed as⊆ notT , and an interval of time can be expressed as⊆ Tstart∩notTend.

Time of collection

Collected data are individuals of type User, Data, and Recipient. We also make it
of type Time to express time of collection e.g. dataCollection1 ∈ User ∩ Data ∩
Recipient ∩ Time. For example, when a data D1 is collected from user U1 by
recipientR1 at time T1, the following individual is created: dataCollection1 ∈ U1∩
D1 ∩R1 ∩ (T1 ∩ notT2);
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Time of access

Data access is expressed as an individual of type Recipient in access relation with
some collected data. We make this data access individual also of type Time to
express time of access e.g. access1 ∈ Recipient ∩ access(dataCollection1) ∩ Time.
For example, in the case of access to dataCollection1 by recipient R1 at time T2:
access1 ∈ R1 ∩ access(dataCollection1) ∩ (T2 ∩ notT3).

Time of consent

Consent expresses authorizations for data collection and access, expressed as axioms
on the collection and access log. Authorizations always apply on future logged events
and never on old ones, even in the case of access to data collected in the past. For
example, the repurpose of previously collected data with a retroactive consent can
affect only future accesses to the data. Every time a consent is given or withdrawn,
authorizations are modified, added or removed. For example, given a time sequence
T1, T2, T3, when a new consent D2∩R2 is retroactively given at T2 by U1, previous
authorizations are still valid: T2 ∩ U1 ⊆ (T1) ∪ (D2 ∩ R2). Then, when consent
D2 ∩ R2 is retroactively withdrawn at T3: T3 ∩ U1 ⊆ (T2) \ (D2 ∩ R2). In which
case the authorization D2 ∩R2 remains valid only between T2 and T3.

In the case of use or sharing, consent can be given retroactively, which means
that also data collected in the past can be accessed. For example, in the case of
consent given at T1 by U1, for the sharing of D1 by R2, non-retroactive consent
is written as (T1 ∩ U1) ⊆ access(T1 ∩D1), while retroactive consent is written as
(T1 ∩ U1) ⊆ access(D1).

When access withdrawal is non-retroactive, old data can still be accessed, but not
new ones. For example, in the case of withdrawal at T2 by U1, for the sharing of D1
by R2, non-retroactive withdrawal is written as (T2∩U1) ⊆ T1 \ access(D1∩ T2),
while retroactive withdrawal is written as (T2 ∩ U1) ⊆ T1 \ access(D1).

7.2.7 Consent granularity and privacy preferences

Users have their own specific privacy preferences that depend on their needs and
on the confidentiality of the data and the trust they have with the organization
with whom they share their data. The GDPR refers to the granularity of consent
and requires consent to be granular with respect to purposes for which data are
collected, used, and shared. In addition to consent, organizations can offer the
possibility for users to have more fine-grained control of their data collection, use
and sharing. These preferences can be usually expressed by the users, as general or
content-specific settings.

We consider three levels of granularity of privacy preferences, from the more
coarse-grained control to the more fine-grained: (i) data type level, (ii) recipient/-
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data specific, (iii) individual preferences.
In the first level, preferences are used to control the type of data to be shared. For

example, consider a navigation application that features real-time location sharing
among groups of friends. When using the application only for routing, the user
can decide to avoid the application to share his position, while, in the case the
application is used for real-time position sharing, the user can modify the group of
people with whom the position is shared, which is a preference of the second level
which we discuss in the next paragraph.

At the second level of privacy preferences, the user can authorize specific data to
specific recipients. This is the case of Facebook custom groups, which allow the users
to change the visibility of their posts by adding or removing friends from the groups
to which the posts are visible. Adding or removing a friend from a custom group has
a retroactive effect, since it also affects older posts. A different case is the default
visibility setting, which, applies only to new posts, thus revealing a non-retroactive
effect.

The third level allows for the most fine-grained control possible, on specific pieces
of data, for which the user decides the specific recipient that is authorized to access
the data. For example, the messaging platform within Facebook allows to commu-
nicate and share information with a specific user.

Settings are modified by users over time given their privacy preferences, in ad-
dition, organizations change their systems to introduce new services. This can lead
to unplanned violations of privacy. For example, if Facebook would change its plat-
form, then a user setting could become reset to default settings or new underlying
accesses could appear in the access log due to the re-design, in violation of the con-
sent or preferences. In such instances, organizations like Facebook would desire to
notify users and ask them to revise their privacy preferences in parallel to rolling
out the new platform change.

7.2.8 Updating the knowledge base

The Knowledge Base (KB) includes facts and constraints about the concepts that
we have seen until now: consent, data collection, and data access. In description
logics, it is a collection of axioms expressed over concepts, relations and individuals.
Because of evolution, logs grow over time and so does the KB, which should be
consequently updated. To easily update the KB, we provide an update function
for each main event. These update functions are intended to be called following
the order in which events occur, whereas applying the functions to non-temporally
ordered events could result in an inconsistent KB. The collection, access, and consent
logs are decoupled and every update of the KB only increases it and never modifies
old facts or axioms (monotonic update functions), also in the case of retroactive
consent or withdrawal. The KB is updated in the case of: (i) data collection, (ii)
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data access, and (iii) consent approval or withdrawal.

In the event of data collection

A data collection event generates a new individual in the conjunction given by the
data type, the user from whom the data is collected, the recipient who collects the
data, and the current time interval. Note that within the same interval of time,
several data may be collected. Listing 7.1 reports the update function for a data
collection event in pseudo-code.

Listing 7.1: Data collection

Given the collection of a data D from the user U by the recipient R in the time
interval T1 ∩ notT2, declare a new individual:

d ∈ D ∩R ∩ U ∩ (T1 ∩ notT2)

In the event of data access

A data access event generates a new individual in the access relation with a previ-
ously collected data, in conjunction with the recipient accessing the data and the
time of access. Note that within the same interval of time, several accesses may hap-
pen. Listing 7.2 reports the update function for a data access event in pseudo-code.

Listing 7.2: Data access

Given a data access by recipient R in the time interval T1 ∩ notT2 to a collected
data d, declare a new individual:

a ∈ R ∩ T ∩ access(d)

In the event of consent approval/withdrawal

A consent approval or withdrawal event generates a new class of times for future
data collections and accesses, and restricts or expands operations that are authorized
in the new class of times. Listing 7.3 is the update function for retroactive consent
approval. Listing 7.4 is the update function for non-retroactive consent approval.
Listing 7.5 is the update function for retroactive consent withdrawal. Listing 7.6 is
the update function for non-retroactive consent withdrawal. In the following listings,
we always consider T1 as the new class of times, where T0 was the previous class of
times valid before the last consent event.

Listing 7.3: Retroactive consent approval
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Given a retroactive consent by user U1, for access to data D1 by recipient R1, assert
the axiom:

T1 ∩ U1 ⊆ (T0 ∩ U1) ∪ access(D1)

Listing 7.4: Non-retroactive consent approval

Given a non-retroactive consent by user U1, for access to data D1 by recipient R1,
assert the axiom:

T1 ∩ U1 ⊆ (T0 ∩ U1) ∪ access(D1 ∩ T1)

Listing 7.5: Retroactive consent withdrawal

Given a retroactive consent withdrawal by user U1, for access to data D1 by recipient
R1, assert the axiom:

T1 ∩ U1 ⊆ (T0 ∩ U1) \ access(D1)

Listing 7.6: Non-retroactive consent withdrawal

Given a non-retroactive consent withdrawal by user U1, for access to data D1 by
recipient R1, assert the axiom:

T1 ∩ U1 ⊆ (T0 ∩ U1) \ access(D1 ∩ T1)

7.2.9 Automated analysis

The analysis of consent, withdrawal, data collection, and data access logs can help
in the detection of violations of consent. The analysis automation is based on satis-
fiability of the model in description logics. Authorization axioms, transduced from
consent logs, constrain the collection and access individuals, transduced from data
logs. If a data collection or access is unauthorized, an axiom is violated, and the log
entry individual results will be inconsistent.

Purpose limitation

The GDPR defines the purpose limitation principle, which means that data can
only be used for a new purpose, (1) if the new purpose is comparable to the original
purpose, (2) if consent is obtained for the new purpose, or (3) if there is a lawful
basis. Herein, we formalize the first two conditions needed to guarantee the purpose
limitation principle, (1) R2 ⊆ R1or(2)T2 ⊆ T1 ∪ (R2 ∩ accessData).

For example, consider data initially collected and used for some specific purpose
dataCollection1 ∈ R1∩T1, authorized by consent T1 ⊆ R1. Later, the same data is
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accessed for a different purpose, dataAccess1 ∈ R2∩ T2∩ access(dataCollection1).
This operation is authorized if either: (i) the new purpose is comparable to (sub-
sumed by) the original purpose, R2 ⊆ R1, where T2 ⊆ T1; or (ii) the new consent
includes the new purpose T2 ⊆ T1 ∪R2.

7.3 Worked examples

This section presents four realistic scenarios of policy and consent evolution, us-
ing the formalism to support the reader in a better understanding of the consent
monitoring scenario itself.

7.3.1 Organization expansion

A bus company is going to introduce a new service, which will allow the users to
use their smartphones to check the routes and the position of the busses in real time
using a mobile app. This application will help the users to use the company buses
and, meanwhile, it will allow the company to collect data to optimize the bus routes.

The bus company creates a new privacy policy that describes the purposes for
using the new user data. The company acquires the new consent of the users directly
through the app. Users not interested in using the app will remain under the old
policy. However, the company allows users the possibility to deactivate access to
their position data for statistical analyses with an opt-out-able preference.

Listing 7.7: Evolution example

Consider the following data hierarchy:

Location ⊆ UserData ⊆ Data

At T1 a new policy is created:

T1 ⊆ ((Location ∩ Statistics)) ∪ (Statistics ∩ access((Location) ∩ T1))

At time T2 consent for the analysis of position is withdrawn:

T2 ⊆ T1 \ (Statistics ∩ access(Location))

7.3.2 Historical data

Users of the bus company have used rechargeable smartcards for years. The company
has been recording all data from the smartcard system. Now, they want to use
this data to analyze and optimize bus routes. To do so, a retroactive consent is
acquired for the new policy to permit access to historical location data of the users
and to re-purpose (following the purpose limitation principle) this data for routing
optimization analysis.
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Listing 7.8: Historical data example

Consider T3 the time of new consent and T2 time of old consent, so that:

T3 ⊆ T2 ∪ (Statistics ∩ access(Data))

7.3.3 Opt-in-able privacy preference

Due to the increased user discomfort from being tracked by the app, the bus company
changes the policy again. In the new policy, the use of location data for routing
optimization is by default turned off, even if the data is still being collected. The
user can manually opt-in to the preference to authorize the company to use their
location data, which includes the data from the app and additional data provided
by third parties.

Listing 7.9: Opt-in-able example

Consider the following data hierarchy:

ThirdPartyLocation ⊆ Location

Time of new policy is T4:

T4 ⊆ T3 ∪ Location \ (Statistics ∩ access(Location))

7.3.4 Consent withdrawal

After a major scandal for data breaches that involves the bus company, concerned
users begin to retroactively withdraw their consent to the bus company policy after
every use of the mobile app. In order to use the app, users are still asked to consent
the policy, however. By using a non-retroactive consent, they limit the access to only
new data. Doing so, the app user experience lacks all the data-driven functionalities,
such as preferred routes, notifications of preferred buses delays, and bus suggestions
based on user schedule.

Listing 7.10: Non-retroactive consent and retroactive withdrawal example

Non-retroactive consent is given by concerned user U1:

((U1 ∩ T0)) ⊆ ((Location ∩ T0)) ∪ access((Location ∩ T0))

Consent is retroactively withdrawn by concerned user U1:

((U1 ∩ T1)) ⊆ T0 \ Location \ access((Location)) ⊆ ∅
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7.4 Evaluation

In this section we present an evaluation of our formalism, where we demonstrate
how it can be used to detect violations in realistic scenarios. We generate realistic
logs by simulating the system using Finite State Machines (FSMs) that represent
the evolution scenarios. Companies do not need to create and use the FSMs to
simulate the logs if they can transduce real logs from running systems. We present
three scenarios of consent violation and we show how to detect the violations on
simulated logs with the help of our formalism.

7.4.1 Waze policy evolution

The Waze privacy policy evolved multiple times from 2011 to 2018 (see Figure 7.1).
In 2012, the term Unique Device Identifier (UDID) appeared for the first time in
the Waze policy in the following sentence: “Personally identifiable information may
also be shared with Waze’s other partners and service providers, with the express
provision that their use of such information must comply with this policy. For
example, Waze may share your mobile device’s Unique Device Identifier (UDID)
with ad networks, for the purposes described above.” By including UDID in their
policy, Waze may assume under US law that they have consent to share the UDID
collected within their app with third party advertisement companies for the purpose
of targeted advertising.

We now consider a hypothetical policy evolution to illustrate how introducing
UDID into their policy could be the result of a violation detected using our frame-
work. In this example, personal data are used for online advertising purposes: (1)
non-targeted advertising, which is directed at categories of users based on their
demographic data (gender, age, postal code); (2) targeted advertising, which is di-
rected to specific users by advertisers using the Unique Device Identifier (UDID). We
envision that the company begins collecting and sharing the UDID with advertisers
without the consent of the user and then later reviews the policy in order to request
consent for using the UDID. Figure 7.3 presents an FSM representation of the evo-
lution: at the top, the earlier non-targeted advertising process; at the bottom, the
evolved targeted advertising process.

In state A1 and A2 of Figure 3, a new user consents to the advertisement policy,
then, in state B1 of the non-targeted process, the system shares users’ demographic
data, such as their gender, age or birth date, and postal code, with an advertiser, al-
lowing for demographic-based, non-targeted advertising. In state B2 of the targeted
process, the system shares the user’s UDID, allowing for targeted advertisements.

The FSM diagram can be used to generate realistic data and consent logs. Herein,
we focus on system evolution and consent evolution. The “Consent to advertisement
policy” events that identify transitions between states Ax and Bx generate a consent
log entry of the form TimeOfAccess∩AccessedBy ⊆ access(Data∩CollectedBy).
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Figure 7.3: Finite State Machine (FSM) representation of targeted advertisement
evolution.

The “sharing” events generate an access/sharing log entry of the form share ∈
T ∩Recipient ∩ access(Data).

Table 7.1 shows an example of a realistic log generated with the use of the FSMs
of Figure 7.3. Initially, at line 1, consent to the advertisement policy allows the
sharing of demographic data Demographic. At line 2, demographic data is accessed
by advertisers Adv. At line 3, the system has evolved to allow UDID to be shared
with advertisers Adv. However, the UDID is shared without consent of the user.
Later, at line 4, the company updates the policy and requests consent from the user.
Because of this, sharing of UDID at line 5 is now authorized.

Line FSM state Log
1 A1 T0 ∩ Adv ⊆ access(Demographic)
2 B1 share1 ∈ T0 ∩ Adv ∩ access(Demographic)
3 B2 share2 ∈ T0 ∩ Adv ∩ access(UDID)
4 B2 T1 ∩ Adv ⊆ access(Demographic ∩ T1) ∪ access(UDID ∩ T1)
5 B2 share2 ∈ T1 ∩ Adv ∩ access(UDID)

Table 7.1: Targeted advertisement evolution

A violation is detected by the framework in the sharing of UDID at time T0.
The individual share2 is not valid because at time T0, Adv are authorized to access
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only to Demographic data. Such violations can occur because software evolves in-
dependently of policies; however, they can be discovered in this framework and used
to remediate the problem, including updating the policy.

Consent at line 4 is non-retroactive: this consent authorizes access at T1, only
for data collected at T1 and not before. The combination of a time where consent
was not given or was withdrawn with a non-retroactive consent, can create windows
of collection time in which data cannot be accessed.

Figure 7.4: Inaccessible data.

In Figure 7.4, a withdrawal followed by a non-retroactive consent can leave a
window of old data inaccessible in the future. Data collected at three successive time
points T1, T2 and T3 are represented by squares, circles and pentagons, respectively:
red shapes indicate inaccessible data, green shapes represent accessible data. Data
accessibility is governed by granting and withdrawing consent under policy 1 and
policy 2. The consent to either one of the two policies is sufficient to grant access to
the data, while withdrawal of consent to both the two policies is needed to prevent
access to the data. From left to right, access to data collected at time T1 is initially
granted by consent on policy 1. Such consent is later withdrawn non-retroactively
so that data collected later at time T2 is made inaccessible, while data previously
collected at T1 remains accessible. Until now, consent on policy 2 does not grant
any access to the data. Finally, non-retroactive consent on policy 2 grants access
to data collected later at time T3. At time T3, data collected at time T2 remains
inaccessible while access to data collected at time T3 is granted by policy 2 and
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access to data collected at time T1 is granted by policy 1.

Figure 7.5: Evolution of policies in a scenario of multiple users granting and revoking
consent.

Figure 7.5 shows a hypothetical scenario to illustrate how policy and feature
evolution interact with users granting and revoking consent on multiple policies.
Initially, all users have consented to Policy 1. Later, the company rolls out a new
feature that they target to early adopters under the new Policy 2, while other users
remain under the old Policy 1. After some time when the new feature is evolved
and user satisfaction around the feature appears stable, the company rolls out the
feature to the entire user base under Policy 3, which is an enhanced, retroactive
one with regard to Policy 2. At this time, all the data collected under Policy 2 are
repurposed under Policy 3 to cover data collected for both the early adopters and
the wider user base with regard to the new feature.

7.4.2 Facebook case study

A bug in Facebook in May 2018 caused 14 million users’ default privacy setting to
change to public without any warning. Users who were posting content in private
mode, for example, visible only to his friends or to a specific group of users, would
have unexpectedly found the setting for default audience switched to public, so that
all new posts were going public by default. Figure 7.6 shows how the default audience
setting works. Depending on this setting the default visibility of new content that
is posted is to the public or to a specific group of friends.
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Figure 7.6: Finite State Machine (FSM) representation of Facebook default audience
setting behavior.

The two states A and B of the FSM on the left represent the default audience
setting. Depending on this, the audience setting of new posts is by default set to
public or to a specific group of friends. The states C and D of the FSM on the right
represent the audience to whom a specific post is visible. In red the effects of the
bug, which reset the privacy preference setting on behalf of the user.

The FSM diagram can be used to generate realistic data and consent or prefer-
ences logs. More in details, in this scenario, we focus on a privacy preference that
is valid for future posts and on a privacy preference that is specific for each post.
In this scenario we omit the data type since we only consider data of type Post.
The “Create a post” transitions generate a data collection log entry of the form
post ∈ T , while the two transitions “View post” generate an access log entry of the
form dataAccess ∈ T ∩ access(post) ∩ Audience. The “Change/reset default audi-
ence” transitions between states A and B generate a consent/preference log entry of
the form T ∩ access(T ) ⊆ Audience. Similar are the two transitions between states
C and D to change the audience of a specific post: T ∩ access(post) ⊆ Audience.

Table 7.2 shows an example of a realistic log generated with the use of the FSMs
of Figure 5. In square brackets are the states of the FSMs, e.g. [i;ii;iii], where (i)
is the state of the default audience setting, (ii) is the state of the audience state
of post1, (iii) is the audience setting of post2. The underscore symbol “ ” is used
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to mark a non-initialized FSM. Initially, at line 1, default audience for new posts
is set to public. Then, at line 2, default audience for new posts is restricted to
Friends. At line 3 and 4, a post is created by the user and viewed by a friend.
Later, at line 5, the violation happens, Facebook resets default audience without
user consent. Then, at line 6, the user posts post2, which can be seen by the public
access(post2) ⊆ Public, even if the user may think it is visible only by friends
access(post2) ⊆ Friend. Finally, at line 7, the post is viewed by someone who is
not his friend.

Red color in line 5 of Table 7.2 shows the bug that causes the violation. Red
color in Line 5 shows the violation: content is posted and made visible to the public.
However, with regard to user intent, this is not allowed, because he had previously set
the default audience preference to Fiends and not to Public, where Fiends ⊆ Public.

Line FSM state Log
1 [A; ; ] T0 ∩ access(T0) ⊆ Public
2 [B; ; ] T1 ∩ access(T1) ⊆ Friends
3 [B; ; ] post1 ∈ T1
4 [B; D; ] dataAccess1 ∈ Friends ∩ access(post1) ∩ T1
5 [A; D; ] Bug: T2 ∩ access(T2) ⊆ Public

User thinks: T2 ∩ access(T2) ⊆ Friends
6 [A; D; C] post2 ∈ T2
7 [A; D; C] dataAccess2 ∈ (Public \ Friends) ∩ access(post2) ∩ T2

Table 7.2: Facebook

A violation is detected by the framework if we omit to update the user consent
when the preference is changed by Facebook without the authorization of the user.
In the example of Table 7.2, dataAccess2 ∈ (Public\Friends)∩access(post2)∩T2,
where post2 ∈ T2, is not valid because user consent imposes T2 ∩ access(T2) ⊆
Friends, while dataAccess2 ∈ T2 ∩ accessT2, but dataAccess2 /∈ Friends.

7.4.3 Google case study

Google location history setting allows users to stop google from recording their
locations . However, in 2018, the setting presented to the users was misleading:
“with Location History off, the places you go are no longer stored”. The setting does
not stop the collection of all location data by google, which may still be collected by
other specific services, such as, Google Search and Google Maps. Figure 7.7 gives a
representation of Google tracking behavior as a Finite State Machine (FSM), where
the location history setting is turned-on in the states on the left (A and D) and it is
turned-off in the states on the right (B and C), while background activity happens
in the states on the bottom (A and B) and app or web activity happens in the states
on the top part (C and D).
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Figure 7.7: Finite State Machine (FSM) representation of Google tracking behavior
and location history privacy preference setting.

We show in red the part of the system where the violation occurred, consisting
in Google collecting data about the location of the user with location history setting
being turned-off. Google legitimately tracks users in the states A and D, when
location history is turned-on, but also in state C, illegitimately, when location history
is turned-off, violating the privacy preference of the user.

The FSM can be used to generate realistic data and consent/preference logs.
More in detail, we focus on a privacy preference that affects future collections of
user location data. In the following formalism we will refer to Web, App, and
Background as recipients of the location data collection. The location of the user
is collected by the app in the states D and C, and this generates a data collection
log entry of the form locationData ∈ T ∩ Location ∩ (Web ∪ App). While, in state
A, the collection of user location generates a data collection log entry of the form
locationData ∈ T ∩Location∩(Background). The events“Location history on/off”,
between states A and B and between states C and D, generate a preference log entry,
in the case preference is turned-off T ∩ Location ⊆ Background, while, in the case
location history is turned-on T ∩ Location ⊆ (Web ∪ App ∪Background).

Table 7.3 shows an example of a realistic log generated with the use of the FSM
of Figure 6. In square brackets is the current state of the FSM. Initially, at line 1
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location history setting is turned on by default and location of the user is collected
in background. Then, at line 2, location history is turned-off by the user. However,
at line 3, location data are still collected when using web or local apps.

Red color in Line 2 in Table 7.3 shows the violation of Google in applying the
location history setting, with respect to how it is presented to the user. When
location history is turned-off, Google still tracks the user in the case of web or apps
activity.

Line FSM state Log
1 [A] T1 ∩ Location ⊆ Web ∪ App ∪Background

locationData1 ∈ T1 ∩ Location ∩Background
2 [B] Google applies: T2 ∩ Location ⊆ Web ∪ App

User thinks: T2 ∩ Location ⊆ ∅
3 [C] locationData2 ∈ T2 ∩ Location ∩ App

Table 7.3: Google location tracking

A violation is detected by the framework with respect to preference of the user. In
the example of Table 7.3, locationData2 ∈ T2∩Location∩App is not valid because
user preference require T2∩Location ⊆ ∅, which would implies locationData2 ∈ ∅,
which is a non-valid individual.

7.5 Discussion

Consent, under the GDPR, can be withdrawn at any time by the user. When this
happens, companies must quickly react by stopping the processing of user data and
blocking any further access to such data. Data collected under previous consent may
still be accessed if consent is withdrawn non-retroactively or if there is another valid
legal basis or a different consent that covers that same data. The GPDR provides
the right to be forgotten, which is similar to withdrawing consent at any time. Recall
that retroactive withdrawal is a stronger protection than non-retroactive withdrawal,
because retroactive withdrawal removes any past authorizations to access data pre-
viously collected. This effectively means the previously collected data can still reside
in an organizations database, but it is no longer accessible under the consent that
was withdrawn. The right to be forgotten is a stronger protection than retroactive
withdrawal, because the users can now ask for their data to be deleted, in addition
to the halting of all processing activities. Companies must delete all user data and
“forget” anything related to said user. In the case of data collected under a different
legal basis than consent, for example, in the case of public information whose col-
lection did not require an explicit consent of the user, the right to be forgotten can
also be used to delete that data. If data are accessed, used and shared for multiple
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purposes, all these activities must stop and the same is true for third parties, who
are asked to delete the data and stop further processing activities of the user.

The FSM used to simulate data can be used to represent how confusing layouts
can affect the probability of users to opt-in/out from privacy preferences. In a report
from the Norwegian Consumer Councils, FSM have been used to show how standard
setting, cunning design choices, confusing layout, and illusion of choice, are used by
Facebook and Google to actually give users no choice about their privacy.

7.6 Conclusion

We presented a framework for the representation and analysis of evolving consent to
support companies in better understanding how consent changes affect their ability
to access data in a consent-based and compliant manner. This work is an attempt
to show the complexity of consent evolution and demonstrate the ability of descrip-
tion logics in modeling this. Future work includes a further evaluation using real
case studies. We also plan to study how user consent- and preference-choices could
be affected by their perception of privacy mitigations. Where users may be more
concerned about not using specific data types for specific purposes, companies may
want to separate those data types into separate user consent to avoid having users
opt-out entirely. An additional direction of research is about analyzing authoriza-
tions for specific purposes and forecasting for potential privacy violations. Finally,
we plan to use FSMs to compute precise probabilities of users to opt-in/out from
privacy settings to further reason over the implications of multiple consent scenarios
on data availability for statistical inference.
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Chapter 8

Discussion, Conclusion and Future
Work

This Thesis propose a privacy framework for consent that includes: (i) a comprehen-
sive method for the compliance of complex systems with privacy regulations, based
on modeling and analysis; and (ii) a work on consent evolution which includes a
formal framework for the representation and analysis of data collection and access
logs in a multiple consent granting and revocation scenarios.

The research contributions of this Thesis includes (i) a tool-supported method
with guidelines in the form of a process that guides analyst in the design of compli-
ant systems; (ii) a goal-oriented modeling language and a reasoning framework for
the analysis of consent and privacy requirements and a first evaluation based on a
real case study in the medical domain; (iii) a business process modeling language
with privacy annotations and a reasoning framework for the analysis of processes
with respect to privacy regulation principles and custom constraints, a formative
evaluation and scalability evaluation; (iv) a framework for the representation and
analysis of evolving consent and its validation based on realistic scenarios simulated
with the use of FSM.

The findings include answers to the research questions as follows:

RQ1 What are the socio-technical aspects of a system that must be considered to
comply with privacy regulations?

To support the compliance with privacy regulations, the analysis of a system
should include aspect about the sharing and use of personal data. A socio-
technical model include many aspects regulated to by privacy laws, including
dependency between participants, document transmission, and information
authorization. Processes include additional aspects that can be considered to
comply with privacy regulations. The procedural aspect that is missed in the
socio-technical model, can be integrated by refining goal models into business
processes.
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RQ2 Given socio-technical aspects regulated by privacy laws, what are the proper-
ties of a socio-technical model that verify the compliance with regulations?

The analysis of compliance can be supported by verifying properties that are
inspired to principles given by regulations. Privacy principles can be inter-
preted and described as properties of the models, both at the socio-technical
level and at the business process level.

RQ3 How to represent, graphically and formally, privacy and consent requirements?

A multi-view representation represents different aspects of a unique model
into separate diagrams. When representing privacy requirements of a complex
system, multi-view representation can provide a way to simplify the diagrams
while still represent many different aspects, from goals, through information,
to business processes. To support automated analysis, modeling languages
can be defined into reasoning frameworks by formal languages, such as, set
theory or logic languages, including disjunctive logic and description logic.

RQ4 Who are target users of the method and what process should they follow?

A tool-supported method provides guidelines for the system analysts, for ex-
ample, in the form of a process, so to guide them in the analysis of require-
ments to design a system in compliance with privacy regulations. Different
users participate in different phases of the process and contribute each with
his own competences. To design a system in compliance with privacy regula-
tions, a lot of competences are required, therefore, a comprehensive compli-
ance method considers many target users, including system analysts, domain
experts, lawyers, and privacy experts. An iterative process creates a collabo-
rative environment in which experts continuously share their knowledge and
contribute in the refinement of the system specifications.

Future work

Future work includes extensions of the method to consider other privacy requirement
beyond those related to consent. This will require a further in-depth analysis of the
GDPR and other privacy regulations.

We plan to propose the use of goal models to describe effects of consent choices
and privacy preferences in complex environments where many parties are involved
and many data are collected and used, such as, websites or mobile apps where data
are often collected by third parties for marketing purposes.

Another direction of research consists in the development of techniques for the
identification of data breaches, based on the analysis of critical data flow in business
process models. This work may require to extend the modeling language to include
new elements. Additionally it will require a re-visitation of the reasoning framework.

104



Last topic is on consent evolution, where we plan to rework the framework to
include and implement a simulation environment to test the framework with realistic
data logs and consent events.

We are also working toward the development of a comprehensive supporting tool
that includes both the modeling editors for goal-based models and business processes
models. We plan a further evaluation of the whole method when the tool will be
available based on real case studies and by involving domain practitioners.
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Appendix A

DLV implementation of
ProPrivacy

A.0.1 DLV representation of a BPMN 2.0 Business Process

In the DLV implementation of the formal framework, business processes are de-
scribed using predicates participant, activity, dataObject, event for atomic el-
ements, controlFlow for sequence flow associations, writeDO and readDO for data
associations, and executed for executor associations.

Figure A.1: Excerpt of a BPMN 2.0 diagram from the case study

Figure A.1 shows a BPMN 2.0 example diagram from the case study. In this
small sub-process, the family doctor visits a patient and generate a referral before
dismissing the patient.

Listing A.1: Example of representation of a business process in DLV
1 participant ( FamilyDoctor ) .
2 activity ( GenerateRe fe r ra l ) .
3 dataObject ( Re f e r r a l ) .

116



4 event ( AppointmentStart ) .
5 flow ( AppointmentStart , Vi s i tThePat ient ) .
6 flow ( Vis i tThePat ient , GenerateRe fe r ra l ) .
7 writeDO( GenerateReferra l , R e f e r r a l ) .
8 executed ( Vis i tThePat ient , FamilyDoctor ) .

Listing A.1 shows a sub-part of the DLV code that represent the process in Fig-
ure A.1. Facts in lines from 1 to 5 declare the elements of the process, lines 6 and 7
represent the sequence flow associations from AppointmentStart to V isitThePatient
activities and from V isitThePatient to GenerateReferral activities, line 8 repre-
sents the data association from GenerateReferral activity to Referral data object,
and line 9 represents the executor association from activity V isitThePatient to par-
ticipant FamilyDoctor.

A.0.2 DLV representation of authorizations of consent

In DLV, the predicate consent is used to declare a consent, while predicate auth

is used to declare an authorization part of a consent, where attributes represent
respectively the consent element, the data object, the activity, and the authorized
privacy operation.

Listing A.2: Example of privacy policies in DLV
1 consent (docC) .
2 auth (docC , r e f e r r a l , uploadRef , d i s s eminat i on ) .
3 consent ( apssC ) .
4 auth ( apssC , r e f e r r a l , medicalExam , c o l l e c t i o n ) .
5 auth ( apssC , r e s u l t s , uploadRes , p r o c e s s i ng ) .

Listings A.2 shows the DLV code for the authorizations of the two consents from
Tables 6.2 and 6.3. For example, authorization auth( docC, referral, uploadRef,
dissemination ) from line 2, expresses that the family doctor consent docC autho-
rizes the dissemination of the referral data object in the execution of the activity
uploadRef .

A.0.3 DLV inference rules for business process walks

In DLV, walks of a business process are inferred starting from a start event and
following control flow associations. The predicate walk is used to represent the
existence of a walk between two elements of the process.

Listing A.3: DLV walk inference rules based on a two-attributes predicate

1 walk(X,X) :- start(X).

2 walk(X,K) :- walk(X,Y), flow(Y,K).
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Listing A.3 shows DLV rules used to infer business process walks. Line 1 initial-
izes a new walk by start navigating a business process from a start event. Line 2
creates an extended versions of existing walks by following control flows.

For example, given the process of Figure A.1, walk( AppointmentStart, GenerateReferral)
represents the existence of a walk from the event AppointmentStart to the activity
GenerateReferral.

Another use of the predicate walk is in the case of three parameters, where the
additional parameter is an element that is included in the walk.

Listing A.4: DLV walk inference rules based on a three-attributes predicate

1 walk(X,X,X) :- start(X).

2 walk(X,Y,K), walk(X,Z,K) :- walk(X,Y,Z), flow(Z,K).

Listing A.4 shows DLV rules used to infer business process walks that goes
through some specific element. Similarly to rules in Listing A.3, line 1 initializes a
new walk, while line 2 creates an extended versions of existing walks.

For example, given the process of Figure A.1, walk( AppointmentStart, VisitThePatient,
GenerateReferral) represents the existence of a walk from the event AppointmentStart
to the activity GenerateReferral, through the element V isitThePatient.

A.0.4 DLV implementation of the minimization requirement

Listing A.5: DLV implementation of minimization property

1 excessiveAuth(A) :- auth(C,M,A,collection), activity(A1), not

messageFlow(A1,A,M).

2 excessiveAuth(A) :- auth(C,M,A,dissemination), activity(A1), not

messageFlow(A,A1 ,M).

3 excessiveAuth(A) :- dataObject(DO), auth(_,DO,A,processing), not

readDO(A,DO), not writeDO(A,DO).

4 excessiveAuth(A) :- message(M), auth(C,M,A,processing), activity(

A1), not messageFlow(A1,A,M).

Listing A.5 shows the DLV implementation for the verification of the data min-
imization property. Line 1 implements minimization of collection. An excessive
authorization exception is thrown in the case that collection is authorized but no
message is received. Line 2 implements minimization of dissemination. An exces-
sive authorization exception is thrown in the case that dissemination is authorized
but no message is sent. Line 3 and 4 implement minimization of processing. In
the case of a data object, an excessive authorization exception is thrown in the case
that processing is authorized but no data object is read or produced. In the case
of a message flow, an excessive authorization exception is thrown in the case that
processing is authorized but no message is sent.
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A.0.5 DLV implementation of the freely given consent re-
quirement

Listing A.6: DLV rules to verify the existence of some process execution trace that
does not require any authorization

1 -free(A) :- element(A), auth(_,_,A,_).

2 free(A) :- element(A), not -free(A).

3 freeExec(FROM ,FROM) :- start(FROM), free(FROM).

4 freeExec(FROM ,TO) :- freeExec(FROM ,X), flow(X,TO), free(TO),

not -freeExec(FROM ,TO).

5 -freeExec(FROM ,TO) :- start(FROM), not freeExec(FROM ,X),

flow(X,TO), parallelJoin(TO).

6 freeExec(FROM) :- start(FROM), end(TO), freeExec(FROM ,TO).

7 freelyGivenException :- start(FROM), not freeExec(FROM).

Listing A.6 shows the DLV implementation for the verification of the freely-given
consent property. Lines 1 and 2 infer elements that does not require any consent,
identified with the predicate free, and those who does require some consent, −free.
Line 3 initialize BPMN 2.0 execution rules considering only elements free from any
consent. Line 4 propagate execution on following elements Line 5 implements
BPMN 2.0 execution rules in the case of join elements. Line 6 terminates the
execution of the process when an and event is reached. Line 7 require a free process
execution for each start event.

A.0.6 DLV implementation of the consent specificity re-
quirement

Listing A.7: DLV implementation to verify the consent specificity property

1 nonConsentSpecific(A) :- auth(C,_,A,_), auth(C2,_,A,_), C2!=C.

2 freeOrConsentSpecific(C,A) :- auth(C,_,A,_), not

nonConsentSpecific(A).

3 freeOrConsentSpecific(C,A) :- consent(C), free(A).

4 forward(X,C) :- start(X), freeOrConsentSpecific(C,X).

5 forward(Y,C) :- forward(X,C), flow(X,Y), freeOrConsentSpecific(C,Y

), not -forward(Y,C).

6 -forward(Y,C) :- freeOrConsentSpecific(C,X), flow(X,Y), not

forward(X,C), parallelJoin(Y).

7 backward(X,C) :- forward(X,C), end(E).

8 backward(X,C) :- backward(Y,C), flow(X,Y), forward(X,C).

9 specific(X) :- forward(X,C), backward(X,C).

10 specificityException(A) :- auth(_,_,A,_), not specific(A).

Listing A.7 reports DLV rules used to verify the existence of a consent-specific
process-execution-trace for each activity. Lines 1, 2, and 3 infer activities that

119



either do not require any consent or that require only one consent. Following lines
apply BPMN 2.0 execution rules to explore the process by considering only one con-
sent at a time. Line 4 initializes execution from start node. Line 5 propagates
execution to the following nodes. Line 6 implements join gateways. Line 7 final-
izes the execution when an end node is reached. Line 8 propagates the finalized
execution on previous nodes. Lines 9 and 10 throw a specificityException for
activities that do not satisfy the consent specificity property, meaning that are not
part of any free or consent-specific execution trace.

A.0.7 DLV implementation of the ProPrivacy custom re-
quirements framework

Listing A.8: Disjunctive rules implementing BPMN 2.0 execution rules

1 step(1,X) v -step(1,X) :- start(X). % Step 1

2 :- step(1,X), step(1,Y), X!=Y. % At most one start

3 started :- step(1,X). :- not started. % At least one start

4 ended :- end(X), step(N,X). :- not ended. % At least one end

5 step(M,Y) :- step(N,X), #succ(N,M), flow(X,Y), not alternativeFork

(X), not parallelJoin(X). % All if no

alternatives

6 step(M,Y) v -step(M,Y) :- step(N,X), #succ(N,M), flow(X,Y),

alternativeFork(X). % Alternatives

7 step(X) :- flow(X,Y), step(N,Y).

8 :- flow(X,Y), not step(X). % At least one

alternative

9 :- exclusiveGateway(G), flow(G,X), flow(G,Y), step(N,X), step(N,Y)

, X!=Y. % At most one in case of exclusive

10 -joined(G) :- parallelJoin(G), flow(X,G), not step(N,X).

11 step(M,G) :- parallelJoin(G), not -joined(G), flow(X,G), step(N,X)

, #succ(N,M). % Join all in case of parallel

Listing A.8 shows DLV rules used to generate process execution traces, which
are based on BPMN 2.0 execution rules. Here a description:

• Create a trace for each start event in which this is executed as the first step.

DLV rules: (line 1) For each start event, create two traces, one in which it is
executed as the first step, the other one in which it is not executed; (line 2)
Allow at most one start to be executed at step 1; (line 3) Require at least one
start to be executed at step 1.

• Continue until an end event is executed.

DLV rule: (line 4) Require at least an end event to be executed at some step.
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• In the case of an element followed by a single control flow or in the case of a
parallel gateway, execute all the next elements.

DLV rule: (line 5) In a new step execute all the activities that follow an element
executed at current step, that are not alternative fork gateways or parallel join
gateways.

• In the case of alternative gateways duplicate the execution trace for each ex-
iting control flow or a combination of those.

DLV rules: (line 6) In the case of alternative gateways two execution traces
are created for each exiting control flow; (lines 7 and 8) Require at least one
control flow to be taken; (line 9) Allow at most one control flow to be taken
in the case of exclusive alternative gateways.

• In the case of a parallel join gateway, execute next element only in the case
that all previous elements are executed at some previous step.

DLV rules: lines 10 and 11.

Listing A.9: Example of custom constraint that requires the existence of a process
execution trace that includes the activity a1
:- not step(a1).

Listing A.9 shows an example of a custom requirements to force the execution of
a specific activity. The implementation consists of a DLV constraint that invalidate
all traces that does not include the execution of the the activity a1.
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