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Abstract

This paper presents the Mongolian
Wordnet (MOW), and a general
methodology of how to construct it
from various sources e.g. lexical re-
sources and expert translations. As
of today, the MOW contains 23,665
synsets, 26,875 words, 2,979 glosses,
and 213 examples. The manual evalua-
tion of the resource1 estimated its qual-
ity at 96.4%.

1 Introduction

Language resources are crucial in the re-
search of computational linguistics e.g., in-
formation retrieval, document classification,
query answering. In recent years, world lan-
guages are divided in two groups: highly-
resourced languages (e.g., English or Chinese)
and under-resourced languages (e.g., Kazakh
or Uyghur). Due to the lack of language re-
sources, the second group of languages dis-
plays more mediocre performance than the
first group. Mongolian was one of the under-
resourced languages.

This paper describes a general methodol-
ogy by which we built the Mongolian Word-
Net (MOW), a high-precision wordnet-like lex-
ical resource. Our main technical contribu-
tions are (1) a general method to extract high-
precision wordnet translations from a bilingual
dictionary, (2) a medium-scale lexical resource
for the Mongolian language.

The paper is organized as follows. Section 2
presents state-of-the-art methods. Section 3
provides the main methodology how the MOW
is built, and Section 5 describes the automatic

∗ This work has been done during internship at
National University of Mongolia

1https://milab.num.edu.mn/research/monwordnet/

algorithm to extract the wordnet translations
from a bilingual dictionary. We evaluated the
results of this method in section 6. Finally,
section 7 concludes the paper.

2 State of the Art

Princeton WordNet (PWN) has been a pri-
mary lexical resource for most researches in-
volved in lexical semantics, from Computa-
tional Linguistics to Semantic Web. Examples
of particular applications are word sense dis-
ambiguation (Navigli, 2009) and ontology re-
search (Oltramari et al., 2002). This success-
ful case for English inspired many researchers
to build wordnets for other languages. Given
the awareness of the structural and semantic
diversity across languages (Giunchiglia et al.,
2017), mono-lingual wordnets have been devel-
oped in two ways: the expansion method from
PWN and the merge method with PWN.

• The expansion method – researchers first
accept that the semantic structure of
PWN should be more or less similar to
their language’s semantic network, and
translate English synsets to that of a tar-
get language.

• The merge method – researchers first cre-
ate a semantic network for their language,
and develop its synsets by adding words
and definitions. In a final round, they
merge their semantic network with PWN
by linking2 synsets with PWN.

To our knowledge, a vast majority of the
wordnets have been developed by using the
expansion method (Bond and Paik, 2012),
while very few wordnets including Open Dutch

2Hereby, a linking is a manual finding of an equiv-
alent meaning between synsets of two resources.
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Figure 1: A screenshot of validator user interface

WordNet (Postma et al., 2016), Hindi Word-
Net(Bhattacharyya, 2017), Polish WordNet
have used the merge method. The obvious ob-
stacle is the cost of human labor and the deep
expertise of several different domains and cul-
tures, needed in the development of a semantic
network.

Researchers in comparative linguistics state
that the semantic space of languages are
vast and very differential from one an-
other (Von Fintel and Matthewson, 2008)
(Giunchiglia et al., 2018). This is because of
the differences between speakers of languages,
e.g., culture, geographic environment. This is
the primary condition underlying the actual
choice of the merge method because of the im-
portance of individual culture is a fundamen-
tal to their wordnet-like lexical resource.

Early linguists (Youn et al., 2016) revealed
that an universal structure of lexical seman-
tics exists across all languages at least between
basic concepts, and it is why the majority of
wordnet developers selected intuitively the ex-
pand method. Later on, the Global Word-
Net Association recommended that the mono-
lingual semantic network should be extended
by adding cultural synsets under the coordi-
nated usage of the global wordnet grid between
wordnets(Vossen et al., 2016).

3 Methodology
In terms of Wordnet development, we adopted
the expansion method. In the future, we are
planning to change and expand the core se-
mantic structure by adding more cultural con-
cepts under the coordination of the global
wordnet grid (Vossen et al., 2016). Our word-
net project has two main stages of develop-
ment: (1) expert translation and (2) auto-
matic translation.

In the expert translation, the project has
been running since 2016 by employing only ex-
pert linguists to translate PWN to Mongolian
(Section 4). In the automatic translation, we
have used a freely, available bilingual Mongo-
lian dictionary to translate PWN to Mongo-
lian (Section 5).

4 Expert Translation
The expert translation method generally fol-
lows ontology localization (Espinoza et al.,
2009) (Das and Giunchiglia, 2016) which
adapts an existing ontology in a language to
another by using translation of terms. In this
method (Ganbold et al., 2014) (Giunchiglia et
al., 2015) (Huertas-Migueláñez et al., 2018),
recruited linguistic experts and asked them to
provide synsets, in the target language that
properly represent a concept denoted by a
synset in the source language. The main idea
is to find out the most suitable words for
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Figure 2: The hypernym-based translation between Princeton WordNet and Bilingual dictionary
on a given word “chemist”

the concept in terms of linguistic context use
rather than word-for-word translation between
synsets.

This method consists of two main tasks: a)
translation and b) validation. In the trans-
lation task, a language translator provides
synset words, its gloss, and example sentences
in the target language after she fully under-
stands the meaning of a given synset to local-
ize. If the translator assumes the concept does
not exist in the target language, she should
mark it as a lexical gap, which means a free
combination of words represents the concepts.
In this way, we avoid literal translations which
may produce a wrong or unwanted result. In
the validation task, a language validator eval-
uates all the elements of the given synset, pro-
vided by the translator. The validator either
confirms each element or rejects elements one
by one with feedback. In the case of a lexical
gap, she can accept as it is or suggest word(s)
for the synset where she denies it as a gap.
When the translator receives feedback, he/she
accommodates comments if she agrees with
the validator. Alternatively, she can reject the
evaluation with comments. Upon reaching an
agreement between the translator and the val-
idator, we believe this process produce target
language synset with high-quality at the end.

Tasks for translators and validators are as-
signed by a language manager who manages
overall translation activity. Tasks are grouped
into a subset of wordnet hierarchy, called sub-
tree, which allows the linguistic experts to
understand what they translate/validate. It

helps to differentiate concepts by exploring
their hyponym/hypernym or sibling relations.
The walk-through of tasks is breadth-first.

The linguistic experts use an expert sourc-
ing tool whose screenshot of a validation pro-
cess is shown in Figure 1. Several volun-
teered (Ganbold and Chagnaa, 2015) (Gan-
bold et al., 2018) and paid experts with this
tool produced 12,141 synsets, 24,277 senses,
and 12,830 words so far.

5 Automatic Translation

Given the two resources PWN and bilingual
dictionary below, the main task is to find au-
tomatically a set of pairs of <c, s> where c is a
synset id from PWN and s is a sense instance
of the dictionary. Our method in Algorithm 1
is based on the multiple intuitive criteria:

• if a collocate noun of the sense s maps into
one of hypernyms of the synset c then s
can express the meaning of the synset c.
The example of hypernym-based transla-
tions is shown in Figure 2.

• if a given word w has one sense for both
dictionary and PWN, the dictionary sense
is equivalent to the PWN synset. For ex-
ample, for the noun word ‘mimic,’ both
PWN and dictionary has only one sense.
This intuition of monosemy translation
has been used to build a French Word-
Net (Sagot and Fišer, 2008) and Thai
WordNet (Sathapornrungkij and Pluem-
pitiwiriyawej, 2005).
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The algorithm is structured with three main
steps as follows.

Algorithm 1: WordNet Retrieval Algorithm
Input : w, an english word
Input : R, a lexical resource PWN
Input : D, a bilingual dictionary
Output : M , a set of pairs of <idR, wD>

1 C ← Synsets(R, w);
2 S ← Senses(D, w);
3 M ← ∅;
4 if |C| == 1 and |S| == 1 then
5 for one synset c ∈ C and one sense s ∈ S do
6 if pos(c) ̸= pos(s) then
7 continue;
8 M ←M ∪ <c, words(s)>;
9 else

10 for each synset c ∈ C do
11 for each sense s ∈ S do
12 if pos(c) ̸= pos(s) then
13 continue;
14 if µ(collocate(s), c) then
15 M ←M ∪ <c, words(s)>;
16 return M ;

Step 1: Initialization (Lines 1–3). C is
initialized with a list of synsets which are ex-
pressed by the input word w in the lexical re-
source R as PWN (line 1). S is initialized with
a list of the Mongolian senses which are con-
tained by the input word w in the bilingual
dictionary D (line 2).
Step 2: Monosemy translation (Lines 4–
8). In this step, it first checks if the lexical re-
source R and the bilingual dictionary D have
one-to-one mapping between them for the in-
put word w (line 4). if so, in the line 5, it
assigns the corresponding one synset from R
into c and the corresponding one sense from
D into a sense instance s (line 5). Then it
checks if the synset and the sense share same
part of speech (line 6). Then if it succeeds
it adds <c, words(s)> into the answer set M
where words(s) returns only words of the sense
s in the bilingual dictionary D.
Step 3: Hypernym-based translation
(lines 10–15). In this step, the algorithm
iterates each possible pair of a synset c from
C and a sense s from S. Then for each pair,
if the synset c and the sense s share same
part of speech (line 12). If so, the function
µ checks if the collocate noun of the dictio-
nary sense s is a hypernym of the synset c in
the lexical resource R. If it succeeds it adds
<c, words(s)> into the answer set M where
words(s) returns only words of the sense s in

the bilingual dictionary D.
Finally, in Line 16, the algorithm returns

the answer set M .

5.1 English-Mongolian Bilingual
Dictionary

This bilingual dictionary between English and
Mongolian contains over 43,442 English head-
words (including compound words) that are
translated into 79,299 Mongolian words (or
senses). For each english word, the dictio-
nary provides its related senses with their
mongolian words. For example, given a word
“chemist”, the dictionary stores an informa-
tion as follows:

chemist /’kemist/ n 1. (person) эмийн
санч; 2. (scientist) химич.
where the numbers represent each meaning
and it is followed by the collocates (e.g. person
or scientist) that are used to distinguish the
meanings. Let the 3-tuple a = <w, p, S> be
the headword instance where w represents a
head word, p represents a part of speech of the
word w, S is a set of senses expressed by the
word w. Let the sense instance, s, is the three
tuple of <id, col, wm> where id represents a
sense number of s, col is a collocate noun to
distinguish s from other meanings, and wm is
a mongolian translation word.

For the above example, the headword in-
stance h is <‘chemist’, ‘noun’, S> where
S = {<1, ‘person’, ‘эмийн санч’>;
<2, ‘scientist’, ‘химич’>}.

6 Results and Evaluation

PWN has 133974 English words and then
given in input to the algorithm 1, which, in
turn, generated two sets of 3652 synsets and
7872 synsets from the two automatic meth-
ods of hypernym translation and monosemy
translation respectively. For each of the three
translations, 200 cases were randomly selected,
which were equally selected across four parts of
speech. Three linguists were selected to evalu-
ate the samples. They were also provided with
the corresponding English glosses and words
for the synsets involved, and they were asked
the following question: “Do you think mean-
ings of the English synset se and the Mongo-
lian synset sm are equivalent?”, and they had
to provide a yes/no answer.
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Table 1: The results of the three translations: expert, monosemy, and hypernym-based transla-
tions.

# Method Synsets Senses Words Core Coverage Accuracy
1 Expert translation 12141 24277 12830 41.1 99.0
2 + monosemy translation 7872 11038 10235 8.1 98.2
3 + hypernym-based translation 3652 5629 3792 12.4 92.1
Total Mongolian Open WordNet 23665 40944 26857 61.6 Avg. 96.4

Table 2: The best twenty wordnets ranked by a number of synsets (Note: we only consider the
wordnets that are publicly available and linked to PWN)

# Language Synsets Senses Words Examples Glosses References
1 English 109942 191523 133974 48459 109942 (Miller, 1995)
2 Finnish 107989 172755 115259 0 0 (Lindén and Carlson, 2010)
3 Chinese 98324 123397 91898 17 541 (Wang and Bond, 2013)
4 Thailand 65664 83818 71760 0 0 (Thoongsup et al., 2009)
5 French 53588 90520 44485 0 0 (Sagot and Fišer, 2008)
6 Romanian 52716 80001 45656 0 0 (Tufiş et al., 2008)
7 Japanese 51366 151262 86574 28978 51363 (Bond et al., 2009)
8 Catalan 42256 66357 42444 2477 6576 (Gonzalez-Agirre et al., 2012)
9 Slovene 40233 67866 37522 0 0 (Fišer et al., 2012)
10 Portuguese 38609 60530 40619 0 0 (de Paiva et al., 2012)
11 Spanish 35232 53140 32129 651 17256 (Gonzalez-Agirre et al., 2012)
12 Polish 35083 87065 59882 0 0 (Piasecki et al., 2009)
13 Italian 33560 42381 29964 1934 2403 (Emanuele et al., 2002)
14 Indonesian 31541 92390 24081 0 3380 (Noor et al., 2011)
15 Malay 31093 93293 23645 0 0 (Noor et al., 2011)
16 Basque 28848 48264 25676 0 0 (Pociello et al., 2011)
17 Dutch 28253 57706 40726 0 0 (Postma et al., 2016)
18 Mongolian 23665 40944 26857 213 2976 our resource
18 Croatian 21302 45929 27161 0 0 (Oliver et al., 2016)
19 Persian 17705 30365 17544 0 0 (Montazery and Faili, 2010)
20 Greek 17302 23117 17278 0 0 (Stamou et al., 2004)

Table 1 provides accuracy values for the
three translations. The average accuracy for
all the translations is 96.4, and the inter-
annotator agreement between three annota-
tors was 98.1.

The Mongolian WordNet now contains
23665 synsets, 40944 senses, and 26857 words
as a result of the combination of all the above
methods. As can be seen from Table 1, the
resource is covering the 61.6 percents of 4960
“core” synsets derived from (Boyd-Graber et
al., 2006).

7 Conclusion

We described how Mongolian WordNet is cre-
ated by using three types of translation: ex-
pert, monosemy, and hypernym-based transla-
tions under the expansion method of PWN.
Our main goal was to create a high-quality
lexical resource, so that in automatic trans-
lations, we only selected the intuitive patterns
(monosemy and hypernym) which are ensuring
high quality in principles.

Mongolian WordNet contains 23665 synsets,

40944 senses, and 26857 words. There are
15976 nouns, 3791 verbs, 601 adverbs, and
3037 adjectives. In addition, it has 213 ex-
amples and 2976 glosses. The average poly-
semy is 1.52. The resource is delivered in the
tab-separated format (Bond and Foster, 2013)
under the CC BY-NC-SA 4.0 license3.
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