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#### Abstract

In this paper, we propose to extend First-Order Linear-time Temporal Logic with Past adding two operators "at next" and "at last", which take in input a term and a formula and return the value of the term at the next state in the future or last state in the past in which the formula holds. The new logic, named $L T L-E F$, can be interpreted with different models of time (including discrete, dense, and super-dense time) and with different first-order theories (à la Satisfiability Modulo Theories (SMT)). We show that the "at next" and "at last" can encode (first-order) $M T L_{0, \infty}$ with counting. We provide rewriting procedures to reduce the satisfiability problem to the discrete-time case (to leverage on the mature state-of-the-art corresponding verification techniques) and to remove the extra functional symbols. We implemented these techniques in the nuXmv model checker enabling the analysis of $L T L-E F$ and $M T L_{0, \infty}$ based on SMT-based model checking. We show the feasibility of the approach experimenting with several non-trivial valid and satisfiable formulas.
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## 1. Introduction

In formal verification, the quest for a suitable formal specification language that provides the right trade-off among expressiveness, usability, and automated reasoning, is always a difficult task. In the context of real-time embedded systems, the functional specification of input/output variables is often entangled with timing aspects. Moreover, when a system or component is seen as a black box, the properties must be specified in terms of the observable variables or messages exchanged with the system environment. This is, for example, the case of properties of monitors (which trigger alarms based on some condition on the observed variables/messages) or contract-based specifications (which formalize the assumptions/guarantees of components independently of the implementation). In these cases, the properties must be able to express the relationship between the observable variables at different points of time, without referring to internal system variables that store the corresponding values. It is therefore necessary to have suitable mechanisms to refer to the value of variables at different points of time.

[^0]One of the most popular logics used in computer science to specify properties for formal verification is Linear-time Temporal Logic (LTL) [2]. The temporal domain is typically discrete and models are discrete, linear sequences of states. In the case of real-time systems, $L T L$ is interpreted over a dense or super-dense models of time [3]. In particular, in super-dense time models, the temporal domain combines dense sets of real time points with (discrete) sequences of instantaneous time points, as needed for example for asynchronous real-time systems. When considering real models of time, it becomes natural to have constraints on the time elapsing between different events. Therefore, LTL has been extended either with clocks/freezing operators, as in TPTL [3], or with metric operators as in [4-7]. These extensions have been combined with first-order logic to represent message passing [8] or for monitoring specification [9].

In this paper, we consider First-Order LTL [10] with future as well as past operators [11]. The system state is described by individual variables, and first-order functions/predicates express their relationship. In the spirit of Satisfiability Modulo Theories (SMT) [12], the formulas are interpreted modulo a background first-order theory as in [13] (here, we restrict to a quantifier-free fragment where all the symbols in the signature are rigid).

We propose a new logic that extends the quantifier-free fragment of First-Order Linear-Time Temporal Logic with Past operators by adding the "at next" $u @ \tilde{F}(\phi)$ and the "at last" $u @ \tilde{P}(\phi)$ function symbols, which are used (resp.) to represent the value of a term $u$ at the next state in the future or at the last state in the past in which the formula $\phi$ holds. For example, the formula $G($ alarm $\leftrightarrow x @ \tilde{P}($ read $)=(x @ \tilde{P}($ read $)) @ \tilde{P}($ read $))$ says that alarm is true iff in the last two points in which read was true the variable $x$ had the same value. We refer to this extension of $L T L$ as $L T L$ with Event-freezing Functions (LTL-EF). As for $L T L$, it can be interpreted over different temporal domains (including discrete, dense, and super-dense time) and with different first-order theories (à la SMT). The "at next" and "at last" functions can be seen as a generalization of Event-Clock Temporal Logic (ECTL) operators [14,15,6] (which, in turn, are the logical counterpart of event clocks [16]) and can encode the fragment $M T L_{0, \infty}$ [16] of Metric Temporal Logic (MTL) [4], also with counting [17,18].

We provide rewriting procedures to reduce the satisfiability problem of $L T L-E F$ to the discrete-time case without the extra function symbols. This reduction enables for the use of all the mature and state-of-the-art satisfiability checking techniques developed for the discrete-time case (see e.g. [19,20]). We implemented these techniques in the nuXmv model checker, which provides efficient SMT-based model checking procedures to verify temporal properties on systems described with first-order formulas (as discussed for instance in $[19,20]$ ). This provides an effective tool support for the analysis of LTL-EF and $M T L_{0, \infty}$.

The main contributions of the paper are the following. First, we identify an extension of $L T L$ that can express interesting properties relating variables at different points of time. Second, we define the new operators in a very rich setting that includes first-order constraints, past operators, dense and super-dense semantics; this gives also a uniform treatment of LTL satisfiability modulo theories in the case of real-time models. Third, we show how $M T L_{0, \infty}$ formulas (extended with counting) can be expressed in LTL-EF. Fourth, we implemented the approach in a mature model checker, showing that it can effectively prove interesting properties, while many logics in the real-time setting lack tool support.

The rest of the paper is organized as follows: Section 2 provides an analysis of the related work. Section 3 introduces the considered temporal domains, the logics $L T L$ and $M T L_{0, \infty}$, and their satisfiability modulo theories; Section 4 defines the extension with the new event freezing functions; Section 5 details how to translate an $M T L_{0, \infty}$ formula into an equivalent LTL-EF formula; Section 6 shows how to translate an $L T L-E F$ formula over super-dense time into an equisatisfiable one over discrete time; Section 7 describes how to translate an $L T L-E F$ formula over discrete time into an equisatisfiable one in $L T L$; Section 8 presents the experimental results; finally, Section 9 concludes the paper and draws directions for future work.

## 2. Related work

The most natural alternative to the new operators proposed in this paper would be to use registers [21] or freezing quantifiers [3]. LTL-EF adopts a more declarative style with functions that directly return the value of variables at the next or last state in which a formula will be/was true, resulting in a more natural specification. Despite the fact that freezing quantifiers provide a higher expressiveness (also with respect to MTL [22]), they are not so common in industrial applications (at least compared to LTL and MTL), either because they are less intuitive to use, or because they lack tool support.

The "at next" and "at last" function symbols of $L T L-E F$ can be seen as a generalization of the Event-Clock Temporal Logic (ECTL) operators [14,15,6] and can be used to encode the fragment $M T L_{0, \infty}$ [16] of Metric Temporal Logic (MTL) [4] also with counting [17,18]. We remark that the ECTL operators are the logical counterpart of event clocks [16]. Our semantics for LTL-EF is close to the one defined in [15] for event clocks in Event-Clock Timed Automata and for the corresponding quantifiers in the equally-expressive monadic logic. However, differently from [15], we do not require the use of any nonstandard real number, which is instead used in [15] to handle operators with left-open intervals.

The rewriting we adopted to reduce the satisfiability problem for $L T L-E F$ to the discrete time case [2] is inspired by the one described in [23]: we also split the time evolution into a sequence of singular or open intervals in such a way that an execution trace is fine for the input formula on such intervals. However, the considered temporal logic is different and the discretization of formulas differs even for the common fragment: in fact, in this paper, we consider a standard semantics of LTL where time points are quantified over a dense or super-dense temporal domain, while in [23] the semantics of temporal operators quantifies over sequences of intervals.


Fig. 1. Illustration of a super-dense time model (from [29]).

Regarding tool support, we are not aware of any other tool that is able to prove the validity of $M T L_{0, \infty}$ with parametric bounds in the case of dense or super-dense time, while instead our implementation in nuXmv supports also first-order constraints. We are aware of only three related tools, namely MigthyL [24], Zot [25], and ATMOC [26,27]. However, MigthyL uses a (discrete) pointwise semantics for MTL, while Zot and ATMOC only support bounded satisfiability of MTL properties.

## 3. Background

In this section, we provide the background material on which the later technical sections are based. We begin with a formal description of the temporal domains we consider ( $\S 3.1$ ), and then proceed to introducing the syntax and semantics of first-order Linear Temporal Logic ( $\S 3.2$ and $\S 3.4$ ) and Metric Temporal Logic (§3.6), making explicit the assumptions on traces on which we rely for our results (§3.5).

### 3.1. Time models

$\mathbb{R}_{0}^{+}$is the set of non-negative real numbers. A time interval is a convex subset of $\mathbb{R}_{0}^{+}$. The left endpoint of an interval $I$ is denoted by $l(I)$, while the right endpoint by $r(I)$. Two intervals $I$ and $I^{\prime}$ are almost adjacent iff $r(I)=l\left(I^{\prime}\right)$ (so they may overlap in at most one point). A singular interval is an interval in the form [a,a] for some $a \in \mathbb{R}_{0}^{+}$. A time interval sequence is a sequence $I_{0}, I_{1}, I_{2}, \ldots$ of time intervals such that, for all $i \geq 0, I_{i}$ and $I_{i+1}$ are almost adjacent and $\bigcup_{i \geq 0} I_{i}=\mathbb{R}_{0}^{+}$.

We consider different models of time [28,3]. A time model is a structure $\tau=\langle T,<, \mathbf{0}, v\rangle$ with a temporal domain $T$, a total order $<$ over $T$, a minimum element $\mathbf{0} \in T$, and a function $v: T \rightarrow \mathbb{R}_{0}^{+}$that represents the real time of a time point in $T$. The $v$ function is used instead of a distance (e.g., as in [4]) to treat the weakly-monotonic case in a more uniform way. A time point is an element of $T$. In particular, we consider the following models:

- discrete time model, where $T=\mathbb{N}, \mathbf{0}$ and $<$ are the standard zero and order over natural numbers, $v(0)=0$ and $v(0), v(1), v(2), \ldots$ is a non-decreasing divergent sequence (this is also called the pointwise semantics; we use these models also for discrete-time LTL ignoring these real-time timestamps);
- dense (strictly-monotonic) time model, where $T=\mathbb{R}_{0}^{+}, \mathbf{0}$ and $<$ are the standard zero and order over the real numbers, and $v$ is the identity function;
- super-dense (weakly-monotonic) time model, where 1) $T \subset \mathbb{N} \times \mathbb{R}_{0}^{+}$such that the sequence of sets $I_{0}, I_{1}, I_{2}, \ldots$ where, for all $i \geq 0$, the set $I_{i}:=\{r \mid\langle i, r\rangle \in T\}$, is a time interval sequence (thus subsequent intervals can overlap in at most one point), 2) $\langle i, r\rangle<\left\langle i^{\prime}, r^{\prime}\right\rangle$ iff $i<i^{\prime}$ or $i=i^{\prime}$ and $\left.r<r^{\prime}, 3\right) \mathbf{0}=\langle 0,0\rangle \in \mathbb{N} \times \mathbb{R}_{0}^{+}$, and 4) $v(\langle i, r\rangle)=r$.

Intuitively, super-dense time models consist of alternating discrete sequences of points in the form $\{\langle i, r\rangle\},\{\langle i+1, r\rangle, \ldots$ (with the same timestamp $r$ ) and dense sets (containing an uncountable number of time points with different time stamps) of the form $\langle i, r\rangle,\left\langle i, r^{\prime}\right\rangle,\left\langle i, r^{\prime \prime}\right\rangle, \ldots$ (with the same counter $i$ ). This is illustrated in Fig. 1 (taken from [29]), where discrete points are represented by circles (and are labeled with their corresponding time points), and dense sets are represented by continuous lines.

Note that any super-dense time model where the intervals in the underlying time interval sequence are not overlapping is isomorphic to the dense time model.

### 3.2. First-order linear-time temporal logic

We consider First-Order Linear-time Temporal Logic with Past Operators, which we refer to for simplicity as $L T L$. We use a non-strict version of "until" and "since" operators and add a dense-time version of $X$ and $Y$, denoted $\tilde{X}$ and $\tilde{Y}$ respectively. This allows us to define a simpler discretization, since discrete-time LTL typically uses non-strict version of "until" and "since" (although the approach can be extended to handle also the strict version of "until" and "since" as shown in [1]). Intuitively, the semantics of the "discrete" $X$ operator and its dense-time counterpart $\tilde{X}$ in the super-dense setting is the following: $X \phi$ is true at a time point $t$ if and only if $t$ is immediately followed by another time point $t^{\prime}$ with the same timestamp in which $\phi$ holds (e.g. if $\phi$ holds at $\langle 4,6\rangle$ in Fig. 1, then $X \phi$ holds at $\langle 3,6\rangle$ ); instead, $\tilde{X} \phi$ holds at $t$ if and only if $t$ is immediately followed by a dense set of time points in which $\phi$ holds (e.g. in the example of Fig. 1, $\tilde{X} \phi$ holds at $\langle 2,1.5\rangle$ if $\phi$ holds in the interval between $\langle 2,1.5\rangle$ and $\langle 3,6\rangle$ ).

Given a first-order signature $\Sigma$ and a set $V$ of variables, we define the syntax of $\Sigma$-formulas as follows:

$$
\begin{aligned}
\phi & :=p(u, \ldots, u)|\phi \wedge \phi| \neg \phi|\phi U \phi| \phi S \phi|X \phi| \tilde{X} \phi|Y \phi| \tilde{Y} \phi \\
u & :=c|x| f(u, \ldots, u)
\end{aligned}
$$

where $p$ is a predicate symbol in $\Sigma, u$ is a term, $f$ is a function symbol in $\Sigma, c$ is a constant symbol in $\Sigma$, and $x$ is a variable in $V$.
$\Sigma$-formulas are viewed as a first-order structure interpreting the symbols in $\Sigma$ and assignments to variables that vary along time. More specifically, a state $s=\langle M, \mu\rangle$ is given by a first-order structure $M$ and an assignment $\mu$ of variables of $V$ into the domain of $M$. Given a state $s=\langle M, \mu\rangle$ and a symbol $c$ in $\Sigma$ or variable $x \in V$, we use $s(c)$ to denote the interpretation of $c$ in $M$ and $s(x)$ to denote the value $\mu(x)$ assigned by $\mu$ to $x$. Given $M$, let $V^{M}$ be the set of states with first-order structure $M$. A trace $\sigma=\langle M, \tau, \bar{\mu}\rangle$ is given by a first-order structure $M$, a time model $\tau$, and a mapping $\bar{\mu}$ from the domain of $\tau$ into $V^{M}$. Given a trace $\sigma=\langle M, \tau, \bar{\mu}\rangle$ and $t \in \tau$, we denote by $\sigma(t)$ the state $\langle M, \bar{\mu}(t)\rangle$.

In our definition of trace, the first-order structure $M$ is shared by all time points, meaning that the interpretation of the symbols in the signature $\Sigma$ is rigid, that is, it does not vary with time. However, note that the interpretation of symbols may not be "fixed" by the background theory. These "uninterpreted" symbols are also called parameters. For example, the signature $\Sigma$ can include the symbols of the theory of reals (including the constants 0 and 1 ) and an additional constant symbol $p$, whose value (i) is not determined by the theory but (ii) does not vary with time (thus, $p$ is a parameter).

We assume a $\Sigma$ first-order theory $\mathcal{T}$ to be given. Given a $\Sigma$ first-order structure $M$, an assignment $\mu$ to variables of $V$, and a $\Sigma$ first-order formula $\phi$ over $V$, we use the standard notion of $\langle M, \mu\rangle \models \mathcal{T} \phi$. In the rest of the paper, we omit the first-order signature $\Sigma$ and theory $\mathcal{T}$ for simplicity.

Given a trace $\sigma=\langle M, \tau, \bar{\mu}\rangle$, a time point $t$ of $\tau$, and a $\Sigma$ formula $\phi$, we define $\sigma, t \models \phi$ recursively on the structure of $\phi$ :

$$
\begin{aligned}
& \sigma, t \models p(u, \ldots, u) \text { iff } \sigma(t) \models p(u, \ldots, u) \\
& \sigma, t \models \phi_{1} \wedge \phi_{2} \text { iff } \sigma, t \models \phi_{1} \text { and } \sigma, t \models \phi_{2} \\
& \sigma, t \models \neg \phi \text { iff } \sigma, t \not \models \phi \\
& \sigma, t \models \phi_{1} U \phi_{2} \text { iff there exists } t^{\prime} \geq t, \sigma, t^{\prime} \models \phi_{2} \text { and for all } t^{\prime \prime}, t \leq t^{\prime \prime}<t^{\prime}, \sigma, t^{\prime \prime} \models \phi_{1} \\
& \sigma, t \models \phi_{1} S \phi_{2} \text { iff there exists } t^{\prime} \leq t, \sigma, t^{\prime} \models \phi_{2} \text { and for all } t^{\prime \prime}, t^{\prime}<t^{\prime \prime} \leq t, \sigma, t^{\prime \prime} \models \phi_{1} \\
& \sigma, t \models X \phi \text { iff there exists } t^{\prime}>t, \sigma, t^{\prime} \models \phi \text { and there exists no } t^{\prime \prime}, t<t^{\prime \prime}<t^{\prime} \\
& \sigma, t \models \tilde{X} \phi \text { iff for all } t^{\prime}>t, \text { there exists } t^{\prime \prime}, t<t^{\prime \prime}<t^{\prime}, \sigma, t^{\prime \prime} \models \phi \\
& \sigma, t \models Y \phi \text { iff } t>0 \text { and there exists } t^{\prime}<t, \sigma, t^{\prime} \models \phi \text { and there exists no } t^{\prime \prime}, t^{\prime}<t^{\prime \prime}<t \\
& \sigma, t \models \tilde{Y} \phi \text { iff } t>0 \text { and for all } t^{\prime}<t, \text { there exists } t^{\prime \prime}, t^{\prime}<t^{\prime \prime}<t^{\prime}, \sigma, t^{\prime \prime} \models \phi
\end{aligned}
$$

Finally, $\sigma \models \phi$ iff $\sigma, \mathbf{0} \models \phi$. We say that $\phi$ is satisfiable iff there exists $\sigma$ such that $\sigma \models \phi$. We say that $\phi$ is valid iff, for all $\sigma, \sigma \models \phi$.

We say that a formula $\phi_{1}$ globally entails another formula $\phi_{2}$, denoted by $\phi_{1} \models_{G} \phi_{2}$, iff for all $\sigma$, for all $t, \sigma, t \vDash \phi_{1}$ implies that $\sigma, t \models \phi_{2}$. We say that two formulas $\phi_{1}$ and $\phi_{2}$ are globally equivalent, denoted by $\phi_{1} \equiv_{G} \phi_{2}$ iff $\phi_{1} \models_{G} \phi_{2}$ and $\phi_{2} \models_{G} \phi_{1}$.

### 3.3. Next and yesterday

As discussed at the beginning of previous section, we define the semantics of $X$ ("next") and $Y$ ("yesterday") also in the case of dense or super-dense time. In the case of weakly-monotonic time, $X \phi$ can be true only on a discrete step (i.e., in $\langle n, t\rangle$ if $\langle n+1, t\rangle$ is also in $T$ ). In the case of strictly-monotonic time, $X \phi$ is always false.

As for the "dense" counterpart of $X$ and $Y$, in the super-dense time case, $\tilde{X} \phi$ is false in the discrete steps, while it is true on right accumulation points for points satisfying $\phi$. Thus, $\tilde{X} \phi$ is always false in the case of discrete time, while in the case of dense time it is true in the right accumulation points of points satisfying $\phi$.

In the discrete-time setting, we often use also the functional counterpart of $X$, here denoted by next, as in [10]. Given a term $u$, the interpretation of $\operatorname{next}(u)$ in a trace $\sigma$ at the time point $t$ is equal to the value of $u$ assigned by $\sigma$ at the time point $t+1$. "next" does not typically have a counterpart in the dense time case.

### 3.4. Abbreviations

We use the following standard abbreviations:

$$
\begin{array}{ll}
\phi_{1} \vee \phi_{2}:=\neg\left(\neg \phi_{1} \wedge \neg \phi_{2}\right) & \\
\top:=p \vee \neg p & \perp:=\neg \top \\
F \phi:=\top U \phi & G \phi:=\neg(F \neg \phi) \\
P \phi:=\top S \phi & H \phi:=\neg(P \neg \phi)
\end{array}
$$

$Z \phi$, which in the discrete-time setting is usually defined as $\neg Y \neg \phi$ (which is equivalent to $Y \top \rightarrow Y \phi$ ), is a weak version of $Y$ that is always true in the initial point. Here, it is extended to take into account the (super-)dense time models:

$$
Z \phi:=(Y \top \vee \tilde{Y} \top) \rightarrow Y \phi \quad \tilde{Z} \phi:=(Y \top \vee \tilde{Y} \top) \rightarrow \tilde{Y} \phi
$$

Finally, we define further abbreviations to represent the strict versions of $F$ and $P$ also with counting:

$$
\begin{array}{ll}
\tilde{F} \phi:=\tilde{X} F \phi \mid X F \phi & \tilde{P} \phi:=\tilde{Y} P \phi \mid Y P \phi \\
\tilde{F}^{1} \phi:=\tilde{F} \phi & \tilde{P}^{1} \phi:=\tilde{P} \phi \\
\tilde{F}^{k} \phi:=\tilde{F}\left(\phi \wedge \tilde{F}^{k-1} \phi\right) & \tilde{P}^{k} \phi:=\tilde{P}\left(\phi \wedge \tilde{P}^{k-1} \phi\right)
\end{array}
$$

$\tilde{G}$ and $\tilde{H}$ are defined as:

$$
\begin{array}{ll}
\tilde{G} \phi:=\neg(\tilde{F} \neg \phi) & \tilde{H} \phi:=\neg(\tilde{P} \neg \phi) \\
\tilde{G}^{k} \phi:=\neg\left(\tilde{F}^{k} \neg \phi\right) & \tilde{H}^{k} \phi:=\neg\left(\tilde{P}^{k} \neg \phi\right)
\end{array}
$$

### 3.5. Finite variability

As usual in many works on real-time temporal logics (e.g., [5,30]), we assume the "finite variability" of traces, i.e., that the evaluation of predicates by a trace changes from true to false or vice versa only finitely-often in any finite interval of time. This can be lifted to temporal formulas in the sense that temporal operators preserve the finite variability property (as proved, for example, in [5]). Formally, we say that a trace $\sigma$ is fine for $\phi$ in a time interval $I$ iff for all $t, t^{\prime} \in I, \sigma, t \vDash \phi$ iff $\sigma, t^{\prime} \models \phi$. A trace $\sigma$ has the finite variability property iff for every formula $\phi$ there exists a sequence of points $t_{0}, t_{1}, t_{2} \ldots$ of $\sigma$ such that $\sigma$ is fine for $\phi$ in every interval $\left(t_{i}, t_{i+1}\right)$, for $i \geq 0$.

Note that, in the case of finite variability, $\tilde{X} \phi$ means that $\phi$ is true in a right neighborhood (thus coinciding with the definition given in [1]) ${ }^{1}$ and that $\tilde{X} \phi \vee \tilde{X} \neg \phi$ is always true in any non-discrete point. Moreover, the following equivalences hold:

$$
\begin{aligned}
& \neg \tilde{X} \phi=X \top \vee \tilde{X} \neg \phi \\
& \neg X \phi=\tilde{X} \top \vee X \neg \phi .
\end{aligned}
$$

In the following, we assume that traces have the finite variability property.

### 3.6. Metric temporal logic with counting operators

In this section, we define an extension of Metric Temporal Logic (MTL) [4,16] extended with first-order predicates, parametric intervals (intervals whose bounds are defined by expressions over parameters), and counting operators.

Metric Temporal Logic with Counting (MTLC) formulas are built with the following grammar:

$$
\begin{aligned}
& \phi:=p(u, \ldots, u)|\phi \wedge \phi| \neg \phi\left|\phi U_{I} \phi\right| \phi S_{I} \phi\left|\vec{C}_{<c u}^{k} \phi\right| \overleftarrow{C}_{<c u}^{k} \phi \\
& I:=[c u, c u]|(c u, c u]|[c u, c u)|(c u, c u)|[c u, \infty) \mid(c u, \infty) \\
& c u:=c \mid f(c u, \ldots, c u)
\end{aligned}
$$

where the terms $u$ are defined as before and $c u$ are terms that do not contain variables. Thus, the bounds of intervals used in MTLC are rigid and may contain parameters. We assume here that the background first-order theory contains the theory of reals and that the terms cu have real type.

Intuitively, $\vec{C}_{<c u}^{k} \phi$ is true if and only if $\phi$ holds at least $k$ times in the interval [ $0, c u$ ) (and similarly for $\overleftarrow{C}_{<c u}^{k} \phi$ ). The abbreviations $F_{I}, G_{I}, P_{I}, H_{I}$ and their strict versions are defined in the usual way. Moreover, for all logics defined in this section, we abbreviate the intervals $[0, a],[0, a),[a, \infty),(a, \infty),[a, a]$, by respectively $\leq a,<a, \geq a,>a,=a$. Thus, for example, $F_{=p} b$ is an abbreviation of $F_{[p, p]} b$.

Let $\sigma=\langle M, \tau, \bar{\mu}\rangle$. We give the semantics just for the metric operators:

$$
\begin{gathered}
\sigma, t \models \phi_{1} U_{I} \phi_{2} \text { iff there exists } t^{\prime} \geq t, v\left(t^{\prime}\right)-v(t) \in M(I), \sigma, t^{\prime} \models \phi_{2} \\
\text { and for all } t^{\prime \prime}, t \leq t^{\prime \prime}<t^{\prime}, \sigma, t^{\prime \prime} \models \phi_{1}
\end{gathered}
$$

[^1]
$\frac{\sigma(t)(u @ F(\phi))=\sigma(\bar{t})(u)}{\neg \boldsymbol{\phi}} \overline{\bar{t}} \frac{\sigma(t)(u @ F(\phi))=\sigma(t)(u)}{\boldsymbol{\phi}}$
$$
\left.\frac{\sigma(t)(u @ F(\phi))=\sigma(\bar{t})(u)}{\neg \boldsymbol{\neg}}\right] \stackrel{\sigma(t)(u @ F(\phi))=\sigma(t)(u)}{\boldsymbol{t}}
$$

Fig. 2. Graphical view of different cases in which $\phi$ holds in the future. $\bar{t}$ represents "the next point in the future in which $\phi$ holds".

```
\(\sigma, t \models \phi_{1} S_{I} \phi_{2}\) iff there exists \(t^{\prime} \leq t, v(t)-v\left(t^{\prime}\right) \in M(I), \sigma, t^{\prime} \models \phi_{2}\)
    and for all \(t^{\prime \prime}, t^{\prime}<t^{\prime \prime} \leq t, \sigma, t^{\prime \prime} \models \phi_{1}\)
\(\sigma, t \models \vec{C}^{k}{ }_{<c u}(\phi)\) iff there exist \(t_{1}, \ldots, t_{k}\),
    \(t<t_{1}<t_{2}<\ldots<t_{k}, v\left(t_{k}\right)-v(t)<M(c u)\)
    such that for all \(i \in[1, k], \sigma, t_{i} \models \phi\)
\(\sigma, t \models \overleftarrow{C}_{<c u}^{k}(\phi)\) iff there exist \(t_{1}, \ldots, t_{k}\),
    \(t_{k}<t_{k-1}<\ldots<t_{1}<t v(t)-v\left(t_{k}\right)<M(c u)\)
    such that for all \(i \in[1, k], \sigma, t_{i} \models \phi\)
```

where $M(I)$ is the set obtained from $I$ by substituting the terms at the endpoints with their interpretation (thus it may be also the empty set).
$\operatorname{MTLC}_{0, \infty}$ is the subset of MTLC where the intervals in metric operators are in the form $[0, a],(0, a],[0, a),(0, a),[a, \infty)$, $(a, \infty)$.

We consider Event-Clock operators as abbreviations:

$$
\begin{aligned}
\triangleright_{I} \phi & =(\neg \phi) U_{I} \phi \\
\triangleleft_{I} \phi & =(\neg \phi) S_{I} \phi
\end{aligned}
$$

## 4. LTL with event freezing functions

### 4.1. Until next occurrence

Before introducing the new operators, we observe some subtleties of the dense-time semantics. In the discrete-time setting, $F \phi$ and $(\neg \phi) U \phi$ are equivalent. In other words, if $\phi$ is true in the future, there exists a first point in which it is true, while $\phi$ is false in all preceding points. This is not the case in the dense-time setting, since, for example, the third trace of Fig. 2 satisfies $F \phi$ but not $(\neg \phi) U \phi$ : for every time in which $\phi$ holds, there exists a left open interval in which $\phi$ holds as well.

We can instead use another variant of the until operator defined as:

$$
\phi_{1} U_{C} \phi_{2}:=\phi_{1} U\left(\phi_{2} \vee\left(\phi_{1} \wedge \tilde{X} \phi_{2}\right)\right)
$$

Thus, with $U_{C}$ we are requiring that $\phi_{2}$ holds in a point or in every point of a right interval. In this case, we are guaranteed that there exists a minimum point that satisfies such a condition. In fact, since we are assuming finite variability, $F \phi$ is equivalent to $(\neg \phi) U_{C} \phi=(\neg \phi) U(\phi \vee \tilde{X} \phi)$. In the next sections, we will use this condition to characterize the next point in the future that satisfies $\phi$. In particular, when we say "the next point in the future in which $\phi$ holds", we actually mean that $\phi$ holds in that point or in a right left-open interval (see also Fig. 2). Similarly, for the past case.

Note that this is related to the issue of $U$ in the dense time setting raised first by Bouajjani and Lakhnech in [31] and later by Raskin and Schobbens in [14], namely, that $\phi_{1} U \phi_{2}$ is satisfied only if the time interval in which $\phi_{2}$ holds is left-closed. In [31], this is solved by considering $\left(\phi_{1} \vee \phi_{2}\right) U \phi_{2}$. However, this does not solve our issue of characterizing the first point in which $\phi_{2}$ holds. In [14], the issue was solved at the semantic level, by defining the $U$ operator on timed state sequences that are fine for the subformulas, and quantifying over the time intervals of the sequence instead of over the points of the time domain. We instead choose a more classical approach to define the semantics, which seems to clarify better what we mean for "the next point in which $\phi$ holds". Our semantics is closer to the one defined in [15] for
event clocks in Event-Clock Timed Automata and for the corresponding quantifiers in the equally-expressive monadic logic. Differently from [15], however, our solution does not require the use of any nonstandard real number, which is instead used in [15] to handle the case in which $\phi$ holds in a left-open interval.

### 4.2. Event freezing functions

We extend the logic with two binary operators, "at next" $u @ \tilde{F}(\phi)$ and "at last" $u @ \tilde{P}(\phi)$, which take in input a term $u$ and a formula $\phi$ and represent the value of $u$ at the next point in the future, respectively at the last point in the past, in which $\phi$ holds. If such point does not exist, we consider a default value represented by a variable $\operatorname{def} f_{\lfloor @ \tilde{F}(\phi)}$ or $d e f_{u @ \tilde{P}(\phi)}$. We also use an if-then-else operator ite $(\phi, u, v)$, extended to the temporal case, which evaluates to $u$ or $v$ depending on whether $\phi$ holds or not.

The set of LTL with Event Freezing Functions (LTL-EF) formulas is therefore defined as follows:

$$
\begin{aligned}
\phi & :=p(u, \ldots, u)|\phi \wedge \phi| \neg \phi|\phi U \phi| \phi S \phi|X \phi| \tilde{X} \phi|Y \phi| \tilde{Y} \phi \\
u & :=c|x| f(u, \ldots, u)|u @ \tilde{F}(\phi)| u @ \tilde{P}(\phi) \mid \text { ite }(\phi, u, u)
\end{aligned}
$$

The semantics of $L T L$ is extended as follows:

- $\sigma(t)(u @ \tilde{F}(\phi))=\sigma\left(t^{\prime}\right)(u)$ if there exists $t^{\prime}>t$ such that, for all $t^{\prime \prime}, t<t^{\prime \prime}<t^{\prime}, \sigma, t^{\prime \prime} \neq \phi$ and $\sigma, t^{\prime} \models \phi$; $\sigma(t)(u @ \tilde{F}(\phi))=\sigma\left(t^{\prime}\right)(u)$ if there exists $t^{\prime} \geq t$ such that, for all $t^{\prime \prime}, t<t^{\prime \prime} \leq t^{\prime}, \sigma, t^{\prime \prime} \nLeftarrow \phi$ and $\sigma, t^{\prime} \models \tilde{X} \phi$; otherwise, $\sigma(t)(u @ \tilde{F}(\phi))=\sigma(t)\left(\operatorname{def}_{u @ \tilde{F}(\phi)}\right)$
- $\sigma(t)(u @ \underset{\sim}{\tilde{P}}(\phi))=\sigma\left(t^{\prime}\right)(u)$ if there exists $t^{\prime}<t$ such that, for all $t^{\prime \prime}, t^{\prime}<t^{\prime \prime}<t, \sigma, t^{\prime \prime} \neq \phi$ and $\sigma, t^{\prime} \models \phi$; $\sigma(t)(u @ \tilde{P}(\phi))=\sigma\left(t^{\prime}\right)(u)$ if there exists $t^{\prime} \leq t$ such that, for all $t^{\prime \prime}, t^{\prime}<t^{\prime \prime} \leq t, \sigma, t^{\prime \prime} \notin \phi$ and $\sigma, t^{\prime} \models \tilde{Y} \phi$; otherwise, $\sigma(t)(u @ \tilde{P}(\phi))=\sigma(t)\left(d e f_{u @ \tilde{P}(\phi)}\right)$
- $\sigma(t)\left(\right.$ ite $\left.\left(\phi, u_{1}, u_{2}\right)\right)=\sigma(t)\left(u_{1}\right)$ if $\sigma, t \models \phi$, else $\sigma(t)\left(\right.$ ite $\left.\left(\phi, u_{1}, u_{2}\right)\right)=\sigma(t)\left(u_{2}\right)$
where $\operatorname{def} f_{u @ \tilde{F}(\phi)}$ and $d e f_{u @ \tilde{P}(\phi)}$ are extra variables added for the event-freezing functions that are used to represent a default value when there is no future/past occurrence of $\phi$.

The "if-then-else" operator ite can be used to define the non-strict version:

$$
\begin{aligned}
& u @ F(\phi):=\operatorname{ite}(\phi, u, u @ \tilde{F}(\phi)) \\
& u @ P(\phi):=i t e(\phi, u, u @ \tilde{P}(\phi)) .
\end{aligned}
$$

We define the following abbreviations:

$$
\begin{array}{ll}
u @ \tilde{F}^{1}(\phi):=u @ \tilde{F}(\phi) & u @ \tilde{F}^{i+1}(\phi):=(u @ \tilde{F}(\phi)) @ \tilde{F}^{i}(\phi) \text { for } i \geq 1 \\
u @ \tilde{P}^{1}(\phi):=u @ \tilde{P}(\phi) & u @ \tilde{P}^{i+1}(\phi):=(u @ \tilde{P}(\phi)) @ \tilde{P}^{i}(\phi) \text { for } i \geq 1
\end{array}
$$

In principle, we can also define the function next as an abbreviation: next $(u)=u @ \tilde{F}(T)$. This would have the standard meaning on discrete steps, and a default value on other points.

### 4.3. Extension with explicit time (XLTL-EF)

In this section, we extend the language with an explicit notion of time that can be constrained using the event freezing functions defined above. In particular, we introduce an explicit symbol time, which represents the time elapsed from the initial state. We allow time to be compared with constant terms.

The new set of $L T L-E F$ formulas with explicit time (XLTL-EF) is defined as follows:

The semantics of $L T L-E F$ is extended by simply setting $\sigma(t)($ time $):=v(t)$. Moreover, we define two additional abbreviations: time_until $(\phi):=$ time@ $\tilde{F}(\phi)-$ time and time_since $(\phi):=$ time - time $@ \tilde{P}(\phi)$.

Note that we assume that the signature $\Sigma$ contains the real arithmetic operators and that the underlying theory contains the theory of reals.

### 4.4. Sensor example

Consider a sensor with input $y$ and output $x$ and a Boolean flag correct that represents whether or not the value reported by the sensor is correct. Let us specify that the output $x$ is always equal to the last correct input value with $G(x=y @ P($ correct $)$ ). We assume that a failure is permanent: $G(\neg$ correct $\rightarrow G \neg$ correct $)$. Consider also a Boolean variable read that represents the event of reading the variable $x$. Let us say that the reading happens periodically with period $p$ : $p>0 \wedge$ read $\wedge G\left(\right.$ read $\rightarrow \triangleright_{=}$read $)$. Finally, let us say that an alarm $a$ is true if and only if the last two read values are the same: $G\left(a \leftrightarrow x @ \tilde{P}(\right.$ read $)=\chi @ \tilde{P}^{2}($ read $\left.)\right)$.

We would like to prove that, given the above scenario, every point in which the sensor is not correct is followed within $2 * p$ by an alarm:

$$
\begin{aligned}
& (G(x=y @ P(\text { correct })) \wedge G(\neg \text { correct } \rightarrow G \neg \text { correct }) \wedge \\
& \left.p>0 \wedge \text { read } \wedge G\left(\text { read } \rightarrow \triangleright_{=p} \text { read }\right) \wedge G\left(a \leftrightarrow x @ \tilde{P}(\text { read })=x @ \tilde{P}^{2}(\text { read })\right)\right) \\
& \rightarrow G\left(\neg \text { correct } \rightarrow F_{\leq 2 * p} a\right)
\end{aligned}
$$

In the following, we show that problems of this kind can be indeed solved automatically with SMT-based techniques.

## 5. From MTLC $_{0, \infty}$ to LTL-EF

In this section, we show how $M_{T L C} C_{0, \infty}$ formulas can be expressed in XLTL-EF.
The following equivalences show the coverage of the cases with bounded intervals (note that we are using global equivalences $\equiv_{G}$ so that $M T L C_{0, \infty}$ formulas can be rewritten recursively into XLTL-EF formulas):

$$
\begin{align*}
& \phi_{1} U{ }_{<p} \phi_{2} \equiv{ }_{G} \phi_{1} U \phi_{2} \wedge \text { time@ }\left(\phi_{2}\right)-\text { time }<p  \tag{1}\\
& \phi_{1} S<p \phi_{2} \equiv{ }_{G} \phi_{1} S \phi_{2} \wedge \text { time - time@ } P\left(\phi_{2}\right)<p  \tag{2}\\
& \phi_{1} U_{\leq p} \phi_{2} \equiv{ }_{G} \phi_{1} U \phi_{2} \wedge  \tag{3}\\
& \left(\neg \phi_{2} U \phi_{2} \wedge \text { time@F }\left(\phi_{2}\right)-\text { time } \leq p \vee\right. \\
& \left.\neg \phi_{2} U \tilde{X} \phi_{2} \wedge \text { time@F }\left(\phi_{2}\right)-\text { time }<p\right) \\
& \phi_{1} S \leq p \phi_{2} \equiv{ }_{G} \phi_{1} S \phi_{2} \wedge  \tag{4}\\
& \left(\neg \phi_{2} S \phi_{2} \wedge \text { time }- \text { time@ } P\left(\phi_{2}\right) \leq p \vee\right. \\
& \left.\neg \phi_{2} S \tilde{Y} \phi_{2} \wedge \text { time -time@P }\left(\phi_{2}\right)<p\right) \\
& \phi_{1} U_{(0, p)} \phi_{2} \equiv{ }_{G} \phi_{1} U\left(\tilde{X} \phi_{1} U \phi_{2} \wedge \text { time@ } \tilde{F}\left(\phi_{2}\right)-\text { time }<p\right)  \tag{5}\\
& \phi_{1} S_{(0, p)} \phi_{2} \equiv{ }_{G} \phi_{1} S\left(\tilde{Y} \phi_{1} S \phi_{2} \wedge \text { time }-\operatorname{time@\tilde {P}(\phi _{2})<p)}\right.  \tag{6}\\
& \phi_{1} U_{(0, p]} \phi_{2} \equiv{ }_{G} \phi_{1} U\left(\left(\tilde{X} \phi_{1} U \phi_{2}\right) \wedge\right.  \tag{7}\\
& \left(\left(\left(\tilde{X} \neg \phi_{2} U \phi_{2}\right) \wedge\left(\text { time @ } \tilde{F}\left(\phi_{2}\right)-\text { time } \leq p\right)\right) \vee\right. \\
& \left.\left.\left(\left(\tilde{X} \neg \phi_{2} U \tilde{X} \phi_{2}\right) \wedge\left(\text { time@ } \tilde{F}\left(\phi_{2}\right)-\text { time }<p\right)\right)\right)\right) \\
& \phi_{1} S_{(0, p]} \phi_{2} \equiv{ }_{G} \phi_{1} S\left(\left(\tilde{Y} \phi_{1} S \phi_{2}\right) \wedge\right.  \tag{8}\\
& \left(\left(\left(\tilde{Y} \neg \phi_{2} S \phi_{2}\right) \wedge\left(\text { time }- \text { time@ } \tilde{P}\left(\phi_{2}\right) \leq p\right)\right) \vee\right. \\
& \left.\left.\left(\left(\tilde{Y} \neg \phi_{2} S \tilde{Y} \phi_{2}\right) \wedge\left(\text { time }- \text { time@ } \tilde{P}\left(\phi_{2}\right)<p\right)\right)\right)\right) \\
& \vec{C}^{k}{ }_{<p}(\phi) \equiv{ }_{G} \text { time@ } \tilde{F}^{k}(\phi)-\text { time }<p \wedge \tilde{F}^{k}(\phi)  \tag{9}\\
& \overleftarrow{C}^{k}{ }_{<p}(\phi) \equiv{ }_{G} \text { time }- \text { time@ } \tilde{P}^{k}(\phi)<p \wedge \tilde{P}^{k}(\phi) \tag{10}
\end{align*}
$$

We can reduce the remaining metric operators to the above ones with the following reduction:

$$
\begin{align*}
& \phi_{1} U_{>p} \phi_{2} \equiv{ }_{G}(p\left.=0 \wedge \phi_{1} U_{\neq 0} \phi_{2}\right) \vee \\
& \quad\left(p>0 \wedge G_{\leq p}\left(\phi_{1} \wedge \phi_{1} U_{\neq 0} \phi_{2}\right)\right)  \tag{11}\\
& \phi_{1} S_{>p} \phi_{2} \equiv{ }_{G}(p\left.=0 \wedge \phi_{1} S_{\neq 0} \phi_{2}\right) \vee \\
&\left(p>0 \wedge \text { time }>p \wedge H_{\leq p}\left(\phi_{1} \wedge \phi_{1} S_{\neq 0} \phi_{2}\right)\right) \tag{12}
\end{align*}
$$

$$
\begin{align*}
\phi_{1} U_{\geq p} \phi_{2} \equiv{ }_{G}(p & \left.=0 \wedge \phi_{1} U \phi_{2}\right) \vee \\
\quad(p>0 & \left.\wedge G_{<p} \phi_{1} \wedge G_{\leq p} P_{\leq 0}\left(\tilde{H}_{\leq 0} \phi_{1} \wedge \phi_{1} U \phi_{2}\right)\right)  \tag{13}\\
\phi_{1} S_{\geq p} \phi_{2} \equiv{ }_{G}(p & \left.=0 \wedge \phi_{1} S \phi_{2}\right) \vee \\
(p & \left.>0 \wedge t i m e \geq p \wedge H_{<p} \phi_{1} \wedge H_{\leq p} F_{\leq 0}\left(\tilde{G}_{\leq 0} \phi_{1} \wedge \phi_{1} S \phi_{2}\right)\right) \tag{14}
\end{align*}
$$

where $\phi_{1} U_{\neq 0} \phi_{2}$ and $\phi_{1} S_{\neq 0} \phi_{2}$ are used here as abbreviations for $\phi_{1} U \tilde{X}\left(\phi_{1} U \phi_{2}\right)$ and $\phi_{1} S \tilde{Y}\left(\phi_{1} U \phi_{2}\right)$, respectively.
Note, in particular, the need of adding $P_{=0} \phi$ in the case the time distance is $p$ due to the super-dense semantics. In case of dense time, the last two equivalences can be simplified to $\phi_{1} U_{\geq p} \phi_{2} \equiv_{G} G_{<p} \phi_{1} \wedge G_{\leq p} \phi_{1} U \phi_{2}$ and $\phi_{1} S_{\geq p} \phi_{2} \equiv{ }_{G}$ $H_{<p} \phi_{1} \wedge H_{\leq p} \phi_{1} S \phi_{2}$.

Theorem 1. Every MTLC $C_{0, \infty}$ formula can be rewritten into an equivalent XLTL-EF formula.

Proof. It is sufficient to prove that all above equivalences are correct. We first prove the future cases. In the following, $M$ is the first-order structure of the trace $\sigma$ and thus $M(p)$ is the evaluation of $p$ in $\sigma$.
Equivalence (1)

- Case $\phi_{\mathbf{1}} \mathbf{U}_{<\mathbf{p}} \phi_{\mathbf{2}} \models_{\mathbf{G}} \phi_{\mathbf{1}} \mathbf{U} \phi_{\mathbf{2}} \wedge$ time $@ \mathbf{F}\left(\phi_{\mathbf{2}}\right)-$ time $<\mathbf{p}$.

If $\sigma, t \models \phi_{1} U_{<p} \phi_{2}$ then there exists $t^{\prime} \geq t$ such that $v\left(t^{\prime}\right)-v(t)<M(p), \sigma, t^{\prime} \models \phi_{2}$, and for all $t^{\prime \prime}, t \leq t^{\prime \prime}<t^{\prime}, \sigma, t^{\prime \prime} \models \phi_{1}$. Thus, $\sigma, t \models \phi_{1} U \phi_{2}$. Moreover, there exists $\bar{t}^{\prime}, t \leq \bar{t}^{\prime} \leq t^{\prime}, \sigma, \bar{t}^{\prime} \models \phi_{2} \vee \tilde{X} \phi_{2}, v\left(\bar{t}^{\prime}\right)-v(t)<M(p)$, and for all $t^{\prime \prime}, t \leq t^{\prime \prime}<\bar{t}^{\prime}$, $\sigma, t^{\prime \prime} \models \neg \phi_{2}$. Thus, $\sigma, t \models$ time@F $\left(\phi_{2}\right)-$ time $<p$.

- Case $\phi_{\mathbf{1}} \mathbf{U} \phi_{\mathbf{2}} \wedge$ time@F $\left(\phi_{2}\right)$ - time $<\mathbf{p} \models_{\mathbf{G}} \phi_{\mathbf{1}} \mathbf{U}_{<\mathbf{p}} \phi_{\mathbf{2}}$.

If $\sigma, t \models \phi_{1} U \phi_{2}$, then there exists $t^{\prime}, t \leq t^{\prime}, \sigma, t^{\prime} \models \phi_{2} \vee \tilde{X} \phi_{2}$, and for all $t^{\prime \prime}, t \leq t^{\prime \prime}<t^{\prime}, \sigma, t^{\prime \prime} \models \neg \phi_{2}$. If $\sigma, t \models$ time@F $\left(\phi_{2}\right)-$ time $<p$, then $v\left(t^{\prime}\right)-v(t)<M(p)$. Thus, $\sigma, t \models \phi_{1} U_{<p} \phi_{2}$.

## Equivalence (3)

- Case $\phi_{1} \mathbf{U}_{\leq \mathbf{p}} \phi_{\mathbf{2}} \models_{\mathbf{G}} \phi_{\mathbf{2}} \equiv \mathbf{G} \phi_{\mathbf{1}} \mathbf{U} \phi_{\mathbf{2}} \wedge\left(\neg \phi_{\mathbf{2}} \mathbf{U} \phi_{\mathbf{2}} \wedge\right.$ time@F$\left(\phi_{\mathbf{2}}\right)-\mathbf{t i m e} \leq \mathbf{p} \vee \neg \phi_{\mathbf{2}} \mathbf{U} \tilde{\mathbf{X}} \phi_{\mathbf{2}} \wedge$ time $\left.@ \mathbf{F}\left(\phi_{\mathbf{2}}\right)-\mathbf{t i m e}<\mathbf{p}\right)$.

If $\sigma, t \models \phi_{1} U_{\leq p} \phi_{2}$ then there exists $t^{\prime} \geq t$ such that $v\left(t^{\prime}\right)-v(t) \leq M(p), \sigma, t^{\prime} \models \phi_{2}$, and for all $t^{\prime \prime}, t \leq t^{\prime \prime}<t^{\prime}, \sigma, t^{\prime \prime} \models \phi_{1}$. Thus, $\sigma, t \models \phi_{1} U \phi_{2}$. Moreover, there exists $\bar{t}^{\prime}, t \leq \bar{t}^{\prime} \leq t^{\prime}, \sigma, \bar{t}^{\prime} \models \phi_{2} \vee \tilde{X} \phi_{2}$, and for all $t^{\prime \prime}, t \leq t^{\prime \prime}<\bar{t}^{\prime}, \sigma, t^{\prime \prime} \models \neg \phi_{2}$. Also, either $\sigma, \bar{t}^{\prime} \models \phi_{2}$ and $v\left(\bar{t}^{\prime}\right)-v(t) \leq M(p)$, or $\sigma, \bar{t}^{\prime} \models \tilde{X} \phi_{2}$ and $v\left(\bar{t}^{\prime}\right)-v(t)<M(p)$. Thus, $\sigma, t \models\left(\phi_{1} \wedge \neg \phi_{2}\right) U \phi_{2} \wedge$ time@F( $\phi_{2}$ ) - time $\leq p \vee\left(\phi_{1} \wedge \neg \phi_{2}\right) U\left(\phi_{1} \wedge \tilde{X} \phi_{2}\right) \wedge$ time@F $\left(\phi_{2}\right)$ - time $<p$.

- Case $\phi_{1} \mathbf{U} \phi_{2} \wedge\left(\neg \phi_{2} \mathbf{U} \phi_{2} \wedge \operatorname{time} @ \mathbf{F}\left(\phi_{\mathbf{2}}\right)-\operatorname{time} \leq \mathbf{p} \vee \neg \phi_{\mathbf{2}} \mathbf{U} \tilde{\mathbf{X}} \phi_{\mathbf{2}} \wedge \operatorname{time} @ \mathbf{F}\left(\phi_{2}\right)-\right.$ time $\left.<\mathbf{p}\right) \models_{\mathbf{G}} \phi_{1} \mathbf{U}_{\leq \mathbf{p}} \phi_{2}$. If $\sigma, t \vDash \phi_{1} U \phi_{2}$, then there exists $t^{\prime}, t \leq t^{\prime}, \sigma, t^{\prime} \models \phi_{2}$, and for all $t^{\prime \prime}, t \leq t^{\prime \prime}<t^{\prime}, \sigma, t^{\prime \prime} \models \phi_{1}$. If $\sigma, t \models \neg \phi_{2} U \phi_{2} \wedge$ time@F $\left(\phi_{2}\right)$ - time $\leq p$, then there exists $\bar{t}^{\prime}, t \leq \bar{t}^{\prime} \leq t^{\prime}$, such that $\sigma, \bar{t}^{\prime} \models \phi_{2}$, and for all $t^{\prime \prime}, t \leq t^{\prime \prime}<\bar{t}^{\prime}, \sigma, t^{\prime \prime} \models \neg \phi_{2}$ and $v\left(\bar{t}^{\prime}\right)-v(t) \leq M(p)$. Since $\bar{t}^{\prime} \leq t^{\prime}, \sigma, t \models \phi_{1} U_{\leq p} \phi_{2}$. Similarly, if $\sigma, t \models \neg \phi_{2} U \tilde{X} \phi_{2} \wedge$ time@F $\left(\phi_{2}\right)-$ time $<p$, then there exists $\bar{t}^{\prime}, t \leq \bar{t}^{\prime} \leq t^{\prime}, \sigma, \bar{t}^{\prime} \models \tilde{X} \phi_{2}$, and for all $t^{\prime \prime}, t \leq t^{\prime \prime}<\bar{t}^{\prime}, \sigma, t^{\prime \prime} \models \neg \phi_{2}$ and $v\left(\bar{t}^{\prime}\right)-v(t) \leq M(p)$. Thus, $\sigma, t \models \phi_{1} U_{\leq p} \phi_{2}$.


## Equivalence (5)

- Case $\phi_{1} \mathbf{U}_{(\mathbf{0}, \mathbf{p})} \phi_{\mathbf{2}} \models_{\mathbf{G}} \phi_{\mathbf{1}} \mathbf{U}\left(\tilde{\mathbf{X}} \phi_{\mathbf{1}} \mathbf{U} \phi_{\mathbf{2}} \wedge\right.$ time $@ \tilde{\mathbf{F}}\left(\phi_{\mathbf{2}}\right)-$ time $\left.<\mathbf{p}\right)$.

If $\sigma, t \vDash \phi_{1} U_{<p} \phi_{2}$ then there exists $t^{\prime}<t$ such that $0<v\left(t^{\prime}\right)-v(t)<M(p), \sigma, t^{\prime} \models \phi_{2}$, and for all $t^{\prime \prime}, t \leq t^{\prime \prime}<t^{\prime}$, $\sigma, t^{\prime \prime} \models \phi_{1}$. Let $t_{0}$ the greatest point such that $t \leq t_{0}$ and $v(t)=v\left(t_{0}\right)$. Thus, for all $t^{\prime \prime}, t \leq t^{\prime \prime} \leq t_{0}, \sigma, t \vDash \phi_{1}$. Moreover, there exists $\bar{t}^{\prime}, t_{0}<\bar{t}^{\prime} \leq t^{\prime}, \sigma, \bar{t}^{\prime} \models \phi_{2}, v\left(\bar{t}^{\prime}\right)-v\left(t_{0}\right)<M(p)$, and for all $t^{\prime \prime}, t_{0} \leq t^{\prime \prime}<\bar{t}^{\prime}, \sigma, t^{\prime \prime} \models \neg \phi_{2}$. Thus, $\sigma, t_{0} \models$ $\tilde{X} \phi_{1} U \phi_{2} \wedge$ time@ $\tilde{F}\left(\phi_{2}\right)-$ time $<p$. Thus, $\sigma, t \models \phi_{1} U\left(\tilde{X} \phi_{1} U \phi_{2} \wedge\right.$ time@ $\tilde{F}\left(\phi_{2}\right)$ - time $\left.<p\right)$.

- Case $\phi_{\mathbf{1}} \mathbf{U}\left(\tilde{\mathbf{X}} \phi_{\mathbf{1}} \mathbf{U} \phi_{\mathbf{2}} \wedge\right.$ time $@ \tilde{\mathbf{F}}\left(\phi_{\mathbf{2}}\right)$ - time $\left.<\mathbf{p}\right) \models_{\mathbf{G}} \phi_{\mathbf{1}} \mathbf{U}_{(\mathbf{0}, \mathbf{p})} \phi_{\mathbf{2}}$.

If $\sigma, t \models \phi_{1} U\left(\tilde{X} \phi_{1} U \phi_{2} \wedge\right.$ time@ $\tilde{F}\left(\phi_{2}\right)-$ time $\left.<p\right)$, then there exists $\left.t^{\prime}, t \leq t^{\prime}, \sigma, t^{\prime} \models \tilde{X} \phi_{1} U \phi_{2} \wedge \operatorname{time@\tilde {F}}\left(\phi_{2}\right)-\operatorname{time}<p\right)$ and for all $t^{\prime \prime}, t \leq t^{\prime \prime}<t^{\prime}, \sigma, t^{\prime \prime} \models \phi_{1}$. Thus, there exists $\bar{t}^{\prime}>t^{\prime}$, such that $\sigma, \bar{t}^{\prime} \models \phi_{2}, 0<v\left(\bar{t}^{\prime}\right)-v\left(t^{\prime}\right)<M(p)$, and for all $t^{\prime \prime}, t^{\prime}<t^{\prime \prime}<\bar{t}^{\prime}, \sigma, t^{\prime \prime} \models \phi_{1}$. Thus $\sigma, t \models \phi_{1} U_{(0, p)} \phi_{2}$.

## Equivalence (7)

- Case $\quad \phi_{1} \mathbf{U}_{(\mathbf{0}, \mathbf{p}]} \phi_{\mathbf{2}} \models_{\mathbf{G}} \phi_{\mathbf{1}} \mathbf{U}\left(\left(\tilde{\mathbf{X}} \phi_{\mathbf{1}} \mathbf{U} \phi_{\mathbf{2}}\right) \wedge\left(\left(\left(\tilde{\mathbf{X}} \neg \phi_{\mathbf{2}} \mathbf{U} \phi_{\mathbf{2}}\right) \wedge\left(\right.\right.\right.\right.$ time $\left.\left.@ \tilde{\mathbf{F}}\left(\phi_{\mathbf{2}}\right)-\boldsymbol{t i m e} \leq \mathbf{p}\right)\right) \vee\left(\left(\tilde{\mathbf{X}} \neg \phi_{\mathbf{2}} \mathbf{U} \tilde{\mathbf{X}} \phi_{\mathbf{2}}\right) \wedge\left(\right.\right.$ time $@ \tilde{\mathbf{F}}\left(\phi_{\mathbf{2}}\right)-\mathbf{t i m e}$ $<\mathbf{p})$ )) ).
If $\sigma, t \vDash \phi_{1} U_{(0, p]} \phi_{2}$ then there exists $t^{\prime}>t$ such that $0<v\left(t^{\prime}\right)-v(t) \leq M(p), \sigma, t^{\prime} \models \phi_{2}$, and for all $t^{\prime \prime}, t \leq t^{\prime \prime}<t^{\prime}$, $\sigma, t^{\prime \prime} \models \phi_{\tilde{X}}$. Let $t_{0}$ be the greatest point such that $t \leq t_{0}$ and $v(t)=v\left(t_{0}\right)$. Thus, for all $t^{\prime \prime}, t \leq t^{\prime \prime} \leq t_{0}, \sigma, t \vDash \phi_{1}$. Moreover, $\sigma, t_{0} \models \tilde{X} \phi_{1} U \phi_{2}$. Thus, either $\sigma, t_{0} \models \tilde{X} \neg \phi_{2} U \phi_{2}$ or $\sigma, t_{0} \models \tilde{X} \neg \phi_{2} U \tilde{X} \phi_{2}$. In the first case, there exists $\bar{t}^{\prime}, t_{0}<\bar{t}^{\prime} \leq t^{\prime}$, $\sigma, \bar{t}^{\prime} \models \phi_{2}$, and for all $t^{\prime \prime}, t_{0} \leq t^{\prime \prime}<\bar{t}^{\prime}, \sigma, t^{\prime \prime} \models \neg \phi_{2}$. Since $\bar{t}^{\prime} \leq t^{\prime}, \sigma, t_{0} \models$ time@ $\tilde{F}\left(\phi_{2}\right)-$ time $\leq p$. Similarly, in the second case, there exists $\bar{t}^{\prime}, t_{0}<\bar{t}^{\prime} \leq t^{\prime}, \sigma, \bar{t}^{\prime} \models \tilde{X} \phi_{2}$, and for all $t^{\prime \prime}, t_{0} \leq t^{\prime \prime}<\bar{t}^{\prime}, \sigma, t^{\prime \prime} \models \neg \phi_{2}$. Since $\bar{t}^{\prime} \leq t^{\prime}, \sigma, t_{0} \models$ time@ $\tilde{F}\left(\phi_{2}\right)-$
time $\leq p$. Thus, $\sigma, t \models \phi_{1} U\left(\left(\tilde{X} \phi_{1} U \phi_{2}\right) \wedge\left(\left(\left(\neg \phi_{2} U \phi_{2}\right) \wedge\left(\right.\right.\right.\right.$ time@ $\tilde{F}\left(\phi_{2}\right)-$ time $\left.\left.\leq p\right)\right) \vee\left(\left(\neg \phi_{2} U \tilde{X} \phi_{2}\right) \wedge\left(\right.\right.$ time@ $\tilde{F}\left(\phi_{2}\right)-$ time $<$ p)))).
- Case $\quad \phi_{1} \mathbf{U}\left(\left(\tilde{\mathbf{X}} \phi_{\mathbf{1}} \mathbf{U} \phi_{\mathbf{2}}\right) \wedge\left(\left(\left(\tilde{\mathbf{X}} \neg \phi_{\mathbf{2}} \mathbf{U} \phi_{\mathbf{2}}\right) \wedge\left(\mathbf{t i m e} @ \tilde{\mathbf{F}}\left(\phi_{\mathbf{2}}\right)-\mathbf{t i m e} \leq \mathbf{p}\right)\right) \vee\left(\left(\tilde{\mathbf{X}} \neg \phi_{\mathbf{2}} \mathbf{U} \tilde{\mathbf{X}} \phi_{\mathbf{2}}\right) \wedge\left(\right.\right.\right.\right.$ time $\left.\left.\left.\left.@ \tilde{\mathbf{F}}\left(\phi_{\mathbf{2}}\right)-\mathbf{t i m e}<\mathbf{p}\right)\right)\right)\right)$ $\models_{\mathbf{G}} \phi_{\mathbf{1}} \mathbf{U}_{(\mathbf{0}, \mathbf{p}]} \phi_{\mathbf{2}}$.
If $\sigma, t \vDash \phi_{1} U\left(\left(\tilde{X} \phi_{1} U \phi_{2}\right) \wedge\left(\left(\left(\neg \phi_{2} U \phi_{2}\right) \wedge\left(\operatorname{time} @ \tilde{F}\left(\phi_{2}\right)-\operatorname{time} \leq p\right)\right) \vee\left(\left(\neg \phi_{2} U \tilde{X} \phi_{2}\right) \wedge\left(\operatorname{time} @ \tilde{F}\left(\phi_{2}\right)-\operatorname{time}<p\right)\right)\right)\right)$ then there exists $t^{\prime}, t \leq t^{\prime}, \sigma, t^{\prime} \models\left(\tilde{X} \phi_{1} U \phi_{2} \wedge\left(\neg \phi_{2} U \phi_{2} \wedge\right.\right.$ time@ $\left(\phi_{2}\right)-$ time $\leq p \vee \neg \phi_{2} U \tilde{X} \phi_{2} \wedge$ time@ $\tilde{F}\left(\phi_{2}\right)-$ time $\left.\left.<p\right)\right)$ and for all $t^{\prime \prime}, t \leq t^{\prime \prime}<t^{\prime}, \sigma, t^{\prime \prime} \models \phi_{1}$. Thus, there exists $\bar{t}^{\prime}>t^{\prime}$, such that $\sigma, \bar{t}^{\prime} \models \phi_{2}, 0<v\left(\bar{t}^{\prime}\right)-v\left(t^{\prime}\right) \leq M(p)$, and for all $t^{\prime \prime}$, $t^{\prime}<t^{\prime \prime}<\bar{t}^{\prime}, \sigma, t^{\prime \prime} \models \phi_{1}$. Thus $\sigma, t \models \phi_{1} U_{(0, p]} \phi_{2}$.


## Equivalence (9)

- We prove the equivalence $\vec{C}^{\mathbf{k}}{ }_{<\mathbf{p}}(\phi) \equiv_{\mathbf{G}} \tilde{\mathbf{F}}^{\mathbf{k}}(\phi) \wedge \boldsymbol{t i m e @} \tilde{\mathbf{F}}^{\mathbf{k}}(\phi)$ - time $<\mathbf{p}$ by induction on $k$. If $k=1, \vec{C}^{k}{ }_{<p}(\phi) \equiv_{G}=$ $\tilde{F}_{<p \phi} \equiv_{G} \tilde{F}^{k}(\phi) \wedge$ time@ $\tilde{F}^{k}(\phi)-$ time $<p$ (minor variant of the case above). Suppose now that the equivalence holds for $k-1, \sigma, t \vDash \vec{C}^{k}{ }_{<p}$ iff there exist $t_{1}, \ldots, t_{k}, t<t_{1}<t_{2}<\ldots<t_{k}, v\left(t_{k}\right)-v(t)<M(p)$, such that for all $i \in[1, k]$, $\sigma, t_{i} \models \phi$. Let $t^{\prime}=t_{k-1}$ and $p^{\prime}=v\left(t_{k}\right)-v\left(t_{k-1}\right)$. Then $\sigma, t \models \vec{C}_{<p}^{k}$ iff there exists $t^{\prime}$ such that $v\left(t^{\prime}\right)-v(t)=p^{\prime}$ and $\sigma, t^{\prime} \models \phi \wedge \vec{C}_{<p-p^{\prime}}^{k-1} \phi$. By induction, $\sigma, t \vDash \vec{C}_{<p}^{k}$ iff there exists $t^{\prime}$ such that $v\left(t^{\prime}\right)-v(t)=p^{\prime}$ and $\sigma, t^{\prime} \models$ $\phi \wedge \tilde{F}^{k-1}(\phi) \wedge$ time@ $\tilde{F}^{k-1}(\phi)-$ time $<p-p^{\prime}$, thus iff $\sigma, t \models \phi \wedge \tilde{F}^{k}(\phi) \wedge \operatorname{time}^{k} \tilde{F}^{k}(\phi)-$ time $<p$.


## Equivalence (11)

- Case $\phi_{1} \mathbf{U}_{>\mathbf{p}} \phi_{\mathbf{2}} \models_{\mathbf{G}}\left(\mathbf{p}=\mathbf{0} \wedge \phi_{\mathbf{1}} \mathbf{U}_{>\mathbf{0}} \phi_{\mathbf{2}}\right) \vee\left(\mathbf{p}>\mathbf{0} \wedge \mathbf{G}_{\leq \mathbf{p}}\left(\phi_{\mathbf{1}} \wedge \phi_{1} \mathbf{U}_{>\mathbf{0}} \phi_{\mathbf{2}}\right)\right)$.

If $M(p)=0$, then the equivalence is trivial. Suppose instead that $M(p)>0$. If $\sigma, t \vDash \phi_{1} U_{>p} \phi_{2}$, then there exists $t^{\prime}>t$ such that $\sigma, t^{\prime} \models \phi_{2}, v\left(t^{\prime}\right)-v(t)>M(p)$, and for all $t^{\prime \prime}, t \leq t^{\prime \prime}<t^{\prime}, \sigma, t^{\prime \prime} \models \phi_{1}$. For all $\bar{t}^{\prime \prime} \geq t$, if $v\left(\bar{t}^{\prime \prime}\right)-v(t) \leq M(p)$, then $t^{\prime}>\bar{t}^{\prime \prime}$. Thus, $\sigma, \bar{t}^{\prime \prime} \models \phi_{1} \wedge \phi_{1} U_{>0} \phi_{2}$.

- Case $\left(\mathbf{p}=\mathbf{0} \wedge \phi_{\mathbf{1}} \mathbf{U}_{>\mathbf{0}} \phi_{\mathbf{2}}\right) \vee\left(\mathbf{p}>\mathbf{0} \wedge \mathbf{G}_{\leq \mathbf{p}}\left(\phi_{\mathbf{1}} \wedge \phi_{\mathbf{1}} \mathbf{U}_{>\mathbf{0}} \phi_{\mathbf{2}}\right)\right) \models_{\mathbf{G}} \phi_{\mathbf{1}} \mathbf{U}_{>\mathbf{p}} \phi_{\mathbf{2}}$.

If $M(p)=0$, then the equivalence is trivial. Suppose instead that $M(p)>0$. If $\sigma, t \vDash G_{\leq p}\left(\phi_{1} \wedge \phi_{1} U_{>0} \phi_{2}\right)$, then there exists $t^{\prime}$ such that $v\left(t^{\prime}\right)-v(t)=M(p)$ and $\sigma, t^{\prime} \models \phi_{1} U_{>0} \phi_{2}$. Moreover, for all $t^{\prime \prime}, t \leq t^{\prime \prime} \leq t^{\prime}, \sigma, t^{\prime \prime} \models \phi_{1}$. Thus, $\sigma, t \models$ $\phi_{1} U_{>p} \phi_{2}$.

## Equivalence (13)

- Case $\phi_{\mathbf{1}} \mathbf{U}_{\geq \mathbf{p}} \phi_{\mathbf{2}} \models_{\mathbf{G}}\left(\mathbf{p}=\mathbf{0} \wedge \phi_{\mathbf{1}} \mathbf{U} \phi_{\mathbf{2}}\right) \vee\left(\mathbf{p}>\mathbf{0} \wedge \mathbf{G}_{<\mathbf{p}} \phi_{\mathbf{1}} \wedge \mathbf{G}_{\leq \mathbf{p}} \mathbf{P}_{\leq \mathbf{0}}\left(\tilde{\mathbf{H}}_{\leq \mathbf{0}} \phi_{\mathbf{1}} \wedge \phi_{\mathbf{1}} \mathbf{U} \phi_{\mathbf{2}}\right)\right)$. If $M(p)=0$, then the equivalence is trivial. Suppose instead that $M(p)>0$. If $\sigma, t \models \phi_{1} U_{\geq p} \phi_{2}$, then there exists $t^{\prime}>t$, such that $\sigma, t^{\prime} \models \phi_{2}, v\left(t^{\prime}\right)-v(t) \geq M(p)$, and for all $t^{\prime \prime}, t \leq t^{\prime \prime}<t^{\prime}, \sigma, t^{\prime \prime} \models \phi_{1}$. For all $\bar{t}^{\prime \prime} \geq t$, if $v\left(\bar{t}^{\prime \prime}\right)-v(t)<M(p)$, then $t^{\prime}>\bar{t}^{\prime \prime}$. Thus, $\sigma, \bar{t}^{\prime \prime} \models \phi_{1}$. Moreover, if $v\left(t^{\prime}\right)-v(t)>M(p)$, then for all $t^{\prime \prime}, t \leq t^{\prime \prime}$, if $v\left(t^{\prime \prime}\right)-v(t) \leq M(p)$, then $\sigma, t^{\prime \prime} \models \phi_{1} U \phi_{2}$ and thus, $\sigma, t^{\prime \prime} \models P_{\leq 0}\left(\tilde{H}_{\leq 0} \phi_{1} \wedge \phi_{1} U \phi_{2}\right)$. Similarly, if $v\left(t^{\prime}\right)-v(t)=M(p)$, then for all $t^{\prime \prime}, t \leq t^{\prime \prime} \leq t^{\prime}$, then $\sigma, t^{\prime \prime} \models \phi_{1} U \phi_{2}$ and thus, $\sigma, t^{\prime \prime} \models P_{\leq 0}\left(\tilde{H}_{\leq 0} \phi_{1} \wedge \phi_{1} U \phi_{2}\right)$. Finally, for all $t^{\prime \prime}>t^{\prime}, v\left(t^{\prime \prime}\right)=v\left(t^{\prime}\right), \sigma, t^{\prime \prime} \models P_{\leq 0}\left(\tilde{H}_{\leq 0} \phi_{1} \wedge \phi_{1} U \phi_{2}\right)$.
- Case $\left(\mathbf{p}=\mathbf{0} \wedge \phi_{\mathbf{1}} \mathbf{U} \phi_{\mathbf{2}}\right) \vee\left(\mathbf{p}>\mathbf{0} \wedge \mathbf{G}_{<\mathbf{p}} \phi_{\mathbf{1}} \wedge \mathbf{G}_{\leq \mathbf{p}} \mathbf{P}_{\leq \mathbf{0}}\left(\tilde{\mathbf{H}}_{\leq \mathbf{0}} \phi_{\mathbf{1}} \wedge \phi_{\mathbf{1}} \mathbf{U} \phi_{\mathbf{2}}\right)\right) \models_{\mathbf{G}} \phi_{\mathbf{1}} \mathbf{U}_{\geq \mathbf{p}} \phi_{\mathbf{2}}$. If $M(p)=0$, then the equivalence is trivial. Suppose instead that $M(p)>0$ and $\sigma, t \vDash G_{<p} \phi_{1} \wedge G_{\leq p} P_{\leq 0}\left(\tilde{H}_{\leq 0} \phi_{1} \wedge\right.$ $\left.\phi_{1} U \phi_{2}\right)$. Let $t_{0}$ be the greatest point such that $t \leq t_{0}$ and $v\left(t_{0}\right)-v(t)=M(p) . \sigma, t_{0} \models P_{\leq 0}\left(\tilde{H}_{\leq 0} \phi_{1} \wedge \phi_{1} U \phi_{2}\right)$. Thus there exists $t^{\prime}$, with $v\left(t^{\prime}\right)-v(t) \geq M(p)$, such that $\sigma, t^{\prime} \models \phi_{1} U \phi_{2}$, and for all $t^{\prime \prime}<t^{\prime}$, if $v\left(t^{\prime \prime}\right)-v(t)>=M(p)$, then $\sigma, t^{\prime \prime} \models \phi_{1}$. Moreover, by hypothesis, also for all $t^{\prime \prime} \geq t$, if $v\left(t^{\prime \prime}\right)-v(t)<M(p)$, then $\sigma, t^{\prime \prime} \models \phi_{1}$. Thus, $\sigma, t \models \phi_{1} U_{\geq p} \phi_{2}$.

All cases with past operators are analogous to the future counterpart apart from the following two cases: Equivalence (12)

- Case $\left(\mathbf{p}=\mathbf{0} \wedge \phi_{\mathbf{1}} \mathbf{S}_{>\mathbf{0}} \phi_{\mathbf{2}}\right) \vee\left(\mathbf{p}>\mathbf{0} \wedge\right.$ time $\left.>\mathbf{p} \wedge \mathbf{H}_{\leq \mathbf{p}}\left(\phi_{\mathbf{1}} \wedge \phi_{\mathbf{1}} \mathbf{S}_{>\mathbf{0}} \phi_{\mathbf{2}}\right)\right) \models_{\mathbf{G}} \phi_{\mathbf{1}} \mathbf{S}_{>\mathbf{p}} \phi_{\mathbf{2}}$.

If $M(p)=0$, then the equivalence is trivial as before. Suppose instead that $M(p)>0$ and $\sigma, t \models$ time $>p \wedge H_{\leq p}\left(\phi_{1} \wedge\right.$ $\phi_{1} S_{>0} \phi_{2}$ ). Since $M(p)>0$ and time $>M(p)$, there exists $t^{\prime}<t$ such that $v(t)-v\left(t^{\prime}\right)=M(p)$. Thus, $\sigma, t^{\prime} \models \phi_{1} S_{>0} \phi_{2}$. Moreover, for all $t^{\prime \prime}, t^{\prime} \leq t^{\prime \prime} \leq t, \sigma, t^{\prime \prime} \models \phi_{1}$. Thus, $\sigma, t \models \phi_{1} S_{>p} \phi_{2}$.

## Equivalence (14)

- Case $\left(\mathbf{p}=\mathbf{0} \wedge \phi_{1} \mathbf{S} \phi_{\mathbf{2}}\right) \vee\left(\mathbf{p}>\mathbf{0} \wedge\right.$ time $\left.\geq \mathbf{0} \wedge \mathbf{H}_{<\mathbf{p}} \phi_{\mathbf{1}} \wedge \mathbf{H}_{\leq \mathbf{p}} \mathbf{F}_{\leq \mathbf{0}}\left(\tilde{\mathbf{G}}_{\leq \mathbf{0}} \phi_{\mathbf{1}} \wedge \phi_{\mathbf{1}} \mathbf{S} \phi_{\mathbf{2}}\right)\right) \models_{\mathbf{G}} \phi_{\mathbf{1}} \mathbf{S}_{\geq \mathbf{p}} \phi_{2}$.

If $M(p)=0$, then the equivalence is trivial as before. Suppose instead that $M(p)>0$ and $\sigma, t \vDash$ time $\geq p \wedge H_{<p} \phi_{1} \wedge$ $H_{\leq p} F_{\leq 0}\left(\tilde{G}_{\leq 0} \phi_{1} \wedge \phi_{1} S \phi_{2}\right)$. Since $M(p)>0$ and time $\geq M(p)$, then there exists a smallest point $t_{0}$ such that $t>t_{0}$ and $v(t)-v\left(t_{0}\right)=M(p)$. Thus, $\sigma, t_{0} \models F_{\leq 0}\left(\tilde{G}_{\leq 0} \phi_{1} \wedge \phi_{1} S \phi_{2}\right)$. Thus there exists $t^{\prime}$, with $v(t)-v\left(t^{\prime}\right) \geq M(p)$, such that
$\sigma, t^{\prime} \models \phi_{1} S \phi_{2}$, and for all $t^{\prime \prime}>t^{\prime}$, if $v(t)-v\left(t^{\prime \prime}\right)<=M(p)$, then $\sigma, t^{\prime \prime} \models \phi_{1}$. Moreover, by hypothesis, also for all $t^{\prime \prime} \leq t$, if $v(t)-v\left(t^{\prime \prime}\right)<M(p)$, then $\sigma, t^{\prime \prime} \models \phi_{1}$. Thus, $\sigma, t \models \phi_{1} S_{\geq p} \phi_{2}$.

## 6. Discretization

In this section, we show that, given a XLTL-EF formula with dense or super-dense time, we can build an equisatisfiable XLTL-EF one with discrete time.

The discretization approach is similar to the one described in [23]. The idea is to split the time evolution into a sequence of singular or open intervals in such a way that the trace is fine for the input formula on such intervals.

Thus, given a trace $\sigma=\langle M, \tau, \bar{\mu}\rangle$ satisfying $\phi$, we can derive a time interval sequence $I_{0}, I_{1}, I_{2}, \ldots$ that is used to build a trace $\sigma_{D}$ with a discrete time model satisfying $\phi_{D}$. This time interval sequence is obtained from the time interval sequence of $\tau$ by splitting each interval finitely many times so that 1) $\sigma$ is fine for all subformulas of $\phi$ in each interval $I_{i}$, 2) each interval $I_{i}$ in the sequence is singular or open, and 3) for every subformula of $\phi$ of the form $\phi_{1} U \phi_{2}$ and for every interval $I_{i}$, if $I_{i}$ is open and $\phi_{2}$ holds in $I_{i}$, then $\phi_{2}$ must hold in either $I_{i-1}$ or $I_{i+1}$ (this last requirement is used to have a simpler encoding).

In order to encode the time interval sequence, we introduce an extra Boolean variable $\iota$ that holds if and only if the current interval is singular. A constraint $\psi_{l}$ ensures that the value of this additional variable represents a valid time interval sequence (e.g., after an open interval there must be a singular interval).

Given a formula $\phi$ over $V$, we rewrite $\phi$ into $\phi_{D}$ over $V \cup\{\iota\}$ defined as:

$$
\phi_{D}:=\mathcal{D}(\phi) \wedge \psi_{\iota} \wedge \psi_{\text {time }}
$$

where $\mathcal{D}, \psi_{l}$, and $\psi_{\text {time }}$ are defined as follows.
$\mathcal{D}(\phi)$ is defined recursively on the structure of $\phi$ and rewrites the temporal operators distinguishing the case in which the current interval is singular ( $\iota$ ) from the case in which it is open $(\neg \iota)$.

Let us consider first $\phi_{1} U \phi_{2}$. In order to hold at a time point $t$, there must be a future point $t^{\prime}$ satisfying $\phi_{2}$ and $\phi_{1}$ being true between $t$ and $t^{\prime}$; however, in the discretized version, if $t^{\prime}>t$ and it belongs to an open interval, then also $\phi_{1}$ must hold in that interval. Overall:

$$
\begin{aligned}
& \mathcal{D}\left(\phi_{1} U \phi_{2}\right):=\mathcal{D}\left(\phi_{2}\right) \vee \mathcal{D}\left(\phi_{1}\right) U\left(\mathcal{D}\left(\phi_{2}\right) \wedge\left(\mathcal{D}\left(\phi_{1}\right) \vee \iota\right)\right) \\
& \mathcal{D}\left(\phi_{1} S \phi_{2}\right):=\mathcal{D}\left(\phi_{2}\right) \vee \mathcal{D}\left(\phi_{1}\right) S\left(\mathcal{D}\left(\phi_{2}\right) \wedge\left(\mathcal{D}\left(\phi_{1}\right) \vee \iota\right)\right)
\end{aligned}
$$

Let us consider the cases of $X \phi$ and $\tilde{X} \phi . X \phi$ requires to be in a discrete step (i.e., $\iota \wedge X \iota$ ). $\tilde{X} \phi$ is true if either the current interval is open (i.e., $\neg \iota$ ) and $\phi$ holds in this interval, or the next interval is open (i.e., $X \neg \iota$ ) and $\phi$ holds in that interval.

$$
\begin{aligned}
& \mathcal{D}(X \phi):=\iota \wedge X(\iota \wedge \mathcal{D}(\phi)) \\
& \mathcal{D}(\tilde{X} \phi):=(\neg \iota \wedge \mathcal{D}(\phi)) \vee X(\neg \iota \wedge \mathcal{D}(\phi))
\end{aligned}
$$

Let us consider now $u @ \tilde{F}(\phi)$. If the current interval is open and $\phi$ holds in this interval or if the next interval is open and $\phi$ holds in that interval (i.e., if $\tilde{X} \phi$ holds now), then $u @ \tilde{F}(\phi)=u$. Otherwise, $u @ \tilde{F}(\phi)$ is translated into the discrete counterpart.

$$
\begin{gathered}
\mathcal{D}(u @ \tilde{F}(\phi)):=\operatorname{ite}((\neg \iota \wedge \mathcal{D}(\phi)) \vee X(\neg \iota \wedge \mathcal{D}(\phi)), \\
\mathcal{D}(u), \\
\mathcal{D}(u) @ \tilde{F}(\mathcal{D}(\phi) \vee X(\neg \iota \wedge \mathcal{D}(\phi)))) \\
\mathcal{D}(u @ \tilde{P}(\phi)):=\operatorname{ite}((\neg \iota \wedge \mathcal{D}(\phi)) \vee Y(\neg \iota \wedge \mathcal{D}(\phi)), \\
\mathcal{D}(u), \\
\mathcal{D}(u) @ \tilde{P}(\mathcal{D}(\phi) \vee Y(\neg \iota \wedge \mathcal{D}(\phi))))
\end{gathered}
$$

The remaining cases can be completed trivially by observing that $\mathcal{D}$ is homomorphic with respect to Boolean connectives, functions, constants, and variables.
$\psi_{l}$ encodes the structure of the time model (to enforce for example that after an open interval there must be a singular one and that in a discrete step time does not elapse):

$$
\psi_{\iota}:=\iota \wedge G((\iota \wedge \delta=0 \wedge X(\iota)) \vee(\iota \wedge \delta>0 \wedge X(\neg \iota)) \vee(\neg \iota \wedge \delta>0 \wedge X(\iota)))
$$

where $\delta$ is an abbreviation for next(time) - time.

Finally, $\psi_{\text {time }}$ forces the uniformity of predicates over time in open intervals:

$$
\begin{array}{r}
\psi_{\text {time }}:=\bigwedge_{t u \bowtie c u \in \operatorname{Sub}(\phi)} G(\neg \iota \rightarrow((\mathcal{D}(t u \leq c u) \rightarrow X \mathcal{D}(t u \leq c u)) \wedge \\
\\
(\mathcal{D}(t u \geq c u) \rightarrow Y \mathcal{D}(t u \geq c u))))
\end{array}
$$

where $\operatorname{Sub}(\phi)$ denotes the set of subformulas of $\phi$.
Note in particular that we require to split the time intervals in such a way that for every constant $c u$ occurring in a time constraint, $[c u, c u]$ is a time interval in the sequence. Note also that $c u$ can be in general a term built with the signature symbols that are interpreted rigidly.

Written as above the discretization clearly produces a formula whose size is exponential in the input. However, since we are interested in equisatisfiability, we can always use extra variables (one for subformula) to obtain a linear-size formula.

We now prove that the translation is correct, i.e., that the new formula is equisatisfiable.

## Theorem 2. $\phi$ and $\phi_{D}$ are equisatisfiable.

Proof. Given a trace $\sigma=\langle M, \tau, \bar{\mu}\rangle$ satisfying $\phi$ we can build a trace $\sigma_{D}$ with a discrete time model satisfying $\phi_{D}$ as follows. Let $I_{0}, I_{1}, I_{2}, \ldots$ be a sequence of time intervals such that 1) $\sigma$ is fine for all subformulas of $\phi$ in each interval $I_{i}$, 2) each interval $I_{i}$ in the sequence is singular or open, and 3) in case of super-dense time, for all $i \geq 0$, there exists an integer $n_{i}$ such that $\left\langle n_{i}, t\right\rangle \in \tau$ for all $t \in I_{i}$.

We define the discrete time model by setting the value $v(i)$ for all $i \in \mathbb{N}$ based on the time intervals sequence as follows: $v(0):=0 ; v(i+1)=v(i)$ if $I_{i}$ is singular and $I_{i+1}$ is singular; $v(i+1)=v(i)+\left(r\left(I_{i+1}\right)-l\left(I_{i+1}\right)\right) / 2$ if $I_{i}$ is singular and $I_{i+1}$ is open; $v(i+1)=v(i)+\left(r\left(I_{i}\right)-l\left(I_{i}\right)\right) / 2$ if $I_{i}$ is open. Let $t_{i}=v(i)$. Note that $t_{i} \in I_{i}$ for every $i$. Moreover, notice that if $I_{i}=I_{i+1}$ then $\delta=0$, if $I_{i}$ is singular and $I_{i+1}$ is not then $\delta$ is equal to half of the length of $I_{i+1}$ and if $I_{i}$ is not singular then $\delta$ is equal to half of the length of $I_{i}$.

We build an assignment to $\iota$ also based on the time intervals sequence. The value of $\iota$ is determined by the sequence of intervals as follows: $\sigma_{D}(i)(\iota)=\top$ iff $I_{i}$ is singular. Thus, $\sigma_{D} \models \psi_{\iota}$.

Let $\mathbf{t}_{i}=t_{i}$ in case $\sigma$ has a dense time and $\mathbf{t}_{i}=\left\langle n_{i}, t_{i}\right\rangle$ in case of super dense time. Let us complete the definition of $\sigma_{D}$ by saying that for all $i \geq 0, \sigma_{D}(i)(x):=\sigma\left(\mathbf{t}_{i}\right)(x)$.

We now prove that, for all $i \geq 0$, for all subformulas $\psi$ of $\phi, \sigma, \mathbf{t}_{i} \models \psi$ iff $\sigma_{D}, i \models \mathcal{D}(\psi)$ and for all terms $z$ in $\phi$, $\sigma\left(\mathbf{t}_{i}\right)(z)=\sigma_{D}(i)(\mathcal{D}(z))$. The proof works by induction on the structure of $\psi$ and $z$.

In the base cases, when $z$ is equal to either a constant or a variable, $\sigma\left(\mathbf{t}_{i}\right)(z)=\sigma_{D}(i)(z)$ by the definition of $\sigma_{D}$.
In the recursive cases in which $\mathcal{D}$ is applied to Boolean connectives and functions, the proof follows immediately from the inductive hypothesis.

We detail the proof in the other cases focusing on the future operators, while the cases of past operators are similar.

- Case $\psi=\phi_{1} \mathbf{U} \phi_{2}$.
- If $\sigma, \mathbf{t}_{i} \models \phi_{1} U \phi_{2}$, then either $\sigma, \mathbf{t}_{i} \models \phi_{2}$ or there exists $t^{\prime}>\mathbf{t}_{i}$ such that $\sigma, t \models \phi_{2}$ and for all $t^{\prime \prime}, \mathbf{t}_{i} \leq t^{\prime \prime}<t^{\prime}, \sigma, t^{\prime \prime} \models \phi_{1}$. In the first case, $\sigma_{D}(i) \models \mathcal{D}\left(\phi_{2}\right)$ by induction. In the second case, $t^{\prime} \in I_{j}$ for some $j$. Since $\sigma$ is fine, $\sigma, \mathbf{t}_{j} \models \phi_{2}$ and, if $I_{j}$ is open then $\sigma, \mathbf{t}_{j} \models \phi_{1}$ too. Thus, by induction, $\sigma_{D}, j \models\left(\phi_{2} \wedge\left(\phi_{1} \vee \iota\right)\right.$, and thus $\sigma_{D}, i \models \mathcal{D}\left(\phi_{1} U \phi_{2}\right)$.
- If $\sigma_{D}, i \models \mathcal{D}\left(\phi_{1} U \phi_{2}\right)$, then either $\sigma_{D}, i \models \mathcal{D}\left(\phi_{2}\right)$ or there exists $j>i$ such that $\sigma_{D}, j \models \mathcal{D}\left(\phi_{2}\right) \wedge\left(\mathcal{D}\left(\phi_{1}\right) \vee \imath\right)$ and for all $k, i \leq k<j, \sigma_{D}, k \models \mathcal{D}\left(\phi_{1}\right)$. By induction, either $\sigma, \mathbf{t}_{i} \models \phi_{2}$ or $\sigma, \mathbf{t}_{j} \models \phi_{2}$ and for all $k, i \leq k<j, \sigma, \mathbf{t}_{k} \models \phi_{1}$. Moreover, if $I_{j}$ is open, then $\sigma, \mathbf{t}_{j} \models \phi_{1}$. Since $\sigma$ is fine, $\sigma, t^{\prime \prime} \models \phi_{1}$ for all $t^{\prime \prime}, \mathbf{t}_{i} \leq t^{\prime \prime}<\mathbf{t}_{j}$. Thus, $\sigma, t \models \phi_{1} U \phi_{2}$.
- Case $\mathbf{z}=\mathbf{u} @ \tilde{\mathbf{F}}(\psi)$.
- Suppose there exists $t^{\prime}>\mathbf{t}_{i}$ such that $\sigma, t^{\prime} \models \psi$ and for all $t^{\prime \prime}, \mathbf{t}_{i}<t^{\prime \prime}<t^{\prime}, \sigma, t^{\prime \prime} \neq \psi$. Thus $\sigma(t)(z)=\sigma\left(t^{\prime}\right)(u)$. Let $t^{\prime} \in I_{j}$ for some $j \geq i$. Since $\sigma$ is fine for $\psi$ and for all $t^{\prime \prime}, \mathbf{t}_{i}<t^{\prime \prime}<t^{\prime}, \sigma, t^{\prime \prime} \notin \psi$, then $I_{j}$ is singular and $\mathbf{t}_{j}=t^{\prime}$, thus $z=\sigma\left(\mathbf{t}_{j}\right)(u)$. Moreover, by induction, $\sigma_{D}, j \vDash \mathcal{D}(\psi)$ and $\sigma, k \not \vDash \mathcal{D}(\psi)$ for $i<k<j$. Thus, $\sigma_{D}(i)(\mathcal{D}(u) @ \tilde{F}(\mathcal{D}(\psi)))=$ $\sigma_{D}(j)(\mathcal{D}(u))=\sigma\left(\mathbf{t}_{j}\right)(u)$. Moreover, for $k, i \leq k \leq j, \sigma_{D}, k \not \vDash(\neg \iota \wedge \mathcal{D}(\psi))$. Thus, $\sigma_{D}(i)(\mathcal{D}(z))=\sigma_{D}(i)(\mathcal{D}(u) @ \tilde{F}(\mathcal{D}(\psi)))=$ $\sigma(t)(z)$.
- Similarly, suppose there exists $t^{\prime} \leq \mathbf{t}_{i}$ such that $\sigma, t^{\prime} \models \tilde{X} \psi$ and for all $t^{\prime \prime}, \mathbf{t}_{i}<t^{\prime \prime}<t^{\prime}, \sigma, t^{\prime \prime} \neq \psi$. Thus $z=\sigma\left(t^{\prime}\right)(u)$. If $t^{\prime}=\mathbf{t}_{i}$ and $I_{i}$ is open, then, since $\sigma$ is fine for $\psi, \sigma, \mathbf{t}_{i} \models \psi$. By induction $\sigma_{D}, i \models \mathcal{D}(\psi)$ and thus $\sigma_{D}(i)(\mathcal{D}(z))=$ $\sigma\left(\mathbf{t}_{i}\right)(z)$. Similarly, if $t^{\prime}=\mathbf{t}_{i}$ and $I_{i}$ is singular, then $I_{i+1}$ is open $\sigma, \mathbf{t}_{i+1} \models \psi$. By induction $\sigma_{D}, i+1 \models \mathcal{D}(\psi)$ and thus $\sigma_{D}(i)(\mathcal{D}(z))=\sigma\left(\mathbf{t}_{i}\right)(z)$. If instead $t^{\prime}>\mathbf{t}_{i}$, let $t^{\prime} \in I_{j}$ for some $j>i$. Since $\sigma$ is fine for $\psi$ and for all $t^{\prime \prime}, \mathbf{t}_{i}<t^{\prime \prime}<t^{\prime}$, $\sigma, t^{\prime \prime} \notin \psi$, then $I_{j}$ is singular, $\mathbf{t}_{j}=t^{\prime}$, thus $I_{j+1}$ is open, $\sigma, \mathbf{t}_{j+1} \models \psi$ and $\sigma\left(\mathbf{t}_{i}\right)(z)=\sigma\left(\mathbf{t}_{j}\right)(u)$. Moreover, by induction, $\sigma_{D}, j \models \mathcal{D}(\tilde{X} \psi)$ and $\sigma, k \not \vDash \mathcal{D}(\psi)$ for $i<k<j$. Thus, $\sigma_{D}(i)(\mathcal{D}(u) @ \tilde{F}(\mathcal{D}(\psi) \vee X(\neg \iota \wedge \mathcal{D}(\psi))))=\sigma_{D}(j)(\mathcal{D}(u))=$ $\sigma\left(\mathbf{t}_{j}\right)(u)$.
- Considering now the opposite direction, suppose $\sigma_{D}, i \models \neg \iota \wedge \mathcal{D}(\psi)$. Then $\sigma_{D}(i)(\mathcal{D}(z))=\sigma_{D}(i)(\mathcal{D}(u))$, which by induction is equal to $\sigma\left(\mathbf{t}_{i}\right)(u)$. Also by induction, $\sigma, \mathbf{t}_{i} \models \psi$. Since $I_{i}$ is open, $\sigma, \mathbf{t}_{i} \models \tilde{X} \psi$ and thus $\sigma\left(\mathbf{t}_{i}\right)(z)=\sigma\left(\mathbf{t}_{i}\right)(u)$.
- Similarly, suppose $\sigma_{D}, i \models X(\neg \iota \wedge \mathcal{D}(\psi))$. Then $\sigma_{D}(i)(\mathcal{D}(z))=\sigma_{D}(i)(\mathcal{D}(u))$, which by induction is equal to $\sigma\left(\mathbf{t}_{i}\right)(u)$. Also by induction, $\sigma, \mathbf{t}_{i+1} \models \psi$. Since $I_{i+1}$ is open, $\sigma, \mathbf{t}_{i} \models \tilde{X} \psi$ and thus $\sigma\left(\mathbf{t}_{i}\right)(z)=\sigma\left(\mathbf{t}_{i}\right)(u)$.
- Finally, suppose that we are not in the previous cases and there exists $j>i$ such that $\sigma_{D}, j \models \mathcal{D}(\psi) \vee X(\iota \wedge \mathcal{D}(\psi))$ and for all $k, i<k<j, \sigma_{D}, k \not \vDash \mathcal{D}(\psi)$. Then by induction, $\sigma, \mathbf{t}_{j} \models \tilde{X}(\psi)$ and for all $k, i<k<j, \sigma, \mathbf{t}_{k} \not \vDash \psi$. Thus, since interval $I_{i}$ is singular or $\mathbf{t}_{i} \not \vDash \psi$ (considered in the previous cases), for all $t^{\prime \prime}, \mathbf{t}_{i}<t^{\prime \prime}<\mathbf{t}_{j}, \sigma, t^{\prime \prime} \not \vDash \psi$. Thus $\sigma\left(\mathbf{t}_{i}\right)(z)=\sigma\left(\mathbf{t}_{j}\right)(u)$.

It is routine to prove the cases of $X$ and $\tilde{X}$ and we can conclude that $\sigma_{D} \models \mathcal{D}(\phi)$.
Finally, $\sigma_{D} \models \psi_{\text {time }}$ : in fact, $\sigma_{D} \models$ time $=0 \wedge G($ next (time $)$ - time $=\delta$ ) by definition of $\sigma_{D}$; the rest of $\psi_{\text {time }}$ is trivially satisfied because $\sigma$ is fine for $\phi$.

In order to prove the other direction of the theorem, suppose that there exists $\sigma$ with discrete time such that $\sigma \models \mathcal{D}(\phi)$. Then, we can build a $\sigma_{C}$ with super-dense time such that $\sigma_{C} \models \phi$ as follows. Let $t_{i}=\sum_{0 \leq h<i} \delta_{h}$, where $\delta_{h}$ is the value of the variable $\delta$ in the $h$-th step of $\sigma . I_{i}:=\left[t_{i}, t_{i}\right]$ if $\sigma, i \neq l$; otherwise $I_{i}:=\left(t_{i-1}, t_{i+1}\right)$. Let $\sigma(t)(v)=\sigma(i)(v)$ for every $t \in I_{i}$.

We prove that $\sigma_{C}$ is fine for $\phi$. Let $M$ be the first-order structure of $\sigma_{C}$. Let us consider an open interval $I_{i}=\left(t_{i-1}, t_{i+1}\right)$. For every $t, t^{\prime} \in I_{i}, M(t)(x)=M\left(t^{\prime}\right)(x)$ and $M(t)(c)=M\left(t^{\prime}\right)(c)$, and thus, by induction, for every term in form $u$ according to the grammar of XLTL-EF, $M(t)(u)=M\left(t^{\prime}\right)(u)$. Thus, for every predicate in the form $p\left(u_{1}, \ldots, u_{n}\right), \sigma_{C}, t \vDash p\left(u_{1}, \ldots, u_{n}\right)$ iff $\sigma_{C}, t^{\prime} \models p\left(u_{1}, \ldots, u_{n}\right)$. Moreover, for every term $c u$, the interpretation $M(c u)$ is constant; since $\sigma \models \psi_{\text {time }}$, if $\sigma_{C}, t_{i} \models$ time $\leq c u$ then $\sigma_{C}, t_{i+1} \models$ time $\leq c u$ and if $\sigma_{C}, t_{i} \models$ time $\geq c u$ then $\sigma_{C}, t_{i-1} \models$ time $\geq c u$; since $t_{i-1}<t_{i}<t_{i+1}$, then either $t_{i}<M(c u)$ and so for all $t \in I_{i} t_{i-1}<t<t_{i+1} \leq M(c u)$, or $t_{i}>M(c u)$ and thus so for all $t \in I_{i} M(c u) \leq t_{i-1}<t<t_{i+1}$. Thus, for every predicate in the form time $\bowtie c u$, for all $t, t^{\prime}, \operatorname{sigma}_{C}, t \models t i m e \bowtie c u$ iff sigma ${ }_{C}, t^{\prime} \models t i m e \bowtie c u$. The proof for the remaining predicates in the form $t u$ is similar, taking into account that time@ $\tilde{F}(\phi)$ and time@ $\tilde{P}(\phi)$ are either constant within $I_{i}$ (when $\phi$ does not hold in $I_{i}$ ) or they are equivalent to time (when $\phi$ holds in $I_{i}$ ).

Finally, it is routine to prove that $\sigma_{\mathcal{C}} \models \phi$.

## 7. Removing event freezing functions

In the following, we assume that satisfiability is restricted to traces with discrete time. If the term $u @ \tilde{F}(\phi)$ occurs in a formula $\psi$, we can obtain a formula $\mathcal{R}(\psi, u @ \tilde{F}(\phi))$ equisatisfiable to $\psi$, where the term $u @ \tilde{F}(\phi)$ has been replaced with a fresh variable $p_{u @ \tilde{F}(\phi)}$. More specifically,

$$
\begin{aligned}
\mathcal{R}(\psi, u @ \tilde{F}(\phi)):= & \psi\left[p_{u @ \tilde{F}(\phi)} / u @ \tilde{F}(\phi)\right] \wedge \\
& G\left(X \phi \rightarrow p_{u @ \tilde{F}(\phi)}=\operatorname{next}(u)\right) \wedge \\
& G\left(\operatorname{next}\left(p_{u @ \tilde{F}(\phi)}\right) \neq p_{u @ \tilde{F}(\phi)} \rightarrow X \phi\right)
\end{aligned}
$$

$\mathcal{R}(\psi, u @ \tilde{F}(\phi))$ is a formula on an extended set of variables, namely, if $\phi$ is a formula over variables $V$, then $\mathcal{R}(\psi, u @ \tilde{F}(\phi))$ is a formula over $V \cup\left\{p_{u @ \tilde{F}(\phi)}\right\}$, where $p_{u @ \tilde{F}(\phi)}$ does not occur in $\psi$. However, the value of $p_{u @ \tilde{F}(\phi)}$ is uniquely determined by a trace over $V$. In other words, given a trace $\sigma$ over $V$, we can define a trace $\mathcal{R}(\sigma$, $u @ \tilde{F}(\phi))$ over $V \cup\left\{p_{u @ \tilde{F}(\phi)}\right\}$ such that $\sigma \models \phi$ iff $\mathcal{R}(\sigma, u @ \tilde{F}(\phi)) \models \mathcal{R}(\psi, u @ \tilde{F}(\phi))$. $\mathcal{R}(\sigma, u @ \tilde{F}(\phi))$ is simply defined as follows:

$$
\begin{aligned}
& \mathcal{R}(\sigma, u @ \tilde{F}(\phi))(t)(x)=\sigma(t)(x), x \in V \\
& \mathcal{R}(\sigma, u @ \tilde{F}(\phi))(t)\left(p_{u @ \tilde{F}(\phi)}\right)=\sigma(t)(u @ \tilde{F}(\phi))
\end{aligned}
$$

Theorem 3. $\psi$ and $\mathcal{R}(\psi, u @ \tilde{F}(\phi))$ are equisatisfiable.

Proof. We first prove that, if $\sigma \models \psi$, then $\mathcal{R}(\sigma, u @ \tilde{F}(\phi)) \models \mathcal{R}(\psi, u @ \tilde{F}(\phi))$.
Let us assume that $\sigma \models \phi$.
Given the definition of $\mathcal{R}(\sigma, u @ \tilde{F}(\phi))$, the prophecy variable $p_{u @ \tilde{F}(\phi)}$ is given the value of the term $u @ \tilde{F}(\phi)$, and thus $\mathcal{R}(\sigma, u @ \tilde{F}(\phi)) \models \psi\left[p_{u @ \tilde{F}(\phi)} / u @ \tilde{F}(\phi)\right]$.

For every $t$, if $\sigma, t \models F(\phi)$, then there exists $t^{\prime}>t$ such that $\sigma, t^{\prime} \models \phi$ and for all $t^{\prime \prime}, t<t^{\prime \prime}<t^{\prime}, \sigma, t^{\prime \prime} \notin \phi$. Thus, $\sigma\left(t^{\prime}\right)(u @ \tilde{F}(\phi))=\sigma\left(t^{\prime \prime}\right)(u @ \tilde{F}(\phi))=\sigma\left(t^{\prime}\right)(u)$. Thus $\sigma, t \models\left(X \phi \rightarrow p_{u @ \tilde{F}(\phi)}=\operatorname{next}(u)\right) \wedge\left(\operatorname{next}\left(p_{u @ \tilde{F}(\phi)}\right) \neq p_{u @ \tilde{F}(\phi)} \rightarrow X \phi\right)$.

Vice versa, let us assume that $\sigma \models \mathcal{R}(\psi, u @ \tilde{F}(\phi))$ and prove that $\sigma^{\prime} \models \phi$, where $\sigma^{\prime}$ is obtained from $\sigma$ by assigning $\sigma^{\prime}\left(d e f_{u @ \tilde{F}(\phi)}\right):=\sigma\left(p_{u @ \tilde{F}(\phi)}\right)$.

It is sufficient to prove that $\sigma(t)\left(p_{u @ \tilde{F}(\phi)}\right)=\sigma^{\prime}(t)(u @ \tilde{F}(\phi))$.
Let us assume that there exists $t^{\prime}>t$ such that, for all $t^{\prime \prime}, t<t^{\prime \prime}<t^{\prime}, \sigma, t^{\prime \prime} \not \equiv \phi$ and $\sigma, t^{\prime} \models \phi$; thus, $\sigma(t)(u @ \tilde{F}(\phi))=$ $\sigma\left(t^{\prime}\right)(u)$. Since $\sigma, t^{\prime \prime} \models\left(X \phi \rightarrow p_{u @ \tilde{F}(\phi)}=\operatorname{next}(u)\right) \wedge\left(\operatorname{next}\left(p_{u @ \tilde{F}(\phi)}\right) \neq p_{u @ \tilde{F}(\phi)} \rightarrow X \phi\right)$ for all $t^{\prime \prime}, \sigma\left(t^{\prime}-1\right)\left(p_{u @ \tilde{F}(\phi)}\right)=\sigma\left(t^{\prime}\right)(u)$ and $\sigma\left(t^{\prime \prime}-1\right)\left(p_{u @ \tilde{F}(\phi)}\right)=\sigma\left(t^{\prime}\right)\left(p_{u @ \tilde{F}(\phi)}\right)$ for all $t^{\prime \prime}, t<t^{\prime \prime}<t^{\prime}$. Thus $\sigma(t)\left(p_{u @ \tilde{F}(\phi)}\right)=\sigma\left(t^{\prime}\right)(u)$.

If such $t^{\prime}$ does not exist, then $\sigma^{\prime}(t)(u @ \tilde{F}(\phi))=\sigma^{\prime}(t)\left(\operatorname{def}_{u @ \tilde{F}(\phi)}\right)=\sigma(t)\left(p_{u @ \tilde{F}(\phi)}\right)$. This concludes the proof.

We similarly remove past event freezing operator @ $\tilde{P}$ with the following rule:

$$
\begin{aligned}
\mathcal{R}(\psi, u @ \tilde{P}(\phi)):= & \psi\left[p_{u @ \tilde{P}(\phi)} / u @ \tilde{P}(\phi)\right] \wedge \\
& G\left(\phi \rightarrow \operatorname{next}\left(p_{u @ \tilde{P}(\phi)}\right)=u\right) \wedge \\
& G\left(\operatorname{next}\left(p_{u @ \tilde{@}(\phi)}\right) \neq p_{u @ \tilde{P}(\phi)} \rightarrow \phi\right)
\end{aligned}
$$

## 8. Experimental evaluation

We have implemented the techniques described in the previous sections within nuXмv [32], a state-of-the-art symbolic model checker for finite- and infinite-state transition systems. Our implementation supports various first-order theories (thanks to its SMT-based verification engine) such as (combinations of) arithmetic, bit-vectors, arrays and all the models of time mentioned above (discrete, dense and super-dense). It supports XLTL-EF as well as the fragment of $M T L_{0, \infty}$ that uses only closed intervals. We remark that, as described in the previous sections, the interval bounds on $M T L_{0, \infty}$ formulas are not required to be numeric constants, but we support arbitrary expressions over parameters of the model. Satisfiability checking is reduced to the problem of checking the emptiness of the language of a symbolic transition system, which is then solved with the algorithm that combines IC3 with Implicit Predicate Abstraction (IC3IA) [33] with k-liveness [34] or with the k -Zeno algorithm [19]. The k -Zeno algorithm builds and extends the algorithm based on IC3IA and k -liveness. The choice of the solving algorithm depends on whether we are interpreting the formula over discrete time (in which case we use IC3IA and k -liveness) or dense/super-dense time (in which case we use k -Zeno). The two algorithms are combined with Bounded Model Checking (BMC) [35] in order to detect satisfiable instances and then compute a witness trace.

In the experimental evaluation we focused on satisfiability checking over super-dense time, using both XLTL-EF and $M T L_{0, \infty}$ formulas. Our benchmark set consists of 161 formulas, mostly testing the semantics of the new event freezing operators, the bounded MTL operators and the difference of their behavior when using super-dense or dense time. ${ }^{2}$ In the analyzed formulas we used the symbols $p$ and $q$ for parameters, $a, b$ and $c$ for Boolean variables (note that we are using Boolean variables as atoms, writing for example $a$ instead of $a=\mathrm{T}$ ), $x$ and $y$ for real-valued variables and $d$ for a discrete Boolean variable (i.e., variables that can change only in discrete steps ${ }^{3}$ ). The benchmark set also includes some "scalable" problems, in which the same template formula is instantiated multiple times using different numeric constants and/or parameters. For instance, we consider six instances of the following template, in which the parameters $p$ and $q$ are instantiated with different values or simply left as parameters:

$$
\begin{equation*}
(p>0 \wedge q>0) \rightarrow\left(\left(G\left(a \rightarrow F_{[0, p]} b\right) \wedge G\left(b \rightarrow F_{[0, q]} c\right)\right) \rightarrow G\left(a \rightarrow F_{[0, p+q]} c\right)\right) \tag{15}
\end{equation*}
$$

Finally, we also included variants of the sensor example described above.
In the experimental evaluation we analyzed all the formulas in the benchmark set with our implementation within nuXmv, using either IC3IA k-liveness or k-Zeno, depending on whether we are interpreting the formulas over discrete or dense/super-dense time. Both algorithms are interleaved by BMC, which is used to compute counterexample traces for invalid properties. As discussed in $\S 2$, we are not aware of any other tool that supports the logics defined in this paper. In particular, MigthyL [24] uses a (discrete) point-wise semantics for MTL, while Atmoc [36] and Zot [25] only support bounded satisfiability checking.

We ran our experimental evaluation on a machine equipped with a 2.67 GHz Intel ${ }^{\circledR}$ Xeon ${ }^{\circledR}$ X5650 CPU, running Scientific Linux 7.3. We used a timeout of 120 seconds for each run.

Our implementation within nuXMv and all the needed files to reproduce this experimental evaluation are available at https://es.fbk.eu/people/tonetta/papers/infcomp18.

The complete set of formulas used, the corresponding verification results and the solving time (in seconds) are reported in Tables 1 and 2. In particular, Table 1 reports the set of formulas expected to hold, while Table 2 reports the ones expected to not hold. We remark that nuXmv could decide the satisfiability of all 161 formulas in the considered benchmark set. Most ( 104 out of 161 ) formulas could be decided in less than one second. The hardest problem took about 18.2 seconds, and corresponds to a valid problem instance of the template (15) in which $p=10$ and $q=10$. The results on the scalable instances confirm also the intuition that the performances are largely independent from the concrete values of the numeric constants used, thanks to the use of fully-symbolic techniques based on SMT. More interestingly, we also found that using parametric bounds as opposed to concrete ones does not cause a significant performance impact in general (at least for the problems we considered): the parametric instances of (15) are solved in less than 15 seconds. For the sensor example presented in Section 4.4, the parametric and the "concrete" versions of the formulas are proved in almost the same amount of time.

We executed our implementation within nuХмv on the invalid instances also using Bounded Model Checking alone to search only for satisfying models. Using this configuration all instances were solved almost instantaneously. We compared

[^2]Table 1
Some valid MTL properties and their verification results.

| Formula | Valid | Time |
| :---: | :---: | :---: |
| $G((d \wedge \tilde{X} T) \rightarrow \tilde{X}(\tilde{Y} d))$ | Yes | 0.01 |
| $(G \tilde{X} T) \rightarrow((G d) \vee(G \neg d))$ | Yes | 0.0 |
| $\left(\left(G_{[0, p]} d\right) \wedge F \neg d\right) \rightarrow\left(\right.$ time_until $\left.\left(\neg\left(H_{[0, p]} d\right)\right)>p\right)$ | Yes | 2.69 |
| $((\neg b \wedge \neg b U b) \wedge($ time@ $\tilde{F} b)=0) \rightarrow X \top$ | Yes | 0.19 |
| $G(((X b) \rightarrow(x @ \tilde{F} b)=\operatorname{next}(x)))$ | Yes | 0.09 |
| $G(((X T) \rightarrow(x @ \tilde{F} T)=\operatorname{next}(x)))$ | Yes | 0.0 |
| $\left((G(a \rightarrow F b)) \wedge\left(G\left(b \rightarrow F_{[0,1]} c\right)\right)\right) \rightarrow G(a \rightarrow F c)$ | Yes | 0.19 |
| $\left((F b) \wedge\left(G\left(b \rightarrow F_{[0,1]} c\right)\right)\right) \rightarrow(F c)$ | Yes | 0.1 |
| $((F b) \wedge(G(b \rightarrow F c))) \rightarrow(F c)$ | Yes | 0.0 |
| $\left(F_{[0,1]} c\right) \rightarrow(F c)$ | Yes | 0.1 |
| $(\neg b U b) \rightarrow F b$ | Yes | 0.0 |
| $F b \rightarrow(\neg b U(b \vee \tilde{X} b))$ | Yes | 0.0 |
| $(\tilde{X}(\neg b \wedge F b)) \rightarrow($ time@ $\tilde{F} b) \neq 0$ | Yes | 0.2 |
| $G\left(\left(t i m e \_u n t i l(b)=p \wedge\right.\right.$ time_until $($ time_until $\left.(b)=p)=q\right) \rightarrow\left(t i m e \_u n t i l(b)=p+q \vee\right.$ time_until $\left.\left.(b) \leq p\right)\right)$ | Yes | 0.0 |
| $G\left(\left(F_{[0,0]} b\right) \leftrightarrow(X T U b)\right)$ | Yes | 1.0 |
| $G\left(O_{[0,0]} b \leftrightarrow(Y T S b)\right)$ | Yes | 0.29 |
| $G\left(\left(O_{[0,0]} F b\right) \leftrightarrow(Y \top S F b)\right)$ | Yes | 0.5 |
| $\left(G\left(a \rightarrow F_{[0,1]} b\right) \wedge G\left(b \rightarrow F_{[0,1]} c\right)\right) \rightarrow G\left(a \rightarrow F_{[0,2]} c\right)$ | Yes | 12.89 |
| $\left(G\left(a \rightarrow F_{[0,10]} b\right) \wedge G\left(b \rightarrow F_{[0,10]} c\right)\right) \rightarrow G\left(a \rightarrow F_{[0,20]} c\right)$ | Yes | 18.19 |
| $\left(G\left(a \rightarrow F_{[0,100]} b\right) \wedge G\left(b \rightarrow F_{[0,10]} c\right)\right) \rightarrow G\left(a \rightarrow F_{[0,110]} c\right)$ | Yes | 17.09 |
| $\left(G\left(a \rightarrow F_{[0,100]} b\right) \wedge G\left(b \rightarrow F_{[0,10000]} c\right)\right) \rightarrow G\left(a \rightarrow F_{[0,10100]} c\right)$ | Yes | 14.09 |
| $(p>0) \rightarrow\left(\left(G\left(a \rightarrow F_{[0, p]} b\right) \wedge G\left(b \rightarrow F_{[0, p]} c\right)\right) \rightarrow G\left(a \rightarrow F_{[0,2 * p]} c\right)\right)$ | Yes | 14.49 |
| $(p>0 \wedge q>0) \rightarrow\left(\left(G\left(a \rightarrow F_{[0, p]} b\right) \wedge G\left(b \rightarrow F_{[0, q]} c\right)\right) \rightarrow G\left(a \rightarrow F_{[0, p+q]} c\right)\right)$ | Yes | 13.79 |
| $(G(a \rightarrow(F b \wedge(b \vee$ time_until $(b) \leq p))) \wedge G(b \rightarrow(F c \wedge(c \vee$ time_until $(c) \leq p)))) \rightarrow G(a \rightarrow$ $(F c \wedge(c \vee$ time_until $(c) \leq 2 * p)))$ | Yes | 7.4 |
| $\begin{aligned} & (G(x=(y @ \tilde{P} c)) \wedge c \wedge G(\neg c \rightarrow G \neg c) \wedge(b \wedge G(b \rightarrow(\text { time_until }(b)=1 \wedge \tilde{X}(\neg b \wedge \neg b U b)))) \wedge G(a \leftrightarrow(x @ \tilde{P} b)= \\ & \quad((x @ \tilde{P} b) @ \tilde{P} b))) \rightarrow G\left(\neg c \rightarrow F_{[0,2]} a\right) \end{aligned}$ | Yes | 6.79 |
| $\begin{aligned} & (G(x=(y @ \tilde{P} c)) \wedge c \wedge G(\neg c \rightarrow G \neg c) \wedge(b \wedge G(b \rightarrow(\text { time_until }(b)=10 \wedge \tilde{X}(\neg b \wedge \neg b U b)))) \wedge G(a \leftrightarrow(x @ \tilde{P} b)= \\ & \quad((x @ \tilde{P} b) @ \tilde{P} b))) \rightarrow G\left(\neg c \rightarrow F_{[0,20]} a\right) \end{aligned}$ | Yes | 6.8 |
| $\begin{aligned} & (G(x=(y @ \tilde{P} c)) \wedge c \wedge G(\neg c \rightarrow G \neg c) \wedge(b \wedge G(b \rightarrow(\text { time_until }(b)=100 \wedge \tilde{X}(\neg b \wedge \neg b U b)))) \wedge G(a \leftrightarrow(x @ \tilde{P} b)= \\ & \quad((x @ \tilde{P} b) @ \tilde{P} b))) \rightarrow G\left(\neg c \rightarrow F_{[0,200]} a\right) \end{aligned}$ | Yes | 6.9 |
| $\begin{aligned} & (G(x=(y @ \tilde{P} c)) \wedge c \wedge G(\neg c \rightarrow G \neg c) \wedge(p>0 \wedge b \wedge G(b \rightarrow(\text { time_until }(b)=p \wedge \tilde{X}(\neg b \wedge \neg b U b)))) \wedge G(a \leftrightarrow \\ & \quad(x @ \tilde{P} b)=((x @ \tilde{P} b) @ \tilde{P} b))) \rightarrow G\left(\neg c \rightarrow F_{[0,2 * p]} a\right) \end{aligned}$ | Yes | 6.9 |
| $\begin{aligned} & (G(\neg c \rightarrow y=0) \wedge G(\neg c \rightarrow G \neg c) \wedge(p>0 \wedge b \wedge G(b \rightarrow(\text { time_until }(b)=1 \wedge \tilde{X}(\neg b \wedge \neg b U b)))) \wedge G(a \leftrightarrow(y @ \tilde{P} b)= \\ & \quad 0) \rightarrow G\left(\neg c \rightarrow F_{[0,2]} a\right) \end{aligned}$ | Yes | 1.69 |
| $\begin{aligned} & (G(\neg c \rightarrow y=0) \wedge G(\neg c \rightarrow G \neg c) \wedge(p>0 \wedge b \wedge G(b \rightarrow(\text { time_until }(b)=10 \wedge \tilde{X}(\neg b \wedge \neg b U b)))) \wedge G(a \leftrightarrow \\ & \quad(y @ \tilde{P} b)=0)) \rightarrow G\left(\neg c \rightarrow F_{[0,20]} a\right) \end{aligned}$ | Yes | 1.69 |
| $\begin{aligned} & (G(\neg c \rightarrow y=0) \wedge G(\neg c \rightarrow G \neg c) \wedge(p>0 \wedge b \wedge G(b \rightarrow(\text { time_until }(b)=100 \wedge \tilde{X}(\neg b \wedge \neg b U b)))) \wedge G(a \leftrightarrow \\ & \quad(y @ \tilde{P} b)=0)) \rightarrow G\left(\neg c \rightarrow F_{[0,200]} a\right) \end{aligned}$ | Yes | 1.69 |
| $(G(\neg c \rightarrow y=0) \wedge G(\neg c \rightarrow G \neg c) \wedge(p>0 \wedge b \wedge G(b \rightarrow($ time_until $(b)=p \wedge \tilde{X}(\neg b \wedge \neg b U b)))) \wedge G(a \leftrightarrow(y @ \tilde{P} b)=$ $0)) \rightarrow G\left(\neg c \rightarrow F_{[0,2 * p]} a\right)$ | Yes | 1.1 |
| $\neg(\tilde{Y} T)$ | Yes | 0.0 |
| $(X \neg a) \rightarrow(\neg X a)$ | Yes | 0.0 |
| $(\tilde{X} \neg a) \rightarrow(\neg \tilde{X} a)$ | Yes | 0.0 |
| $(a) \rightarrow\left(\left(X G\left(t i m e \_s i n c e(a) \geq 0\right)\right) \vee(\tilde{X} G(\right.$ time_since $\left.(a) \geq 0))\right)$ | Yes | 0.29 |
| $G((Y a) \rightarrow$ time_since $(a)=0)$ | Yes | 0.09 |
| $G((\tilde{Y} a) \rightarrow$ time_since $(a)=0)$ | Yes | 0.1 |
| $(G F a) \rightarrow G\left(t i m e \_u n t i l(a) \geq 0\right)$ | Yes | 0.2 |
| $G((X a) \rightarrow$ time_until $(a)=0)$ | Yes | 0.1 |
| $G((\tilde{X} a) \rightarrow$ time_until $(a)=0)$ | Yes | 0.1 |
| $G\left((a \vee X a) \rightarrow\left(F_{[0,0]} a\right)\right)$ | Yes | 0.1 |
| $G\left(\left(F_{[0,0]} a\right) \rightarrow\left(F_{[0, p]} a\right)\right)$ | Yes | 0.0 |
| $G\left(\left(F_{[0,0]} a\right) \rightarrow\left(F_{[0, \infty)} a\right)\right)$ | Yes | 0.9 |
| $(q \geq p) \rightarrow G\left(\left(F_{[0, p]} a\right) \rightarrow\left(F_{[0, q]} a\right)\right)$ | Yes | 0.2 |
| $G\left(\left(F_{[0, p]} a\right) \rightarrow\left(F_{[0, \infty)} a\right)\right)$ | Yes | 1.09 |
| $(q \geq p) \rightarrow G\left(\left(F_{[q, \infty)} a\right) \rightarrow\left(F_{[p, \infty)} a\right)\right)$ | Yes | 3.2 |
| $G\left((F a) \rightarrow\left(F_{[0, \infty)} a\right)\right)$ | Yes | 0.3 |
| $\left.G\left(\left(F_{[0, \infty}\right) a\right) \rightarrow(F a)\right)$ | Yes | 0.3 |
| $G\left(\left(F_{[0, \infty)} a\right) \rightarrow\left(F_{[0, p]} a \vee F_{[p, \infty)} a\right)\right)$ | Yes | 5.6 |
| $G\left(\left(F_{[0, p]} a \vee F_{[p, \infty)} a\right) \rightarrow\left(F_{[0, \infty)} a\right)\right)$ | Yes | 2.6 |
| $(q \geq p) \rightarrow G\left(\left(G_{[0, q]} a\right) \rightarrow\left(G_{[0, p]} a\right)\right)$ | Yes | 0.29 |
| $G\left(\left(G_{[0, \infty)} a\right) \rightarrow\left(G_{[0, p]} a\right)\right)$ | Yes | 1.09 |
| $(q \geq p) \rightarrow G\left(\left(G_{[p, \infty)} a\right) \rightarrow\left(G_{[q, \infty)} a\right)\right)$ | Yes | 2.69 |
| $G\left((G a) \rightarrow\left(G_{[0, \infty)} a\right)\right)$ | Yes | 0.1 |
| $G\left(\left(G_{[0, \infty)} a\right) \rightarrow(G a)\right)$ | Yes | 0.09 |
| $G\left(\left(G_{[0, p]} a\right) \wedge\left(G_{[p, \infty)} a\right) \rightarrow\left(G_{[0, \infty)} a\right)\right)$ | Yes | 5.7 |
| $G\left(\left(G_{[0, \infty} a\right) \rightarrow\left(G_{[0, p]} a\right) \wedge\left(G_{[p, \infty)} a\right)\right)$ | Yes | 3.0 |
| $G\left(\left(\left(G_{[0, p]} a\right) \wedge\left(G_{[p, \infty)} \neg a\right)\right) \rightarrow \perp\right)$ | Yes | 5.79 |
|  |  | ext page |

Table 1 (continued)

| Formula | Valid | Time |
| :---: | :---: | :---: |
| $G\left((a \vee Y a) \rightarrow\left(O_{[0,0]} a\right)\right)$ | Yes | 0.1 |
| $G\left(\left(O_{[0,0]} a\right) \rightarrow\left(O_{[0, p]} a\right)\right)$ | Yes | 0.0 |
| $G\left(\left(O_{[0,0]} a\right) \rightarrow\left(O_{[0, \infty)} a\right)\right)$ | Yes | 1.2 |
| $(q \geq p) \rightarrow G\left(\left(O_{[0, p]} a\right) \rightarrow\left(O_{[0, q]} a\right)\right)$ | Yes | 0.3 |
| $G\left(\left(O_{[0, p]} a\right) \rightarrow\left(O_{[0, \infty)} a\right)\right)$ | Yes | 1.0 |
| $(q \geq p) \rightarrow G\left(\left(O_{[q, \infty)} a\right) \rightarrow\left(O_{[p, \infty)} a\right)\right)$ | Yes | 3.59 |
| $G\left((O a) \rightarrow\left(O_{[0, \infty)} a\right)\right)$ | Yes | 0.2 |
| $G\left(\left(O_{[0, \infty)} a\right) \rightarrow\left(O_{[0, p]} a \vee O_{[p, \infty)} a\right)\right)$ | Yes | 6.0 |
| $G\left(\left(O_{[0, p]} a \vee O_{[p, \infty)} a\right) \rightarrow\left(O_{[0, \infty)} a\right)\right)$ | Yes | 6.39 |
| $(q \geq p) \rightarrow G\left(\left(H_{[0, q]} a\right) \rightarrow\left(H_{[0, p]} a\right)\right)$ | Yes | 0.2 |
| $G\left(\left(H_{[0, \infty} a\right) \rightarrow\left(H_{[0, p]} a\right)\right)$ | Yes | 1.7 |
| $(q \geq p) \rightarrow G\left(\left(H_{[p, \infty)} a\right) \rightarrow\left(H_{[q, \infty)} a\right)\right)$ | Yes | 6.18 |
| $G\left((H a) \rightarrow\left(H_{[0, \infty)} a\right)\right)$ | Yes | 0.1 |
| $\left.G\left(\left(H_{[0, \infty}\right) a\right) \rightarrow(H a)\right)$ | Yes | 0.1 |
| $G\left(\left(H_{[0, p]} a\right) \wedge\left(H_{[p, \infty)} a\right) \rightarrow\left(H_{[0, \infty)} a\right)\right)$ | Yes | 6.9 |
| $G\left(\left(H_{[0, \infty} a\right) \rightarrow\left(H_{[0, p]} a\right) \wedge\left(H_{[p, \infty)} a\right)\right)$ | Yes | 5.19 |
| $(F a) \leftrightarrow\left(F O_{[0, \infty)} a\right)$ | Yes | 0.29 |
| $(q>p \wedge p \geq 0) \rightarrow\left(\left(F_{[0, p]}(G a)\right) \rightarrow\left(G_{[q, \infty)} a\right)\right)$ | Yes | 3.3 |
| $G\left(\neg\left(F_{[0,0]} O \neg a\right) \leftrightarrow\left(G_{[0,0]} H a\right)\right)$ | Yes | 1.1 |
| $(G \tilde{X} T) \rightarrow G\left(b \leftrightarrow F_{[0,0]} b\right)$ | Yes | 0.29 |
| $(G \tilde{X} T) \rightarrow G\left(b \leftrightarrow O_{[0,0]} b\right)$ | Yes | 0.2 |
| $(G \underset{X}{\tilde{X}} \top) \rightarrow G\left(b \leftrightarrow G_{[0,0]} b\right)$ | Yes | 0.3 |
| $(G \tilde{X} T) \rightarrow G\left(b \leftrightarrow H_{[0,0]} b\right)$ | Yes | 0.3 |

Table 2
Some invalid MTL properties and their verification results.

| Formula | Valid | Time |  |
| :---: | :---: | :---: | :---: |
|  |  | IC3IA | BMC only |
| ( $\tilde{Y} \top$ ) | No | 0.1 | 0.0 |
| $(\neg X a) \rightarrow(X \neg a)$ | No | 0.09 | 0.0 |
| $(\neg \tilde{X} a) \rightarrow(\tilde{X} \neg a)$ | No | 0.1 | 0.0 |
| $G(a \rightarrow$ time_since $(a)=0)$ | No | 0.2 | 0.0 |
| $G((Y a) \rightarrow$ time_since $(a)>0)$ | No | 0.19 | 0.0 |
| $G((\tilde{Y} a) \rightarrow$ time_since $(a)>0)$ | No | 0.3 | 0.0 |
| $F($ time_since $(a)<0)$ | No | 0.2 | 0.0 |
| $G(a \rightarrow$ time_until $(a)=0)$ | No | 0.19 | 0.0 |
| $G((X a) \rightarrow$ time_until $(a)>0)$ | No | 0.2 | 0.0 |
| $G((\tilde{X} a) \rightarrow$ time_until $(a)>0)$ | No | 0.19 | 0.0 |
| $F($ time_until $(a)<0)$ | No | 0.1 | 0.0 |
| $G\left(\left(F_{[0,0]} a\right) \rightarrow(a \vee X a)\right)$ | No | 0.5 | 0.0 |
| $G\left(\left(F_{[0, p]} a\right) \rightarrow\left(F_{[0,0]} a\right)\right)$ | No | 0.39 | 0.0 |
| $G\left(\left(F_{[0, \infty)} a\right) \rightarrow\left(F_{[0,0]} a\right)\right)$ | No | 1.0 | 0.0 |
| $G\left(\left(F_{[0, q]} a\right) \rightarrow\left(F_{[0, p]} a\right)\right)$ | No | 0.7 | 0.0 |
| $G\left(\left(F_{[0, \infty)} a\right) \rightarrow\left(F_{[0, p]} a\right)\right)$ | No | 1.4 | 0.0 |
| $G\left(\left(F_{[p, \infty)} a\right) \rightarrow\left(F_{[q, \infty)} a\right)\right)$ | No | 3.0 | 0.0 |
| $G\left(\left(G_{[0, p]} a\right) \rightarrow\left(G_{[0, q]} a\right)\right)$ | No | 0.79 | 0.0 |
| $G\left(\left(G_{[0, p]} a\right) \rightarrow\left(G_{[0, \infty)} a\right)\right)$ | No | 1.7 | 0.0 |
| $G\left(\left(G_{[q, \infty} a\right) \rightarrow\left(G_{[p, \infty)} a\right)\right)$ | No | 2.8 | 0.0 |
| $G\left(\left(O_{[0,0]} a\right) \rightarrow(a \vee Y a)\right)$ | No | 0.4 | 0.0 |
| $G\left(\left(O_{[0, p]} a\right) \rightarrow\left(O_{[0,0]} a\right)\right)$ | No | 0.39 | 0.0 |
| $G\left(\left(O_{[0, \infty)} a\right) \rightarrow\left(O_{[0,0]} a\right)\right)$ | No | 1.1 | 0.0 |
| $G\left(\left(O_{[0, q]} a\right) \rightarrow\left(O_{[0, p]} a\right)\right)$ | No | 0.39 | 0.0 |
| $G\left(\left(O_{[0, \infty)} a\right) \rightarrow\left(O_{[0, p]} a\right)\right)$ | No | 1.0 | 0.0 |
| $G\left(\left(O_{[p, \infty)} a\right) \rightarrow\left(O_{[q, \infty)} a\right)\right)$ | No | 6.1 | 0.09 |
| $G\left(\left(O_{[0,0]} a\right) \rightarrow \neg\left(O_{[0,0]} \neg a\right)\right)$ | No | 1.29 | 0.0 |
| $G\left(\left(H_{[0, p]} a\right) \rightarrow\left(H_{[0, q]} a\right)\right)$ | No | 0.5 | 0.0 |
| $G\left(\left(H_{[0, p]} a\right) \rightarrow\left(H_{[0, \infty)} a\right)\right)$ | No | 1.49 | 0.0 |
| $G\left(\left(H_{[q, \infty)} a\right) \rightarrow\left(H_{[p, \infty)} a\right)\right)$ | No | 1.9 | 0.09 |
| $\left(G_{[q, \infty)} a\right) \rightarrow\left(F_{[0, p]} G a\right)$ | No | 1.6 | 0.0 |
| $\left(\right.$ time_until $\left.\left(\neg\left(H_{[0, p]} a\right)\right)>p\right) \rightarrow\left(\left(G_{[0, p]} a\right) \wedge F \neg a\right)$ | No | 2.8 | 0.0 |
| $(\neg X b) \rightarrow(X \neg b)$ | No | 0.09 | 0.0 |
| $(\neg \tilde{X} b) \rightarrow(\tilde{X} \neg b)$ | No | 0.1 | 0.0 |
| $F_{[0, \infty)}(b)$ | No | 0.29 | 0.0 |
| $F_{[0,4]}(b)$ | No | 0.29 | 0.0 |
| $G(((F b) \wedge(x @ \tilde{F} b)=0) \rightarrow X T)$ | No | 0.2 | 0.0 |
| $G(((F b) \wedge($ time@F̃ $)=0) \rightarrow X \top)$ | No | 0.29 | 0.0 |

Table 2 (continued)

| Formula | Valid | Time |  |
| :---: | :---: | :---: | :---: |
|  |  | IC3IA | BMC only |
| $G(((\neg b \wedge F b) \wedge($ time@F$b)=0) \rightarrow X T)$ | No | 0.2 | 0.0 |
| $G(\neg((F b) \wedge((x @ \tilde{F} b)=0)))$ | No | 0.2 | 0.0 |
| $G(\neg((F b)))$ | No | 0.09 | 0.0 |
| $\neg((F b) \wedge((x @ \tilde{F} b)=0))$ | No | 0.1 | 0.0 |
| $\neg F(b \wedge$ time $=10)$ | No | 0.1 | 0.0 |
| $\neg(G(x=(y @ \tilde{P} b)) \wedge G F(b \wedge y=1) \wedge G F(\neg b \wedge y=0) \wedge G F y \neq x)$ | No | 0.49 | 0.0 |
| $F b \rightarrow(\neg b U b)$ | No | 0.1 | 0.0 |
| $G(a \rightarrow(F c \wedge(c \vee($ time@ $\tilde{F} c) \leq 2 * p))$ ) | No | 0.3 | 0.0 |
| $\tilde{X}((b \vee a) \rightarrow(F c))$ | No | 0.1 | 0.0 |
| $F_{[3, \infty)}(b)$ | No | 0.89 | 0.0 |
| $\neg\left(G_{[0,3]}(((\right.$ time@ $@$ Pb $)$ ) $\leq 0))$ | No | 0.19 | 0.0 |
| $\left(\left(F_{[0,0]} b\right)\right)$ | No | 0.09 | 0.0 |
| $\left(\left(O_{[0,0]} b\right)\right)$ | No | 0.1 | 0.0 |
| $\neg\left(G_{[0,3]}\left(F_{[0,1]} b\right)\right)$ | No | 0.49 | 0.0 |
| $\neg\left(G_{[0,3]}\left(O_{[0,0]} b\right)\right)$ | No | 1.09 | 0.0 |
| $\neg\left(G_{[0,3]}(Y T S F b)\right)$ | No | 2.4 | 0.0 |
| $\neg\left(G_{[0,3]}\left(O_{[0,0]} F b\right)\right)$ | No | 0.4 | 0.0 |
| $\neg\left(G_{[0,3]}(Y \top S F b) \wedge F \neg b\right)$ | No | 13.0 | 0.1 |
| $\neg F_{[3, \infty)}(b)$ | No | 0.4 | 0.0 |
| time_until(b) = 1 | No | 0.19 | 0.0 |
| $($ time_until(time_until $(\mathrm{b})=1))=2$ | No | 0.29 | 0.0 |
| $\neg\left(F_{[2, \infty)} b \wedge\right.$ time_until(time_until $\left.(b)=1\right)=1 \wedge($ time@F̃ $\left.b)=2\right)$ | No | 3.09 | 0.1 |
| $\neg(b \wedge($ time_until $(b)=1 \wedge \tilde{X}(\neg b \wedge \neg b U b))$ ) | No | 0.39 | 0.0 |
| $\neg(b \wedge$ time_until $(b)=1 \wedge \tilde{X}(\neg b \wedge \neg b U(b \wedge$ time_until $(b)=1 \wedge \tilde{X}(\neg b \wedge \neg b U b))))$ | No | 0.59 | 0.0 |
| $G\left(\left(\left(t i m e \_u n t i l(b)=p \wedge\right.\right.\right.$ time_until $($ time_until $\left.\left.(b)=p)=q\right)\right) \rightarrow($ time_until $(b)=p+q \vee$ time_until $\left.(b)<p)\right)$ | No | 1.2 | 0.0 |
| $\neg(G F b \wedge G(b \rightarrow($ time_until $(b)=1 \wedge \tilde{X}(\neg b \wedge \neg b U b)))$ ) | No | 0.3 | 0.0 |
| $\neg(b \wedge G(b \rightarrow($ time_until $(b)=1 \wedge \tilde{X}(\neg b \wedge \neg b U b)))$ ) | No | 0.29 | 0.0 |
| $\neg(G F b \wedge G(b \rightarrow($ time_until $(b)=1)))$ | No | 0.29 | 0.0 |
| $\neg(b \wedge G(b \rightarrow($ time_until $(b)=1 \wedge \tilde{X}(\neg b \wedge \neg b U b)))$ ) | No | 0.3 | 0.0 |
| $\neg\left(G\left(O_{[0,0]} b\right)\right)$ | No | 0.3 | 0.0 |
| $\left((G F b) \rightarrow G\left(t i m e \_u n t i l(b)>0\right)\right)$ | No | 0.2 | 0.0 |
| $(G \tilde{X} \top) \rightarrow((G F b) \rightarrow G($ time_until $(b)>0))$ | No | 0.19 | 0.0 |
| $G\left(\neg b \rightarrow \neg F_{[0,0]} b\right)$ | No | 0.3 | 0.0 |
| $G\left(\neg b \rightarrow \neg O_{[0,0]} b\right)$ | No | 0.5 | 0.0 |
| $G\left(\left(O_{[0,0]} b\right) \rightarrow\left(F_{[0,0]} b\right)\right)$ | No | 0.7 | 0.0 |
| $G\left(\left(F_{[0,0]} b\right) \rightarrow\left(O_{[0,0]} b\right)\right)$ | No | 1.0 | 0.0 |
| $G\left(\left(H_{[0,0]} b\right) \rightarrow\left(G_{[0,0]} b\right)\right)$ | No | 0.69 | 0.06 |
| $G\left(\left(G_{[0,0]} b\right) \rightarrow\left(H_{[0,0]} b\right)\right)$ | No | 0.7 | 0.0 |
| $G((a \wedge \tilde{X} T) \rightarrow \tilde{X}(\tilde{Y} a))$ | No | 0.09 | 0.0 |
| $(G \tilde{X} T) \rightarrow((G a) \vee(G \neg a))$ | No | 0.1 | 0.0 |
| $\left(\left(G_{[0, p]} a\right) \wedge F \neg a\right) \rightarrow\left(\right.$ time_until $\left.\left(\neg\left(H_{[0, p]} a\right)\right)>p\right)$ | No | 3.09 | 0.0 |

this result with the time required by Atmoc, which also uses Bounded Model Checking, to find the satisfying model of 13 problem instances expressible in the input languages of both tools. Since Atmoc does not support parameters all MTL bounds in these formulas are "concrete" values. Also in these cases the Bounded Model Checking based techniques were able to find the satisfying model almost instantaneously.

## 9. Conclusions and future work

In this paper, we considered an extension of first-order linear-time temporal logic with two new event freezing functional symbols, which represent the value of a term at the next state in the future or last state in the past in which a formula holds. We defined the semantics in different temporal domains considering discrete time with real timestamps, dense, and super-dense (weakly-monotonic) time. We precisely characterized what we mean for "next point in the future in which $\phi$ holds" so that, assuming finite variability, such a point always exists also in the dense time setting. We showed that, using these event-freezing functions and an explicit variable that represents time, we can express all $M T L_{0, \infty}$ formulas, also including counting operators and parametric intervals. We provided a reduction to equisatisfiable discrete-time formulas without event freezing functions and we solved the satisfiability of the latter by SMT-based model checking. We implemented the approach in nUXMV and showed that it can effectively prove interesting properties, while many logics in the real-time setting lack of tool support.

The directions for future works are manifold. We want to integrate these techniques in OCRA [37] for contract-based reasoning; we want to extend them to encompass variables with continuous function evolution and constraints on their derivatives as in HRELTL [23]; finally, we want to apply the new logic in industrial use cases within the CITADEL project (http://citadel-project.org/) to specify complex properties of monitoring components.
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[^1]:    ${ }^{1}$ However, the definition of the semantics of $\tilde{X}$ given in the previous section is general, and dual to the semantics of $X$.

[^2]:    2 Note that, given a formula $\varphi$ over super-dense time, we can obtain the equivalent one on dense time simply by conjoining $\varphi$ with $G \tilde{X} T$.
    ${ }^{3}$ nuXmv, like other tools (e.g. Atmoc [36]), natively support this kind of variables, although they can be derived from the normal variables in $L T L-E F$ by adding the constraint $G(d=d @ F(X T))$.

