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INTRODUCTION

A major breakthrough in understanding where and when
cognitive functions occur in the brain, as well as the mech-
anisms that underlie perceptual and cognitive functions,
was provided by the introduction of modern neuroimag-
ing technology, including noninvasive brain stimulation
(NIBS). NIBS methods aim to induce changes in the activ-
ity of a specific area of the brain, with the final effect of
altering the performance of a behavioral task performed
by that area. NIBS techniques include transcranial mag-
netic stimulation (TMS) and transcranial electrical stimu-
lation (tES) (see Chapter 27).

Both TMS and tES can transiently influence behavior
by altering neuronal activity, which may have facilitatory
or inhibitory behavioral effects. The relevance of NIBS
in recent years as a tool in cognitive neuroscience stems
mainly from its ability transiently to affect the function
of the targeted cortical area, thereby altering behavior
via a causal approach. This approach has been called a
virtual lesion (Walsh and Cowey, 1998; Pascual-Leone
et al., 1999) or, more recently, a perturbation. Therefore,
NIBS can establish the functional participation of a brain
area in an ongoing specific cognitive process based on
where the stimulus is delivered, as well as the timing
of its activity based on when the stimulus is delivered.
NIBS has the advantage of combining lesion and neuro-
imaging approaches, thereby allowing more information
about functionally relevant areas to be obtained (Walsh
and Cowey, 1998). The opportunity to evaluate the mech-
anisms of brain function has introduced intriguing pos-
sibilities in basic cognitive neuroscience (Sandrini et al.,
2011) and cognitive rehabilitation to promote cognitive

plasticity in several pathological conditions (Miniussi
et al., 2008) (see Table 56.1).

With TMS (see Chapter 27), a strong transient mag-
netic field, a defined pulse, is delivered through a coil
to induce a transitory electric current at the cortical sur-
face beneath the coil. The pulse causes depolarization of
the cell membranes (Barker et al., 1985, 1987) and trans-
synaptic depolarization or hyperpolarization of cortical
neuronal populations. TMS can be applied as one stim-
ulus at a time (single-pulse TMS, spTMS), pairs of stim-
uli separated by a variable and programmable interval
(paired-pulse TMS), or patterned stimulation (for a pre-
cise classification see Rossi et al., 2009). When multiple
TMS stimuli are delivered in trains, conventional and
patterned protocols of repetitive stimulation can be
used. For conventional protocols, the term repetitive
TMS (TMYS) is used universally. Patterned rTMS refers
to a repetitive application of short rTMS bursts with a
high inner frequency that is separated by short pauses
with no stimulation. To date, theta-burst stimulation
(TBS) has been the most commonly used method of pat-
terned rTMS (Huang et al., 2005). Recently, quadripulse
stimulation (QPS) has been become a patterned rTMS
procedure (Hamada et al., 2008).

For the tES technique (see Chapter 27), the stimula-
tion involves the application of weak electric currents
directly to the scalp through a pair of electrodes. These
currents generate an electrical field over the brain that
modulates the neuronal activity according to the modal-
ity of the application, which can be direct (anodal or cath-
odal transcranial direct current stimulation, tDCS),
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Table 56.1
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Summary of the noninvasive brain stimulation techniques mentioned in the text and their main features

NIBS technique Advantages Disadvantages Application Relevant references
spTMS Good spatial and High cost. Limitations All areas of cognition. Rossi et al., 2009;
excellent temporal to stimulation of Neurophysiological Sandrini et al., 2011
resolution. Direct superficial areas of evaluation of
evaluation of motor the brain motor corticospinal
and visual cortical pathways. Mental
excitability chronometry
Online rTMS Good spatial and High cost. Limitations All areas of cognition.
temporal resolution. to stimulation of Working on signal
It covers a larger time superficial areas of versus noise
window (versus the brain. Possible modulation.
spTMS), allowing undesired short- Working under the
evaluation of the and long-term state-dependency
online involvement of neuromodulatory hypothesis.
the stimulated area. It effects. Noisy. Can Working under the
modulates neuronal induce involuntary entrainment
activity during the muscle movements. hypothesis
execution of a specific No good sham
task. Short- and long- condition. Safety
term neuromodulatory concerns
effects
tDCS Painless. Reliable sham Poor spatial and All areas of cognition. Nitsche et al., 2008;
condition with no scalp temporal resolution. In association with Nitsche and
sensations. Low risk of Stimulation of large cognitive training Paulus, 2011
adverse effects and part of the brain. (rehabilitation)
seizure induction. Concurrent
Modulates neuronal modulation of area
activity during under reference
execution of a specific electrode
task. Low cost
tACS Does not have the Poor spatial and Zaghi et al., 2010;
polarity constraints of temporal resolution. Paulus, 2011
tDCS. Reliable sham Stimulation of large
condition with no scalp part of the brain. At
sensations. Can certain frequencies
stimulate at a specific induction of (retinal)
frequency. Low risk of phosphenes that can
adverse effects and interfere with task
seizure induction. execution
Low cost
tRNS Does not have the Poor spatial and Terney et al., 2008;

polarity constraints of
tDCS. Reliable sham
condition with no scalp
sensations. Low risk of
adverse effects and
seizure induction.
Low cost

temporal resolution.
Stimulation of large
part of the brain.
Unclear physiological
effects

Fertonani et al.,
2011

This table is not exhaustive; refer to main text for further details.
rTMS, repetitive transcranial magnetic stimulation; spTMS, single-pulse transcranial magnetic stimulation; tACS, transcranial alternating current
stimulation; tDCS, transcranial direct current stimulation; tRNS, transcranial random noise stimulation.
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alternating (transcranial alternating current stimulation,
tACS), or random noise (transcranial random noise stim-
ulation, tRNS). It has been shown that during tDCS the
neurons respond by altering their firing rates (i.e., cath-
odal stimulation reduces spontaneous neuronal firing
rates), whereas the anodal tDCS exerts the opposite
effect (Creutzfeldt et al., 1962; Bindman et al., 1964;
Nitsche and Paulus, 2000) (see Table 56.1).

Therefore, NIBS techniques affect neuronal ex-
citation through different mechanisms. TMS induces
a current that elicits action potentials in neurons i.e.,
neurostimulation (Ruohonen, 2003). In contrast, tES
(i.e., tDCS) induces polarization that is too weak to elicit
action potentials in cortical neurons i.e., neuromodula-
tion. However, tES effectively modifies the evoked cor-
tical response to afferent stimulation, as well as the
postsynaptic activity of cortical neurons, by inducing a
shift in the intrinsic neuronal excitability, as demon-
strated by tDCS studies in animals (Bindman et al,
1962, 1964; Purpura and McMurtry, 1965; Bindman
et al.,, 1979). Despite this difference, both techniques
induce effects at the cerebral level that are comparable
in many respects, as supported by empirical evidence.
For example, changes induced by a single application
of r'TMS or tDCS are reversible, last from a few seconds
to more than 1 hour, and are dependent upon similar neu-
rophysiological mechanisms (Ziemann et al., 1998a, b;
Liebetanz et al., 2002; Nitsche et al., 2003; Fitzgerald
et al., 2005; Ridding and Ziemann, 2010).

In general, in the cognitive domain the final effects
induced by NIBS depend on the technical parameters used
during stimulation (e.g., intensity of stimulation, coil ori-
entation, site of reference electrode, current flow direc-
tion, focality and depth of stimulation, duration and
frequency of stimulation, and time of application), as well
as the possible interactions between these factors (for a
recent review on the methodological aspects of NIBS in
cognitive neuroscience see Sandrini et al., 2011). The
effects also depend on several variables related to the stim-
ulated subject, including age, eventual treatments, and the
cognitive state of the subject (Silvanto et al., 2008b; Landi
and Rossini, 2009; Miniussi et al, 2010; Nitsche and
Paulus, 2011). This basic information and the selection
of opportune parameters are essential for planning NIBS
studies. Nevertheless, the mechanisms of action of NIBS
as they relate to cognition remain unclear. Moreover, in
the context of cognitive neuroscience, a theoretical frame-
work is also needed to interpret the NIBS-induced behav-
ioral effects beyond what has been possible with the simple
perturbation approaches utilized thus far.

This chapter aims to present possible frameworks for a
NIBS approach that could provide more information about
the mechanisms of human brain function beyond what can
be gained from the perturbation-localization method alone.

TRANSCRANIAL MAGNETIC
STIMULATION

Understanding the effects of TMS in relation to cogni-
tion remains a challenge. The main idea, which has per-
sisted over different theoretical frameworks for
25 years, is that if area X is involved in cognitive process
Y, the perturbation of the activity of area X will result in
altered performance in process Y. In this sense, TMS
overcomes the fundamental limits of the correlative
approaches of other imaging techniques, such as func-
tional magnetic resonance imaging (fMRI), positron
emission tomography (PET), and electroencephalogra-
phy (EEG), and provides an opportunity to test causal
relationships between brain and cognition noninvasively.

The first step in reading cognition from TMS is to
establish the role of different TMS parameters (e.g.,
intensity, protocol type, frequency) on behavioral and
physiological outcomes. As an example, for the motor
cortex, low frequencies (<1 Hz) in a TMS protocol lead
to a reduction in cortical excitability, whereas high fre-
quencies (>5 Hz) produce an opposite pattern of results
(Fitzgerald et al., 2006; Rothkegel et al., 2010). This
physiological evidence was directly translated to cogni-
tion based on the assumption that the suppression of cor-
tical excitability impairs performance; however, this
statement lacks adequate experimental support (see
Sandrini et al., 2011, p. 521).

Virtual lesion hypothesis

The first hypothesis concerning TMS application was that
of the “virtual lesion” (Walsh and Cowey, 1998; Pascual-
Leone et al., 1999). Under this framework, TMS made it
possible to study the functional role of a target brain area
without any confounding factors typical of lesions in
patients (e.g., compensation mechanisms, diaschisis,
and dimension of the lesion). Similarly, TMS was consid-
ered to be able to induce transitory and reversible lesions
in normal subjects. Since its initial application in cognitive
neuroscience (Amassian et al., 1989), TMS has been used
successfully to test the putative roles of many areas in
regard to different types of cognitive task, such as visual
awareness, language, crossmodal perception, memory,
attention, and motor or mathematical cognition (for a
review see other chapters in this section). The term local-
ization approach usually refers to this approach, and
implies the possibility of ascertaining where cognition
occurs in the brain. In this sense, TMS borrowed experi-
mental hypotheses from neuropsychology (patients with
lesions) and, after extensive testing, proved most of them.
Therefore, TMS and the virtual lesion hypothesis offered
the possibility to produce final, ultimate confirmations
for many previous hypotheses.
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TMS has also been employed to study when a cogni-
tive event occurs. Mental chronometry has been applied
to perceptual (Seyal et al., 1992; Corthout et al., 1999a, b)
or higher-order cognitive processes (Ashbridge et al.,
1997; Mottaghy et al., 2003; Kahn et al., 2005; Harris
et al., 2008a; Ruzzoli et al., 2011b). In this sense, spTMS
is more appropriate because it exploits the high temporal
resolution of the machine, which is on the order of mil-
liseconds. Mental chronometry has been useful in defin-
ing the temporal activation of singular brain areas and
also in ascertaining the relative roles of different areas
in the same cognitive process. For example, Laycock
et al. (2007) reviewed the critical time windows for the
inhibition of motion processing for visual cortices i.e.,
V1and V5/Mt stimulation. The latter showed a double
time window of activation, i.e., a late period between
100 and 150 ms and an early activation prior to the onset
of motion (from—30 to 30 ms). The authors proposed
two hypotheses to explain the controversial early acti-
vation: a direct antidromic TMS interference with the
lateral geniculate nucleus of thalamus or, alternatively,
a disruption of the attention mechanism of expectation.
Finally, V1has been found to play a fundamental role in
motion processing between 90 and 200 ms (Laycock
et al., 2007; see also Stevens et al., 2009).

Signal versus noise

Although it is simple and direct, the virtual lesion
hypothesis is only metaphor because the functional
mechanism of TMS remains unclear (Miniussi et al.,
2010). The virtual lesion hypothesis addresses the impair-
ment of performance (concerning behavioral data); how-
ever, existing evidence does not support this aspect of
the hypothesis (e.g., Topper et al., 1998; Cappa et al.,
2002; Grosbras and Paus, 2003). Furthermore, it is not
clear how the “virtual lesion” is generated. It is possible
that TMS suppresses the relevant signal or induces (ran-
dom) neural noise in the stimulated area; both mecha-
nisms would impair performance but would do so
through completely different mechanisms of action
(Miniussi et al., 2010; Ruzzoli et al., 2010). Following this
reasoning, Harris et al. (2008b) applied spTMS to the pri-
mary visual cortex during a Gabor orientation discrimi-
nation task. Consistent with the psychophysical model of
their hypotheses (threshold versus noise function), they
found that TMS significantly decreased the strength of
the visual signal. In contrast, Ruzzoli et al. (2010) applied
rTMS (15 Hz) to the V5/Mt during a motion direction
discrimination task using a random-dot kinematogram;
they found that TMS increased the neural noise. How-
ever, when spTMS was employed in the same cortical
area (V5/Mt) during the same task (motion direction dis-
crimination), the results indicated a signal reduction

(Ruzzoliet al., 2011a). It is important to note that the par-
adigms adopted in the studies cited above are distinct
(spTMS versus rTMS); this difference may explain the
opposing results. Indeed, whereas spTMS might affect
a limited population of neurons, it is likely that rTMS
activates a larger population, most of which are irrele-
vant for the execution of the task through temporal sum-
mation effects, and that the resulting noise is generated
from a nonlinear interaction with the ongoing neural
activity (Ruzzoli et al., 2011a). Thus, from a physiologi-
cal standpoint, the effects of a series of pulses might be
different from the effect of a single pulse. Repetitive
stimulation is characterized by a train of pulses dis-
charged in a brief time whose length is dictated by fre-
quency; therefore, rTMS might influence the neural
synchronization within and between cortical areas
involved in the execution of the task (Allen et al,
2007; Pasley et al., 2009).

Forward progress from the virtual lesion metaphor
to the definition of the precise mechanisms of action
(signal suppression or noise generation) made it possible
to test new hypotheses and to refresh the prospec-
tive applications of TMS. TMS essentially introduces
activity by depolarizing neurons (Ruohonen, 2003);
therefore, its signal suppression and induction of neural
noise are counterintuitive. Physiologically, TMS might
decrease the signal strength by altering TMS-induced
membrane permeability. Alternatively, would be possi-
ble to achieve the same result if TMS enhances inhibitory
v-aminobutyric acid (GABA)ergic activity or reduces
facilitatory glutamatergic activity (Moliadze et al,
2003; Mantovani et al., 2006; Yue et al., 2009). TMS
may also induce a temporary saturation of neuronal
function that leads to a loss of the information encoded
by the activity of the affected neurons. In contrast, the
effects of TMS can be considered to represent the intro-
duction of neural noise, as TMS-induced neural activity
is induced artificially and does not occur naturally in the
system. Thus, TMS could modify the activity of a system
by altering the information carried by a precise induced
neural firing pattern. This effect could be interpreted as
the generation of neural activity (noise) by TMS with
respect to the relevant information carried by the stimu-
lated area (signal).

One of the limits of the virtual lesion hypothesis is
that it postulates only the impairment of performance;
any positive results were addressed as a “paradoxical
effect.” With the neural noise generation hypothesis, it
is easy to explain either output because noise can be con-
sidered to be the major source of variability, which
results in the impairment of performance. However, in
nonlinear systems, information can be better processed
within an optimal level of noise, as suggested by the con-
cept of stochastic resonance (Moss et al., 2004; Miniussi
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et al., 2010; Ruzzoli et al., 2010; Schwarzkopf et al.,
2011), wherein the induced noisy activity might be syn-
chronized with the ongoing relevant signal (Stein et al.,
2005; Ermentrout et al., 2008). It is worth noting that
experimental evidence supporting the noise generation
hypothesis has been provided only by rTMS studies
(Ruzzoli et al., 2010; Schwarzkopf et al., 2011).

Pedestal effect

An alternative explanation for both negative and positive
results in TMS studies is provided by psychophysiology
(Crowder et al., 2006; Solomon, 2009) and the so-called
pedestal effect. Indeed, the dipper function (which plots
signal strength against the just noticeable difference.
JND) is characterized by an initial (at weak stimulus
intensity) “dip” where the JND decreases as the stimulus
strength increases (indicating better performance).
As described by Weber’s law, when a strong input occurs
the JND increases as the stimulus strength increases.
This alternative hypothesis has been directly tested in
visual perception (Abrahamyan et al., 2011), where
spTMS (note that a single-pulse paradigm was utilized
here) was applied at different intensities over V1to mea-
sure concurrently the threshold for plaid detection in a
two-interval forced-choice study. It was found that, at
intensities below the phosphene threshold (weak signal),
TMS significantly improved the performance in com-
parison with the control condition, but only for contralat-
eral stimuli. The study also confirmed a well known
effect in vision studies: higher TMS intensity (above
the phosphene threshold) increases visual threshold
(Abrahamyan et al., 2011). Therefore, TMS would act
as a “pedestal” when applied at a low intensity and pri-
marily affect the signal strength as a function of stimu-
lation intensity, with high intensity strengthening the
signal and low intensity reducing it. In apparent contrast,
stochastic resonance and the pedestal effect might share
the same mechanism, as suggested by the finding that the
pedestal effect is reduced in the presence of weak noise
(Goris et al., 2008).

State dependency

As described above, we cannot deduce pure TMS-
induced effects, because the target brain area and its
functional state must always be kept in consideration.
The state dependency argument was first explicitly artic-
ulated in the TMS field by Silvanto and Muggleton
(2008) (see also Sack and Linden, 2003; Silvanto et al.,
2008b), but its origins are well known (Sherrington,
1910). Importantly, the effects of TMS are proportional
to the level of neuronal activation during the application
of the stimulus (Epstein and Rothwell, 2003). In the
motor system, the amplitude of the motor evoked

potential can be increased by the voluntary contraction
of the target muscle (Rothwell et al., 1987). According
to state dependency, TMS will affect the less active neu-
rons within the stimulated area. Silvanto et al. (2007)
adapted subjects to a red/green screen. After 30 seconds,
the delivery of a spTMS over the occipital cortex elicited
phosphenes that took on the same color of the adapting
stimulus. Similarly, adaptation to a motion translation
direction allowed TMS to facilitate the detection of
motion in the adapted direction while impairing the
detection of motion in the opposite direction (Silvanto
et al., 2008a). State dependency has been tested and val-
idated under different experimental protocols (i.e.,
priming or adaptation) and for different brain areas
(Cattaneo et al., 2008, 2009, 2010).

Despite the amount of data that converge to support
state dependency, we prefer not to label state depen-
dency as a hypothesis because it does not provide an
explicit mechanism of how TMS affects cognition. How-
ever, we do consider that the functional state of a given
area (mostly determined by the task manipulation) is
extremely important in interpreting the TMS data (and
is too frequently ignored in the TMS literature, as sug-
gested by Silvanto et al., 2008b), because it allows us
to discriminate between neural populations within a sin-
gle cerebral area based on their functionality. These find-
ings suggest that the effects are sensitive to changes in
the cortical state, which raises the intriguing possibility
that the administration of TMS (and also tES) while a
subject performs a behavioral task may permit specific
circuitry to be targeted.

Entrainment

The final and more recent application of TMS is known
as the entrainment hypothesis (Thut and Miniussi, 2009).
Oscillation frequencies are often linked to different cog-
nitive statuses (Varela et al., 2001; Buzsaki and Draguhn,
2004; Canolty and Knight, 2010). For example, the alpha
frequency (8-14 Hz) is associated with visual attention,
orientation, and perception (Worden et al., 2000; Thut
et al., 2006). The hypothesis is that a rhythmic external
force (TMS) can perturb the frequency of the system.
Therefore, according to the entrainment hypothesis,
rhythmic brain stimulation (i.e., a repetitive paradigm)
might induce the same rhythm in the brain.

This hypothesis was derived from evidence that
alpha-band oscillation at the occipital—parietal location
increases and decreases ipsilateral and contralateral to
the visual attended side, respectively (Sauseng et al.,
2005; Thut et al., 2006; Foxe and Snyder, 2011). Further-
more, alpha power has been found to be inversely corre-
lated with perceptual outcome, which means that a
greater alpha-band activity prior to target presentation
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results in worse visual detection (Thut et al., 2006). How-
ever, whether alpha power modulation is just an epiphe-
nomenon or actually has functional relevance is a matter
of debate. Romei et al. (2010) aimed to evaluate the alpha
power modulation using TMS; they applied rhythmic
TMS (10, 20, and 5 Hz) to the parietal-occipital cortex
just before a peripheral visual target presentation. They
asked the participant to press a button only when the
stimulus could be perceived. They found that 10-Hz
(alpha-band) rTMS selectively impaired the perfor-
mance for stimuli applied contralaterally to TMS and
improved the performance for stimuli presented ipsilat-
erally; the effect was specific for 10-Hz TMS (versus 20
or 5 Hz). This result strongly suggests a functional role
for the alpha frequency in visual attentional bias and the
possibility to induce a specific frequency by externally
employing brain stimulation (Romei et al., 2010). More
recently, Thut et al. (2011b) directly tested the entrain-
ment hypothesis by means of a concurrent EEG-TMS
experiment, where they first determined the source of
the parietal-occipital attention to be alpha modulation
and calculated the individual alpha frequency (magneto-
encephalography (MEG) study), after which they applied
rTMS at the individual alpha power while recording the
EEG activity at rest. The results confirmed the three pre-
dictions of the entrainment hypothesis: the induction of
a specific frequency after TMS, the enhancement of
oscillation during TMS stimulation because of synchro-
nization, and a phase alignment of the induced fre-
quency and the ongoing activity (Thut et al., 2011b).
Because of the entrainment hypothesis, the theoreti-
cal framework regarding interpretation of TMS data
has changed again. The hypothesis makes clear predic-
tions, mainly regarding repetitive TMS paradigms (fre-
quency engagement), but also argues the possibility of
inducing phase resetting via spTMS (Thut et al., 2011la;
Veniero et al., 2011). This new hypothesis completely
overcomes the localization approach and is conducive
to gaining knowledge about sow the brain works rather
than where a single process takes place. In this sense, the
TMS is likely the best available method to test a renewed
topic in neuroscience: the role of brain oscillations.

Brain networks

In conjunction with other imaging techniques (fMRI,
EEG, PET, MEG), TMS has also been utilized to test
brain networks, i.e., the functional effects of a given
area on distal locations during a specific task. This mul-
timodal imaging approach (Siebner et al., 2009; Miniussi
and Thut, 2010) permits the assessment of the local
impact of TMS on neural processing by means of objec-
tive measures of cortical reactivity (over the directly tar-
geted area). Moreover, it provides an assessment of the

remote effects of TMS (on neural processing in distal
brain regions). Importantly, local activation by a mag-
netic pulse is expected to spread to anatomically or func-
tionally connected areas that can be simultaneously
traced by fMRI, PET, or multichannel EEG recording.
Because the brain operates through flexible and interac-
tive distributed networks, we expect that the modifica-
tion of a node of the network affects the entire
network. If brain stimulation is applied when the system
is in a given functional state, it will expose the corticocor-
tical network that is interconnected with the target area
at time of TMS and, eventually, how that network can be
modified by a specific state (Massimini et al., 2005).

However, understanding how different brain areas
are interconnected does not tell us how those areas
interact to sustain perception or cognition. Recently,
TMS-EEG coregistration has been used to test connec-
tivity. Morishima et al. (2009) hypothesized that the stim-
ulation of the prefrontal areas of the attentional network
would induce the spread of current toward the anatom-
ically connected posterior regions, and that the direction
and amount of the current spread could be modulated
depending on the functional status of the neural network,
which is determined by the task being performed by the
subjects. During cued attention to visual features, TMS
of the frontal eye field induced activity in different poste-
rior visual areas depending on the specific nature of the
feature (Morishima et al., 2009). Moreover, the TMS—
EEG coregistration approach used by Morishima et al.
(2009) provided additional information about the
interplay between the prefrontal and posterior areas.
The TMS effects occurred between 20 and 40 ms after
the pulse, which suggests that they were not the result
of rerouting via other areas but that there was a direct cor-
ticocortical signal transmission from frontal to posterior
regions. The main strength of this approach is the ability
to perform real-time measurements of whole-brain activ-
ity changes while subjects are performing a task during
which specific areas of the network are stimulated concur-
rently, which yields functional segregation from the sur-
rounding areas.

TRANSCRANIAL ELECTRICAL
STIMULATION

As previously reported, tES does not induce action
potentials but rather modulates neuronal response
thresholds. This change in the neuronal threshold results
from a change in membrane permeability (Licbetanz
et al., 2002) that influences the response of the task-
related network. Therefore, the network is modulated
by tES and by the task carried by the subject. It is impor-
tant to understand the mechanism underlying this type
of stimulation, which, in contrast to TMS, is a constant
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stimulation. Constant stimulation can induce neurophys-
iological homeostasis, which serves to maintain neural
activity within a normal functional range (Siebner
et al, 2004). This type of mechanism could alter the
final effect of the stimulation in terms of excitatory or
inhibitory responses of the stimulated area. Therefore, it
is not necessarily true that anodal stimulation indicates
behavioral facilitation and cathodal stimulation indi-
cates behavioral inhibition, although the effects should
once again be considered in the context of a complex
framework.

Transcranial direct current stimulation

It has been shown that the effects of tDCS are induced by
membrane depolarization (anodal) and hyperpolariza-
tion (cathodal) (Liebetanz et al., 2003). Therefore, tDCS
may “prime” the system by increasing or decreasing the
excitability of the system, or by decreasing or increasing
the threshold response. However, these observations are
based mainly on the motor system (Nitsche et al., 2008),
and the effects on behavior are often not a clearcut
with anodal stimulation inducing facilitation, and cath-
odal stimulation inducing inhibition (for a review see
Nitsche et al., 2008; Nitsche and Paulus, 2011).

The use of tDCS in cognitive neuroscience is still con-
sidered to be in its infancy. From a methodological per-
spective, most general concerns for TMS are valid for
tDCS, with some exceptions. tDCS does not induce
depolarization and therefore will not induce the firing
of neurons that are not near threshold; this means that
neurons not engaged in the task are less likely to dis-
charge. Therefore, tDCS-induced effects are more likely
to be sensitive to the state of the network or to that of the
stimulated area, which suggests that, if tDCS is applied
during task execution, a specific circuitry can be tar-
geted (e.g., the circuitry modulated by the task or task-
related network). The spatial and temporal resolution
of the tDCS effects are reduced compared with TMS,
but this drawback may be overcome by the application
discussed above; the threshold of activation or deactiva-
tion for a task-related network will be modulated than
that of other networks by tDCS unless the signal in
that network is strong enough to produce a univocal
response. Therefore, tES would act as a “pedestal” for
the network signal strength when stimulation is applied
anodally, thereby strengthening it. Alternatively, tES
would reduce the signal strength when stimulation is
applied cathodally. Facilitative behavioral effects have
been highlighted in regard to working memory (Fregni
et al.,, 2005; Ohn et al., 2008), pitch memory (Vines
et al., 20006), perception (Antal et al., 2004), and lan-
guage (Iyer et al., 2005; Sparing et al., 2008). For exam-
ple, Fertonani et al. (2010) explored the effects of tDCS

on a picture-naming language task and found that
anodal tDCS applied to the left dorsolateral prefrontal
cortex improved naming performance, which suggests
that anodal tDCS over the prefrontal cortex increased
the signal intensity.

Transcranial random noise stimulation

tRNS involves the application of a random electrical
oscillation spectrum over the cortex. tRNS can be
applied in three frequency ranges: the entire spectrum
from 0.1 to 640 Hz, in the low band (0.1-100 Hz), or in
the high band (101-640 Hz). This technique is newer
than other tES applications; therefore, speculation about
its possible mechanisms of action in cognition is rare
to date.

Terney et al. (2008) recently showed that 10 minutes
of tRNS on the motor cortex at high frequency is able
positively to modulate cortical excitability (i.e., increase
the amplitude of motor evoked potentials) in a manner
that persists after the conclusion of stimulation. Behav-
ioral improvement in a motor learning task also resulted
from the application of the entire frequency spectrum
(Terney et al., 2008). In a recent study, Fertonani et al.
(2011) applied tRNS to the visual system and compared
the high-/low-frequency bands with other tES techniques
(anodal/cathodal tDCS). High-frequency tRNS on the
visual cortex of healthy subjects during a visual percep-
tual learning task was found to improve performance
significantly more than anodal tDCS, which was previ-
ously thought to be the best method to modulate behav-
ior positively. The authors suggested that the mechanism
of action of tRNS might be based on the repeated sub-
threshold stimulations that prevent homeostasis of the
system (Fertonani et al., 2011). This effect might poten-
tiate the activity of the neural populations involved in a
task and in turn facilitate brain plasticity by strengthen-
ing the synaptic transmission between neurons. Because
tRNS is a repetitive, random, and subthreshold stimula-
tion, it has been hypothesized that tRNS will induce the
direct temporal summation of neural activity because
the time constant of a neuron is sufficiently long to per-
mit the summation of two stimuli presented in close suc-
cession (Fertonani et al., 2011). Thus, the mechanisms of
action of tRNS might be based on repeated subthreshold
stimulations that collectively prevent the homeostasis of
the system (Fertonani et al., 2011).

The effects of tRNS may also be explained in the
context of the stochastic resonance phenomenon (e.g.,
Miniussi et al., 2010); tRNS is, by definition, a stimula-
tion that induces nonfinalized random activity in the sys-
tem (i.e., noise). The presence of neuronal noise might
enhance the sensitivity of the neurons to a given range
of weak inputs (the neurons with the same directionality
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as the signal), thereby introducing a functionally useful
noise to the signal and increasing the signal. Therefore,
the effect of tRNS on neuronal activity may not just be
the random addition of noise. Nevertheless, even if the
term “random noise stimulation” can evoke such an
explanation, no data currently allow us to draw a more
concrete explanation within this framework.

Transcranial alternating current stimulation

A different hypothetical consideration should be drawn
for tACS, even though it is still potentially considered
within the “modulation” framework of tES. Electrical
brain activity is characterized by oscillations, which
are widely believed to play a functional role in various
cognitive functions, such as perception, attention,
memory, and motor behavior (Buzsaki and Draguhn,
2004; see also the section on Entrainment). In the last
several decades, there has been a growing consensus
that neuronal oscillations play a fundamental role in
brain operation and that an understanding of neuronal
oscillations is essential to understand brain functions
(Schroeder and Lakatos, 2009). Like rTMS, a new
theory concerning tACS effects suggests that brain
stimulation techniques can modulate ongoing neuronal
activity and related behavior by inducing specific
brain oscillations (Schurmann et al., 2001). We can the-
oretically predict that this mechanism will produce a
frequency “entrainment” in the stimulated cortical
region or in the connected areas during a prolonged
stimulation (Thut and Miniussi, 2009; Thut et al.,
2011a, b). Using tACS (as for rTMS), it is possible to
deliver an oscillatory current to the cortex in a
frequency-specific manner to induce a particular oscil-
latory entrainment (Kanai et al., 2008).

Antal and colleagues (2008) were the first to apply
tACS over the primary motor area with the objective
of specifically influencing brain oscillations. Stimulation
was applied at different frequencies (1-45 Hz) during an
implicit motor learning task, and a significant improve-
ment in performance was observed after only 7 minutes
of 10-Hz stimulation. Using tACS, Kanai et al. (2008)
(see also Zaehle et al., 2010) reported that occipital stim-
ulation most effectively induced phosphenes when
applied at the alpha frequency in darkness; in contrast,
the beta frequency was more effective in the light. In
support of a causal role for sleep slow waves in memory
consolidation, Marshall et al. (2006) observed that the
induction of slow-wave frequencies during sleep
enhances memory consolidation. In this respect, the
so-called rhythmic approach (Thut and Miniussi, 2009;
Miniussi et al., 2012) refers to the possibility of investi-
gating how tACS interacts with oscillatory brain activity.
Therefore, the confirmation that tACS can entrain

cortical oscillations will demonstrate a causal relation-
ship between brain oscillations and cognition (Thut
and Miniussi, 2009).

Thus, we can assume that the effects of tES may
potentiate the activity of neural populations involved
in tasks that facilitate brain plasticity by strengthening
synaptic communication\transmissions between neu-
rons. Specifically, the modulation of the efficacy of syn-
aptic transmission can alter excitability and activity in
definite cortical networks that are specifically activated
by the execution of the task; these changes correspond to
an adjustment of the threshold response that correlates
with cognitive plasticity at the behavioral level.

FUTURE DIRECTIONS: COGNITIVE
NEUROREHABILITATION AND
NONINVASIVE BRAIN STIMULATION

The use of NIBS to study and treat dysfunctions in psy-
chiatric, stroke, and neurodegenerative patients has
received much attention recently (see section above on
therapeutic uses). In the cognitive domain, several stud-
ies (for a review see Miniussi et al., 2008) have shown
improved behavioral performance in many cognitive
tasks. For example, when rTMS was used in stimulation
therapy, naming improvements were observed in
patients with chronic vascular aphasia (for a review
see Cotelli et al., 2011b), primary progressive aphasia
(Finocchiaro et al., 2006), and Alzheimer’s disease
(Cotelli et al., 2011a). Increased attentional performance
in patients with unilateral neglect associated with stroke
was also found (for a review see Hesse et al., 2011).
Furthermore, tDCS has demonstrated the same
potential as rTMS (see section above on therapeutic
uses). Previous studies have shown that excitatory
anodal tDCS in normal adults (Iyer et al., 2005; Floel
et al., 2008; Sparing et al., 2008; Fertonani et al., 2010)
and patients with aphasia (Baker et al., 2010; Cotelli
et al., 2011b; Fiori et al., 2011; Fridriksson et al., 2011)
enhances language performance. Recently, it has also
been shown that a single tDCS session can ameliorate
visuospatial attention deficits in stroke patients suffer-
ing from neglect (Sparing et al., 2009) and “partially
restore” memory in patients with Alzheimer’s disease
(for a review see Boggio et al., 2011; Cotelli et al., 2012).
The mechanisms of action that we have described thus
far were observed in healthy subjects but can be easily tested
in patients. For example, possible mechanisms to support
NIBS-induced cerebral plasticity have been proposed: both
long-term potentiation and its opposite, long-term
depression, have been postulated to underlie the effects
of NIBS on cortical activity (Cooke and Bliss, 2006;
Thickbroom, 2007; Ziemann and Siebner, 2008). In addi-
tion to these notions, information is available on the
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molecular and genetic aspects of NIBS-induced plasticity
(Kleim et al., 2006; Zanardini et al., 2006; Zhang et al.,
2007; Fritsch et al., 2010). Furthermore, functional and
effective connectivity analysis can be employed to test
dynamic brain reorganization in patients (Grefkes and
Fink, 2011) and after NIBS application (Venkatakrishnan
and Sandrini, 2012).

It is generally considered that the induction
of changes in cortical excitability via brain stimulation
leads to the reorganization of the functional network
responsible for the impaired cognitive function. This
reorganization might include the recruitment of com-
pensatory networks, including contralateral homologous
cortical regions, an additional recruitment of perile-
sional suboptimally functioning areas, or both. The reor-
ganization might also represent an induced change in
the balance of cortical-subcortical activity (Rushmore
and Payne, 2003) or in the balance of activities in differ-
ent neuroanatomical-behavioral networks (see Miniussi
and Rossini, 2011).

Determining whether these NIBS techniques are use-
ful for improving deficits in the cognitive domain will be
a key goal of future research in the field of cognitive
rehabilitation (Miniussi and Vallar, 2011).

The neural effects of NIBS protocols have the poten-
tial to offer important insights into the mechanisms that
underlie the remarkable flexibility of the central nervous
system, and they will help to test neurocognitive theories
of the behavior—brain relationship. The opportunity to
influence brain activity directly in a clear theoretical
framework raises exciting possibilities for basic and clin-
ical cognitive neuroscience research.
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