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ABSTRACT

Wikipedia is a multilingual encyclopedia written collaboratively by vol-
unteers online, and it is now the largest, most visited encyclopedia in
existence. Wikipedia has arisen through the self-organized collabora-
tion of contributors, and since its launch in January 2001, its potential
as a research resource has become apparent to scientists, its appeal lying
in the fact that it strikes a middle ground between accurate, manually
created, limited-coverage resources, and noisy knowledge mined from
the web. For this reason, Wikipedia’s content has been exploited for a
variety of applications: to build knowledge bases, to study interactions
between users on the Internet, and to investigate social and cultural
issues such as gender bias in history, or the spreading of information.

Similarly to what happened for the Web at large, a structure has
emerged from the collaborative creation of Wikipedia: its articles con-
tain hundreds of millions of links. In Wikipedia parlance, these internal
links are called wikilinks. These connections explain the topics being
covered in articles and provide a way to navigate between different
subjects, contextualizing the information, and making additional infor-
mation available.

In this thesis, we argue that the information contained in the link struc-
ture of Wikipedia can be harnessed to gain useful insights by extracting
it with dedicated algorithms. More prosaically, in this thesis, we explore
the link structure of Wikipedia with new methods.

In the first part, we discuss in depth the characteristics of Wikipedia,
and we describe the process and challenges we have faced to extract
the network of links. Since Wikipedia is available in several language
editions and its entire edition history is publicly available, we have
extracted the wikilink network at various points in time, and we have
performed data integration to improve its quality.

In the second part, we show that the wikilink network can be effectively
used to find the most relevant pages related to an article provided
by the user. We introduce a novel algorithm, called CycleRank, that
takes advantage of the link structure of Wikipedia considering cycles
of links, thus giving weight to both incoming and outgoing connections,
to produce a ranking of articles with respect to an article chosen by
the user.

In the last part, we explore applications of CycleRank. First, we de-
scribe the ENGINEROOM EU project, where we faced the challenge to



find which were the most relevant Wikipedia pages connected to the
Wikipedia article about the Internet. Finally, we present another contri-
bution using Wikipedia article accesses to estimate how the information
about diseases propagates.

In conclusion, with this thesis, we wanted to show that browsing Wi-
kipedia’s wikilinks is not only fascinating and serendipitous', but it
is an effective way to extract useful information that is latent in the
user-generated encyclopedia.

1 https://xked.com/214/
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INTRODUCTION

At a first look, the brain, a knowledge base, and the Garden of Eden do
not seem to have anything in common. However, it can be argued that
in all these metaphorical places, knowledge is encoded in the structure
of a graph. A graph is a structure composed by a set of objects in
which some pairs of objects possess some given property. The objects
correspond to abstractions called nodes, vertices or points; and each of
the related pairs of vertices is called an edge, arc, or line.

For the brain, the concept of neural network is well-known since the late
XIXth century, and it is used as a practical tool in computer science
since the 1980’s [5]. In this model, individual neurons are the nodes of
the graph, and the synapses are the edges. In this context, the ability
of the brain of modifying the connections between neurons, called neu-
roplasticity, offers the insight that the structure of the connections in
a graph are fundamental for the encoding of knowledge in the graph
structure.

A knowledge base is a technology used to store information. Following
the Resource Description Framework (RDF) paradigm, a knowledge
base is a collection of statements of the form subject—predicate—object,
also known as triples. Nodes are resources in the knowledge base - either
subjects or objects - while edges encode the predicates.

Finally, in the Garden of Eden, the idea is literally present in the form
of Tree of the knowledge of good and evil, besides the fascination of the
fact that a tree is, in fact, a special and simple type of graph, more
profoundly the Tree can be described as an azis mundi, is that is the
point of connection between the divine and the mortals.

The idea that knowledge is contained or encoded in the relations among
entities, or in paths connecting nodes, is very ancient as well. In the Chi-
nese tradition of Taoism, the Tao or Dao - literally the “way”, “path”,
“route”, or “road” - encodes the natural order of the universe whose
character one0s human intuition must discern in order to realize the
potential for individual wisdom. This intuitive knowing of life cannot
be grasped as a concept; it is known through actual living experience
of one’s everyday being. In Buddhism, the Noble Fightfold Path is a
of Buddhist practices leading to nirvana and the liberation from from
suffering and ignorance.



In this thesis, we start from the grand idea that paths in graphs encode
some knowledge about the entities they connect and we present an
algorithm that we have devised to highlight these emergent truths. In
particular, we will use Wikipedia, the collaborative, web-based, free
encyclopedia as a general network of concept and we will show that it
is possible to extract new knowledge from this graph using dedicated
algorithms.

In the following, we will briefly introduce the main subjects of our
investigation namely: graphs and Wikipedia. We will also focus on the
Pagerank algorithm [6] as a prime example of an algorithm that can
extract knowledge, in particular in the form of scores, from the paths
in a graph.

Graphs are fundamental structures that can capture many real-world
phenomena. Graphs, also called networks, offer the foundation for mod-
eling a variety of situations in diverse domains such as describing re-
lations among individuals in social networks, organizational networks,
semantic relations among concepts in knowledge bases, food webs and
many others. The opportunity to investigate these domains is related
to the availability of data.

Several trends in the last decade have contributed new sources of data
in digital form: Web 2.0 and user-generated content, social media and,
more recently, Big Data and the Internet of Things (IoT). Data gen-
erated by users - e.g. in Wikipedia and in online social networks - are
usually augmented by the availability of metadata that are created com-
pletely automatically by sensors or without user interaction, such as the
stream of the web pages visited by a user. These data present challenges
related to their volume, the size of the datasets; velocity, the frequency
of update; and variety, the diversity of their sources and scope. This
phenomenon has been called the data deluge [7, 8]. To respond to this
new context, computer scientists have developed new tools specifically
designed to manage these new datasets.

Heterogeneous information networks are ubiquitous and form a critical
component of modern information infrastructure. Despite their preva-
lence in our world, researchers have only recently recognized the im-
portance of studying information networks as a whole. Hidden in these
networks are the answers to important questions. For example, is there
a collaborated plot behind a network intrusion, and how can a source
in communication networks be identified? How can a company derive a
complete view of its products at the retail level from interlinked social
communities? These questions are highly relevant to a new class of ana-
lytical applications that query and mine massive information networks
for pattern and knowledge discovery, data and information integration,
veracity analysis and deep understanding of the principles of informa-
tion networks.



From the beginning of the years 2000’s graphs have been extensively
employed to tackle new problems and explore new opportunities that
require the ability to process massive graphs. In this context many
modern applications use graphs as a data structure to provide ser-
vices such as suggesting friends on social networks, answer queries on
knowledge bases or modeling biological phenomena such as gene co-
activations. Since they describe real-world phenomena, these systems
and the graphs that model them can change over time.

Searching for information and knowledge inside networks, particularly
large networks with thousands of nodes is a complex and time-
consuming task. Unfortunately, the lack of a general analytical and
access platform makes sensible navigation and human comprehension
virtually impossible in large-scale networks. Fortunately, information
networks contains massive nodes and links associated with various
kinds of information. Knowledge about such networks is often hidden
in massive links in heterogeneous information networks but can be
uncovered by the development of sophisticated knowledge discovery
mechanisms.






Part I

GRAPHS FROM WIKIPEDIA

Wikipedia articles contain multiple links connecting a sub-
ject to other pages of the encyclopedia. In Wikipedia par-
lance, these links are called internal links or wikilinks. We
present a complete dataset of the network of internal Wiki-
pedia links for the 9 largest language editions. The dataset
contains yearly snapshots of the network and spans 17 years,
from the creation of Wikipedia in 2001 to March 1st, 2018.
While previous work has mostly focused on the complete
hyperlink graph which includes also links automatically gen-
erated by templates, we parsed each revision of each article
to track links appearing in the main text. In this way we ob-
tained a cleaner network, discarding more than half of the
links and representing all and only the links intentionally
added by editors. We describe in detail how the Wikipedia
dumps have been processed and the challenges we have en-
countered, including the need to handle special pages such
as redirects, i.e., alternative article titles. We present de-
scriptive statistics of several snapshots of this network. Fi-
nally, we propose several research opportunities that can be
explored using this new dataset.






—_

WIKILINKGRAPHS: A COMPLETE,
LONGITUDINAL AND
MULTI-LANGUAGE DATASET OF
THE WIKIPEDIA LINK
NETWORKS

Wikipedia' is probably the largest existing information repository,
built by thousands of volunteers who edit its articles from all around
the globe. As of March 2019, it is the fifth most visited website in
the world [9]. Almost 300k active users per month contribute to the
project [10], and more than 2.5 billion edits have been made. The
English version alone has more than 5.7 million articles and 46 million
pages and is edited on average by more than 128k active users every
month [11]. Wikipedia is usually a top search-result from search
engines [12] and research has shown that it is a first-stop source for
information of all kinds, including information about science [13, 14],
and medicine [15].

The value of Wikipedia does not only reside in its articles as separated
pieces of knowledge, but also in the links between them, which represent
connections between concepts and result in a huge conceptual network.
According to Wikipedia policies? [16], when a concept is relevant within
an article, the article should include a link to the page corresponding
to such concept [17]. Therefore, the network between articles may be
seen as a giant mind map, emerging from the links established by the
community. Such graph is not static but is continuously growing and
evolving, reflecting the endless collaborative process behind it.

The English Wikipedia includes over 163 million connections between
its articles. This huge graph has been exploited for many purposes,
from natural language processing [18] to artificial intelligence [19], from
Semantic Web technologies and knowledge bases [20] to complex net-
works [21], from controversy mapping [22] to human way-finding in
information networks [23].

https://www.wikipedia.org

In what follows, we will refer to the policies in force on the English-language edition
of Wikipedia; we will point out differences with local policies whenever they are
relevant.


https://www.wikipedia.org

This paper presents a new dataset, WIKILINK GRAPHS, that makes the
networks of internal links in the nine largest editions of Wikipedia avail-
able to researchers and editors, opening new opportunities for research.

Most previous work on the Wikipedia link graph relies on wikilink
data made accessible through the Wikipedia API® and through data-
base dumps? These data include also all transcluded links, i.e. links
automatically generated by templates defined in another page; tem-
plates typically add all possible links within a given group of articles,
producing big cliques and inflating the density of connections.

Inserting a template in Wikipedia merely amounts to writing a small
snippet of code, which in the final article is rendered as a collection
of links. Figure 1 shows a rendering of the navigation template
{{Computer science}}® from English Wikipedia, which produces
a table with 146 links to other articles within the encyclopedia.
Navigation templates are very general by design serve to group links
to multiple related articles. They are not specific to a given page: in
fact, the content of a template can be changed independently from
editing the pages where it is included.

We argue that considering only the links explicitly added by editors in
the text of the articles may provide a more trustful representation of
semantic relations between concepts, and result in a cleaner graph by
avoiding the cliques and other potential anomalous patterns generated
by transcluded links.

The aim of this work is to build a dataset of the graph of the specific
link between Wikipedia articles added by the editors. The WIKILINK-
GRAPHS dataset was created by parsing each article to extract its links,
leaving only the links intentionally added by editors; in this way, we dis-
carded over half of the overall links appearing in the rendered version
of the Wikipedia page.

Furthermore, we tracked the complete history of each article and of
each link within it, and generated a dynamic graph representing the
evolution of the network. Whilst the dataset we are presenting in this
paper consists of yearly snapshots, we have generated several support-
ing dataset as well, such as a large collection tracking the timestamp
in which each occurrence of a link was created or removed.

Redirects, i.e. special pages representing an alternative title for an ar-
ticle, are a known issue that was shown to affect previous research [24].
In our dataset, we tracked the redirects over time, and resolved all of
them according to the corresponding timestamp. The complete history
of all redirects is made available as well.

3 Hyperlinks in the current version of Wikipedia are available through the "Link"
property in the Wikipedia API: https://www.mediawiki.org/wiki/API

4 https://meta.wikimedia.org/wiki/Data_ dumps

5 https://en.wikipedia.org/wiki/Template:Computer__science
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The code used to generate the dataset is also entirely made available
on GitHub, so that anybody can replicate the process and compute the
wikilink graphs for other language editions and for future versions of
Wikipedia.

21 THE WIKILINKGRAPHS DATASET

This section describes how we processed the Wikipedia dumps of the
complete edit history to obtain the dataset.

2.1.1 DATA PROCESSING

The WIKILINKGRAPHS dataset was created from the full Wikipedia
revision history data dumps of March 1, 2018%, as published by the
Wikimedia Foundation, and hence includes all entire months from Jan-
uary 2001 to February 2018.

These XML dumps contain the full content of each Wikipedia page
for a given language edition, including encyclopedia articles, talk pages
and help pages. Pages are divided in different namespaces, that can
be recognized by the prefix appearing in the title of the page. The
encyclopedia articles are in the main namespace, also called namespace
0 or ns0. The content of the pages in Wikipedia is formatted with
Wikitext [25], a simplified syntax that is then rendered as HTML by
the MediaWiki software”. For each edit a new revision is created: the
dump contains all revisions for all pages that were not deleted.

Table 1 presents the compressed sizes for the XML dumps that have
been downloaded and the number of pages and revisions that have
been processed. We extracted all the article pages. This resulted in
40M articles being analyzed. In total, more than 1B revisions have
been processed to produce the WIKILINKGRAPHS dataset.

2.1.1.1 Link Extraction

Wikipedia articles have revisions, which represent versions of the Wiki-
text of the article at a specific time. Each modification of the page

All files under "All pages with complete edit history (.7z)" at https://dumps.
wikimedia.org/enwiki/20180301/. Wikipedia dumps are available up to 3 months
prior to the current date, so those specific dumps are not available anymore. How-
ever, any dump contains the whole Wikipedia history dating from 2001 onwards. So
our results can be replicated with any dump taken later than March 1st, 2018.
https://www.mediawiki.org
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size

lang (GB) files pages revisions
de 33.0 109 3,601,030 113,836,228
en 138.0 520 13,750,758 543,746,894
es 27.0 68 3,064,393 77,498,219
fr 26.0 95 3,445,121 99,434,840
it 91.0 61 2,141,524 68,567,721
nl 7.4 34 2,627,328 38,226,053
pl 15.0 34 1,685,796 38,906,341
ru 24.0 56 3,362,946 63,974,775
sV 9.0 1 6,139,194 35,035,976

Table 1: Statistics about the processed Wikipedia dumps: size of the
dowloaded files and number of processed pages and revisions for each
dump. (1) the Italian Wikipedia dumps were downloaded in .bz2 for-
mat.

(an edit in Wikipedia parlance) generates a new revision. Edits can be
made by anonymous or registered users.

A revision contains the wikitext of the article, which can have sections,
i.e. header titles. Sections are internally numbered by the MediaWiki
software from 0, the incipit section, onwards. As for HTML headers,
several section levels are available (sections, subsections, etc.); section
numbering does not distinguish between the different levels.

While a new visual, WYSIWYG editor has been made available in most
Wikipedia editions starting since June 2013 [26], the text of Wikipedia
pages is saved as Wikitext. In this simplified markup language, inter-
nal Wikipedia links have the following format [[title|anchor]]; for
example,

[[New York City|The Big Applel]

This wikitext is visualized as the words The Big Apple that gets trans-
lated into HTML as:

<a href="/wiki/New_York_City"
title="New York City">The Big Apple</a>

pointing to the Wikipedia article New York City. If the page exists,
as in this example, the link will be blue-colored, otherwise it will be
colored in red, indicating that the linked-to page does not exist [27].
The anchor is optional and, if it was omitted, then the page title, in
this case New York City, would have been visualized.

11



For each revision of each page in the Wikipedia dump, we used the
following regular expression in Python® to extract wilinks:

1 \[\L[
2 (?7P<1link>
3 [C\n\ NN N<A>\{\}] {0,256}

5 (7

6 \

7 (?P<anchor>
8 [P\ []*?
9 )

0 )7

1 \]\]

Line 1 matches two open brackets; then, Lines 2—4 capture the following
characters in a named group called 1ink. Lines 5—10 match the optional
anchor: Line 5 matches a pipe character, then Lines 6—8 match non-
greedily any valid character for an anchor saving them in a named
group called anchor. Finally, Line 10 matches two closed brackets. The
case of links pointing to a section of the article is handled a posteriori,
after the regular expression has captured its contents. When linking to
a section, the link text will contain a pound sign (#); given that this
symbol is not allowed in page titles, we can separate the title of the
linked page from the section.

The RawWikilinks Dataset.

The link extraction process produces a dataset with the following in-
formation:

e page_id: an integer, the page identifier used by MediaWiki. This
identifier is not necessarily progressive, there may be gaps in the
enumeration;

e page_title: a string, the title of the Wikipedia article;

e revision_id: an integer, the identifier of a revision of the article,
also called a permanent id, because it can be used to link to that
specific revision of a Wikipedia article;

e revision_parent_id: an integer, the identifier of the parent re-
vision. In general, each revision as a unique parent; going back
in time before 2002, however, we can see that the oldest arti-
cles present non-linear edit histories. This is a consequence of
the import process from the software previously used to power
Wikipedia, MoinMoin, to MediaWiki;

8 https://github.com/WikiLinkGraphs/wikidump/blob/70b0c7f929fa9d66a220caf11c9e31691543d73f/
wikidump/extractors/misc.py#1L203

12
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e revision_timestamp: date and time of the edit that generated
the revision under consideration;

o user_type: a string ("registered' or "anonymous"), specifying
whether the user making the revision was logged-in or not;

e user_username: a string, the username of the user that made the
edit that generated the revision under consideration;

e user_id: an integer, the identifier of the user that made the edit
that generated the revision under consideration;

e revision_minor: a boolean flag, with value 1 if the edit that
generated the current revision was marked as minor by the user,
0 otherwise;

e wikilink.link: a string, the page linked by the
wikilink;

e wikilink.tosection: a string, the name of the section if the link
points to a section;

e wikilink.anchor: a string, the anchor text of the wikilink;

e wikilink.section_name: the name of the section wherein the
wikilink appears;

e wikilink.section_level: the level of the section wherein the
wikilink appears;

e wikilink.section_number: the number of the section wherein
the wikilink appears.

2.1.1.2 Redirects and Link Resolution

A redirect in MediaWiki is a page that automatically sends users to
another page. For example, when clicking on a wikilink[[NYC]], the
user is taken to the article New York City with a note at the top of
the page saying: "(Redirected from NYC)". The page NYC? contains
special Wikitext: #REDIRECT [[New York City]]which defines it as a
redirect page and indicates the target article. It is also possible to redi-
rect to a specific section of the target page. Different language editions
of Wikipedia use different words!'®, which are listed in Table 2.

In general, a redirect page can point to another redirect page creating
a chain of multiple redirects!!. These pages should only be temporary

https://en.wikipedia.org/w/index.php?title=NY C&redirect=no

https://github.com/WikiLinkGraphs/wikidump/blob/70b0c7f929fa9d66a220cafl1¢9e31691543d73f/

wikidump/extractors/redirect.py#L14
For example, a live list of pages creating chains of redirect on English Wikipedia is
available at https://en.wikipedia.org/wiki/Special:DoubleRedirects.
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lang words

de #WEITERLEITUNG

en #REDIRECT

es #REDIRECCION, #REDIRECCION
fr #REDIRECTION

it #RINVIA, #RINVIO, #RIMANDO
nl #DOORVERWIJZING

pl #PATRZ, #PRZEKIERUJ, #TAM
rut #Perenapravlenie, #perenapr
SV #0OMDIRIGERING

Table 2: Words creating a redirect in MediaWiki for different languages.
#REDIRECT is valid on all languages. (*) For Russian Wikipedia, we
present the transliterated words.

and they are actively eliminated by Wikipedia volunteers manually and
using automatic scripts.

Despite the name, redirects are served as regular pages by the Medi-
aWiki software so requesting a redirect page, for example by visiting
the link https://en.wikipedia.org/wiki/NYC, returns an HTTP status
code of 200.

2.1.1.3 Resolving Redirects

We have extracted one snapshot per year on March, 1st from the
RAWWIKILINKS dataset. The creation of a snapshot for a given year
entails the following process:

1. we list all revisions with their timestamps from the dumps;

2. we filter the list of revisions keeping only those that existed on
March 1st, i.e. the last revision for each page created before March
1st;

3. we resolve the redirects by comparing each page with the list of
redirects obtained as described above;

At the end of this process, we obtain a list of the pages that existed
in Wikipedia on March, 1st of each year, together with their target, if
they are redirects. We call this dataset RESOLVEDREDIRECTS.

It should be noted that even if we resolve redirects, we do not eliminate
the corresponding pages: in fact, redirects are still valid pages belonging
to the namespace 0 and thus they still appear in our snapshots as nodes
with one outgoing link, and no incoming links.
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2.1.1.4 Link Snapshots

We then process the RAWWIKILINKS dataset and we are able, for each
revision of each page, to establish whether a wikilink in a page was
pointing to an existing page or not. We add this characteristics to the
RAWWIKILINKS dataset in the field wikilink.is_active: a boolean
representing whether the page pointed to by the link was existing in
that moment or not. Revisions are then filtered so to obtain the lists of
links existing in each page at the moment of interest; we call this new
dataset WIKILINKSNAPSHOTS.

2.1.1.5 Graph Snapshots (WIKILINKGRAPHS)

Armed with the WIKILINKSNAPSHOTS and the RESOLVEDREDIRECTS
dataset we can extract the WIKILINKGRAPHS as a list of records with
the following fields:

e page_id_from: an integer, the identifier of the source article.
e page_title_from: a string, the title of the source article;

e page_id_to: an integer, the identifier of the target article;

e page_title_to: a string, the title of the target article;

If a page contains a link to the same page multiple times, this would
appear as multiple rows in the WIKILINKSNAPSHOTS dataset. When
transforming this data to graph format we eliminate these multiple
occurrences, because we are only interested in the fact that the two
pages are linked. Wikipedia policies about linking [16] state that in
general a link should appear only once in an article and discourage
contributors to put multiple links to the same destination. One clear
example is the page New York City where, for example, the expression
“United States” is used to link to the corresponding article only once,
at the first occurrence. For these reasons, we do not think it is justified
to assign any special meaning to the fact that two page have multiple
direct connections between them.

Figure 2 summarizes the steps followed to produce the WIKILINK-
GRAPHS from the Wikipedia dumps with the intermediate datasets
produced.

2.1.2 DATASET DESCRIPTION

The WIKILINKGRAPHS dataset comprises data from 9 Wikipedia lan-
guage editions: German (de), English (en), Spanish (es), French (fr),
Italian (it), Dutch (nl), Polish (pl), Russian (ru), and Swedish (sv).
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Extract wikilinks Extract link snapshots
(RawWikilinks) (WikiLinkSnapshots)

Graph snapshot
(WikiLink Graphs)

Extract redirects
|Redlirects)
Resolve redirects
iResolvedRedirects)
7 Extract revisions 7 _Hv 7 Extract snapshot 7 %f\

Figure 2: The process to produce the WIKILINKGRAPHS dataset from the Wikipedia dumps. In bold and italics the name of the intermediate datasets
produced.
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nl pl ru sV

date

N E N E N E N E
2001-03-01 0 0 0 0 0 0 0 0
2002-03-01 368 728 698 1,478 0 0 122 184
2003-03-01 5,182 41,875 8,799 68,720 108 239 6,708 33,473
2004-03-01 23,059 225,429 24,356 299,583 1,600 3,927 22,218 171,486
2005-03-01 62,601 669,173 61,378 779,843 11,158 63,440 66,673 651,671

2006-03-01 169,193 1,850,260 234,506 2,218,720 64,359 422,903 163,988 1,605,526
2007-03-01 338,354 3,746,141 395,723 4,575,510 246,494  1,849540 269,599 2,627,901
2008-03-01 523,985 6,037,117 546,236 7,151,435 459,863 3,762,487 370,569 3,746,860
2009-03-01 667,311 7,900,852 690,887 9,663,964 703,316 6,395,215 452,132 4,841,861
2010-03-01 764,277 9,467,588 822,868 11,776,724 962,680 9,881,672 542,900 5,856,848
2011-03-01 879,062 11,120,219 953,620 13,959,431 1,295,284 13,955,827 712,129 6,922,100
2012-03-01 1,358,162 14,255,313 1,091,816 15,813,952 1,562,821 17,882,908 800,776 7,945,812
2013-03-01 1,550,027 16,241,260 1,208,355 17,405,307 1,862,035 21,724,380 1,424,006 16,812,447
2014-03-01 2,332,477 19,940,218 1,322,701 19,244,972 2,098,071 25,100,193 2,422,972 26,497,619
2015-03-01 2,424,624 21,638,960 1,414,645 20,838,508 2,350,262 28,242,878 3,218,352 33,025,219
2016-03-01 2,500,880 23,252,874 1,513,239 22445122 2,782,155 31,467,831 4,470,345 38,864,469
2017-03-01 2,569,547 24,691,572 1,597,604 24,238,529 3,094,419 34,441,603 6,062,996 51,975,115
2018-03-01 2,626,527 25,834,057 1,684,606 25,901,789 3,360,531 37,394,229 6,131,736 52,426,633

Table 4: Number of nodes N and edges E for each graph snapshot of WIKILINKGRAPHS dataset obtained for the Dutch (nl), Polish (pl), Russian (ru),
and Swedish (sv) Wikipedia editions.

18



These editions are the top-9 largest editions per number of articles,
which also had more than 1,000 active users [10]. We excluded Ce-
buano Wikipedia, because notwithstanding being at the moment the
second-largest Wikipedia, its disproportionate growth with respect to
the number of its active users has recently been fueled by massive au-
tomatic imports of articles. For fairness, we note that also the growth
of Swedish Wikipedia has been led in part by automatic imports of
data [10], but we have decided to keep it in given it has a reasonably
large active user-base.

The WIKILINKGRAPHS dataset comprises 172 files for a total of 142
GB; the average size is 244 MB and the largest file is 2.4 GB. For
each of the 9 languages, 18 files are available with the snapshots of the
wikilink graph taken on March, 1st from 2001 to 2018. As specified in
Section 2.1.1.5, these are CSV files that are later compressed in the
standard gzip format. The remaining 10 files contain the hash-sums to
verify the integrity of files and a README.

2.1.2.1 Where to Find the WIKILINKGRAPHS Dataset and Its Sup-
porting Material

The WIKILINKGRAPHS dataset is published on Zenodo at https:
//zenodo.org/record/2539424 and can be referenced with the DOI
number 10.5281/zenodo.2539424. All other supporing datasets
are available at https://cricca.disi.unitn.it/datasets/. The code
used for data processing has been written in Python 3 and it
is available on GitHub under the WikiLinkGraph organization
https://github.com/WikiLinkGraphs.

All the datasets presented in this paper are released under the Creative
Commons - Attribution - 4.0 International (CC-NY 4.0) license!?; the
code is released under the GNU General Public License version 3 or
later!3.

2.1.2.2 Basic statistics

Tables 3 and 4 present the number of nodes (NN) and edges (E) for
each snapshot included in the WIKILINKGRAPHS dataset. The number
of nodes is much larger that the number of “content articles” presented
in the main pages of each Wikipedia version. For reference, in March,
2018 English Wikipedia had 5.6M articles [28], however in our snapshot
there are more than 13.6M nodes. This is due to the fact that we have
left in the graph redirected nodes, as described above, whilst we have
resolved the links pointing to them; redirects remain as orphan nodes

12 https://creativecommons.org/licenses/by/4.0/
13 https://www.gnu.org/licenses/gpl-3.0.en.html
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in the network, receiving no links from other nodes, and having one
outgoing link.

Figure 3 shows a plot of the growth over time of the number of links
in the WIKILINKGRAPHS of each language we have processed. The
plot is drawn in linear scale to give a better sense of the relative abso-
lute proportions among the different languages. After the first years all
language editions exhibit a mostly stable growth pattern with the ex-
ception of Swedish, that experienced anomalous growth peaks probably
due to massive bot activity.
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Figure 3: Overview of the growth over time of the number of links in each

snapshot in the WIKILINKGRAPHS dataset.

22 ANALYSIS AND USE CASES

In this Section we analyse the WIKILINKGRAPHS dataset to provide
some useful insights in the data that will help to demonstrate the op-
portunities opened by this new dataset.
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COMPARISON WITH WIKIMEDIA’S PAGELINKS
DATABASE DUMP.

2.2.1

To start, we compare our dataset with an existing one provided by the
Wikimedia Foundation: the PAGELINKS table dump.'* This table tracks
all the internal links in a wiki [29], whether they are links in non-articles
pages, link pages across different namespaces, or if they are transcluded
in a page with a template'®. The table presents information about the
source page identifier and namespace, and the linked-to article title and
namespace. There are no duplicates of the same combination of source
page id, source page namespace and target title. For this reason, only
distinct links in a page are recorded in the table. When updating this
table, MediaWiki does not check if the target page exists or not.

lang pagelinks all pagelinks ns0 WLG
de 156,770,699 106,488,110 59,535,864
en 1,117,233,757 476,959,671 163,380,007
es 88,895,487 51,579,346 38,348,163
fr 270,129,151 144,469,298 57,823,305
it 187,013,995 118,435,117 37,814,105
nl 88,996,775 66,606,188 25,834,057
pl 131,890,972 79,809,667 25,901,789
ru 152,819,755 108,919,722 37,394,229
SV 133,447,975 111,129,467 52,426,633

Table 5: Comparison of the number of links between articles in the nsO
as they result from Wikimedia’s PAGELINKS database table dump
(PAGELINKS ns0) and from the WIKILINKGRAPHS dataset (WLG).
The total number of rows, counting links between other namespaces
is given in (PAGELINKS all).

Table 5 present a comparison of the number of links extracted from the
PAGELINKS table and the WIKILINKGRAPHS.

Links in WIKILINKGRAPHS are much less because links transcluded
from templates are not considered. Given the specific research question

14 For the latest versions of the database dumps, all Wikipedia hyperlinks are available
in the "pagelinks" files at https://dumps.wikimedia.org/.

15 We take the occasion to point out that throughout this paper we refer to "internal
links" or wikilinks only as links between articles of the encyclopedia, however Wiki-
pedia guidelines use the term more interchangeably to refer both to "links between
articles" and "all the links that stay within the project’, i.e. including links in other
namespaces or that go across namespaces. Whilst it seems that the same confusion
exists among the contributors of the encyclopedia, we have decided here to adopt
the view for which the proper wikilinks are only the links between articles of the
encyclopedia.
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or application under consideration, it may be more suitable to include
or exclude the links that were added to the page by templates; for
example, to reconstruct navigational patterns it may be useful not only
to consider links from templates, but also links in the navigational
interface of MediaWiki.

In this sense, WIKILINKGRAPHS provides a new facet of the links in
Wikipedia that was not readily available before. These two dataset can
be used in conjunction, also taking advantage of the vast amount of
metadata available accompanying the WIKILINK GRAPHS dataset, such
as the RAWWIKILINKS and RESOLVEDREDIRECTS datasets.

2.2.2 CROSS-LANGUAGE COMPARISON OF
PAGERANK SCORES

A simple, yet powerful application that can exploit the WIKILINK-
GRAPHS dataset is computing the general Pagerank score over the
latest snapshot available [6]. Pagerank borrows from bibliometrics the
fundamental idea that being linked-to is a sign of relevance [30]. This
idea is also valid on Wikipedia, whose guidelines on linking state that:

“Appropriate links provide instant pathways to locations
within and outside the project that are likely to increase
readers’ understanding of the topic at hand.” [16]

In particular, articles should link to articles with relevant information,
for example to explain technical terms.

Tables 6 and 7 presents the Pagerank scores obtained by running the
implementation of the Pagerank algorithm from the igraph library'®.

Across 7 out of the 9 languages analysed, the Wikipedia article about
the United States occupies a prominent position being either the highest
or the second-highest ranked article in direct competition with articles
about countries were the language is spoken. In general, we see across
the board that high scores are gained by articles about countries and
cities that are culturally relevant for the language of the Wikipedia
edition under consideration.

Remarkably, Dutch and Swedish Wikipedia present very different types
of articles in the top-10 positions: they are mainly about the field of
biology. A detailed investigation of the results and the causes for these
differences is beyond the scope of this paper, but we can hypothesize
differences in the guidelines about linking that produce such different
outcomes.

https://igraph.org/c/doc/igraph-Structural.html#igraph_pagerank
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& nl pl ru sv
score score score score
article (x1073) article (x1073) articlet (x1073) article (x1073)
1 Kevers 3.787 Stany Zjednoczone 2.763  Soedinjonnye Shtaty Ameriki 3.290  Familj (biologi) 5.489
2 Vlinders 3.668 Polska 2.686  Sojuz Sovetskih Socialisticheskih Respublik 2.889  Sldkte 5.184
3 Dierenrijk 3.294 Francja 2.360 Rossija 2.233 Nederbord 4.696
4 Vliesvleugeligen 3.084  Jezyk angielski 2.110 Francija 1.190 Grad Celsius 4.144
5 Insecten 2.164 Lacina 1.914 Moskva 1.135 Dijur 4.114
6 Geslacht (biologie) 2.101  Niemcy 1.698 Germanija 1.080 Catalogue of Life 3.952
7 Soort 1.954 Wtochy 1.229  Sankt-Peterburg 0.881  Arsmedeltemperatur 3.878
8 Frankrijk 1.932 Wielka Brytania 1.124  Ukraina 0.873  Arsnederbord 3.366
9 Verenigde Staten 1.868 Wies 1.095 Velikobritanija 0.811 Vaxt 2.810
10  Familie (biologie) 1.838 Warszawa 1.083 Ttalija 0.763 Leddjur 2.641

Table 7: Top-10 articles with the highest Pagerank score computed over the most recent snaphost of the WIKILINKGRAPHS dataset (2018-03-01). (*)

Russian Wikipedia article titles are transliterated.
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23 RESEARCH OPPORTUNITIES USING
THE WIKILINKGRAPHS DATASET

The WIKILINKGRAPHS dataset and its supporting dataset can be use-
ful for research in a variety of contexts. Without pretending to be ex-
haustive, we present here a few examples.

2.3.1 GRAPH STREAMING.

Stream data processing has gained particular consideration in recent
years since it is well-suited for a wide range of applications, and stream-
ing sources of data are commonplace in the big data era [31]. The
WIKILINKGRAPHS dataset, together with the RAWWIKILINKS dataset,
can be represented as a graph stream, i.e. a collection of events such as
node and link additions and removals. Whilst other datasets are already
available for these kind of problems, such as data from social networks,
WIKILINKGRAPHS, being open, can facilitate the reproducibility of any
research in this area and can be used as a benchmark.

2.3.2 LINK RECOMMENDATION.

West, Paranjape, Ashwin and Leskovec [32] have studied the problem
of identifying missing links in Wikipedia using web logs. More recently,
Wulczyn, West, Zia, and Leskovec [33] have demonstrated that it is
possible to produce personalized article recommendations to translate
Wikipedia articles across language editions. The WIKILINKGRAPHS
dataset could be used in place of the web logs for a similar study on
recommending the addition of links in a Wikipedia language edition
based on the fact that some links exist between the same articles in
other Wikipedia language editions.

2.3.3 LINK ADDITION AND LINK REMOVAL.

The problem of predicting the appearance of links in time-evolving net-
works has received significant attention [34]; the problem of predicting
their disappearance, on the other hand, is less studied. Preusse and col-
laborators [35] investigated the structural patterns of the evolution of
links in dynamic knowledge networks. To do so, they adapt some indica-
tors from sociology and identify four classes to indicate growth, decay,
stability and instability of links. Starting from these indicators, they
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identify the underlying reasons for individual additions and removals of
knowledge links. Armada et al. [36] investigated the link-removal pre-
diction problem, which they call the unlink prediction. Representing the
ever-evolving nature of Wikipedia links, the WIKILINKGRAPHS dataset
and the RAWWIKILINKS datasets are a natural venue for studying the
dynamics of link addition and link removal in graphs.

234 ANOMALY DETECTION.

A related problem is the identification of spurious links, i.e., links that
have been erroneously observed [37, 38]. An example of the application
of this approach is the detection of links to spam pages on the Web [39].
Similarly, the disconnection of nodes has been predicted in mobile ad-
hoc networks [40].

2.3.5 CONTROVERSY MAPPING.

Given the encyclopedic nature of Wikipedia, the network of articles rep-
resents an emerging map of the connections between the corresponding
concepts. Previous work by Markusson and collaborators [22] has shown
how a subportion of this network can be leveraged to investigate public
debate around a given topic, observing its framing and boundaries as
emerging from the grouping of concepts in the graph. The availabil-
ity of the WIKILINKGRAPHS dataset can foster controversy mapping
approaches to study any topical subpart of the network, with the ad-
vantage of adding a temporal and a cross-cultural dimension.

2.3.6 CROSS-CULTURAL STUDIES.

More than 300 language editions of Wikipedia have being created since
its inception in 2001 [41], of which 291 are actively maintained. De-
spite the strict neutral point of view policy which is a pillar of the
project [42, 43], different linguistic communities will unavoidably have
a different coverage and different representations for the same topic,
putting stronger focus on certain entities, and or certain connections
between entities. As an example, the articles about bullfighting in dif-
ferent languages may have a stronger connection to concepts from art,
literature, and historical figures, or to concepts such as cruelty and ani-
mal rights [44]. Likewise, the networks from different language versions
give prominence to different influential historical characters [45, 46].
The WIKILINKGRAPHS dataset allows to compare the networks of 9
editions of Wikipedia, which are not only big editions, but have a fairly
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large base of contributors. In this paper, we have presented a simple
comparison across the 9 languages represented, and we have found an
indicator of the prominence of the United States and the local culture
almost across the board. Many more research questions could be ad-
dressed with the WIKILINKGRAPHS dataset.

24 CONCLUSIONS

The dataset we have presented, WIKILINKGRAPHS, makes available the
complete graph of links between Wikipedia articles in the nine largest
language editions.

An important aspect is that the dataset contains only links appearing
in the text of an article, i.e. links intentionally added by the article
editors. While the Wikimedia APIs and dumps provide access to the
currently existing wikilinks, such data represent instead all hyperlinks
between pages, including links automatically generated by templates.
Such links tend to create cliques, introducing noise and altering the
structural properties of the network. We demonstrated that this is not
an anecdotal issue and may have strongly affected previous research,
as with our method we obtain less than the half of the links contained
in the corresponding Wikimedia pagelinks dump.

Another limitation of the Wikimedia dumps is that data are available
only for the current version of Wikipedia or for a recent snapshot; the
WIKILINKGRAPHS dataset instead provides complete longitudinal data,
allowing for the study of the evolution of the graph over time. We
provided both yearly snapshots and the raw dataset containing the
complete history of every single link within the encyclopedia.

The WIKILINKGRAPHS dataset is currently made available for the nine
largest Wikipedia language editions, however we plan to extend it to
other language editions. As the code of all steps is made available, other
researchers can also extend the dataset by including more languages or
a finer temporal granularity.

Beyond the opportunities for future research presented above, we be-
lieve that also research in other contexts can benefit from this dataset,
such as Semantic Web technologies and knowledge bases, artificial in-
telligence and natural language processing.
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Part 11

RELEVANCE ON A GRAPH

Surfing the links between Wikipedia articles constitutes a
valuable way to acquire new knowledge related to a topic.
The density of connections in Wikipedia makes that, start-
ing from a single page, it is possible to reach virtually any
other topic on the encyclopedia. This abundance highlights
the need for dedicated algorithms to identify the topics that
are more relevant to a given concept. In this sense, a well-
known option is Personalized PageRank; its performance,
however, is hindered by pages with high indegree that func-
tion as hubs and obtain high scores regardless of the start-
ing point. In this work, we present CycleRank, a novel al-
gorithm based on cyclic paths aimed at finding the most
relevant nodes related to a topic. We compare the results of
CycleRank with those of Personalized PageRank and other
algorithms derived from it, both with qualitative examples
and with an extensive quantitative evaluation. We perform
different experiments based on ground truths such as the
number of clicks that links receive from visitors and the set
of related articles highlighted by editors in the “See also’
section of each article. We find that CycleRank tends to
identify pages that are more relevant to the selected topic.
Finally, we show that computing CycleRank is two orders
of magnitude faster than computing the other baselines.
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CYCLERANK, OR THERE AND
BACK AGAIN: PERSONALIZED
RELEVANCE SCORES FROM
CYCLIC PATHS ON DIRECTED
GRAPHS

Wikipedia is one of the biggest and most used sources of knowledge on
the Web. As of this writing, it is the fifth most visited website in the
world [9]. Wikipedia exists in more than 290 active different language
editions [10], and its pages have been edited over 2.5 billion times.

Wikipedia is not only a huge repository and collaborative effort; it is
also a giant hypertext in which each article has links to the concepts
that are deemed relevant to it by the editors [17].

Such vast network emerging from the collaborative process provides a
rich representation of the connections between concepts, entities and
pieces of content, aimed at encompassing "the sum of all human knowl-
edge" [47]. This huge graph has been leveraged for different purposes
in a variety of fields including natural language processing [18], se-
mantic networks [19], cross-cultural studies [45, 46], complex networks
modelling [21], automatic and human navigation of information net-
works [23, 48].

While one cannot assume that a single article completely encapsulates
a concept [49], the link network can be useful in defining the context
of an article. Previous research in controversy mapping has shown how
this network can be leveraged to analyze the dominating definition of
a topic, such as “Geoengineering” [22], shedding light on its boundary,
context and internal structure. Furthermore, each linguistic community
in Wikipedia produces a different network, which allows for comparing
the emerging definition of a topic across different language editions [44].

The connections between Wikipedia articles are valuable, but they are
also very abundant. The English version has more than 160 million links
between its 5.7 million articles [1]. How can one find guidance within
this wealth of data? In particular, how can we analyze the network
around a specific topic, to characterize its definition as emerging from
the collaborative process?
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The contribution of this work is a novel approach to make sense of the
Wikipedia link network, capable to answer queries like “Which are the
concepts that are more relevant with respect to a given topic?”

Such inquiries can be translated into a graph problem. The topic we are
interested in can be represented by one article, i.e. a node in the graph
called reference node. Given a reference node r, we want to assign a
score to every other node in the graph that captures its relevance to
r, based on the link structure. The final output is a ranking of nodes,
such that the more relevant nodes are ranked higher.

One established algorithm to answer this question is Personalized Page-
Rank: a variant of PageRank where the user can specify one or more
nodes as queries (seeds) and obtain a score for all the other nodes in the
graph that measures the relatedness with respect to the seeds. However,
we have found that, when applied in the context of Wikipedia, this al-
gorithm does not produce satisfactory results since it usually includes
very general articles in top positions.

To overcome these limitations, we have developed a novel algorithm to
find the most relevant nodes in the Wikipedia link network related to a
topic. The technique, called CycleRank, takes advantage of the cycles
that exist between the links and produces a ranking of the different
articles related to one chosen by a user. In this way, this technique
accounts for links in both directions, and it can provide results that
are more accurate than those produced by the well-known Personalized
PageRank algorithm.

The Chapter is organized as follows. We first formalize the problem
we want to solve in Section 3.1. We provide insights on why Person-
alized PageRank is not a good choice in Section 3.2 and we discuss
related work in Section 3.3. We describe CycleRank in Section 3.4 and
we evaluate its performance in Section 3.5. Conclusions are drawn in
Section 3.6.

31. PROBLEM STATEMENT

Given a graph G = (V, E), where V is a finite set containing n nodes
(articles) and E C V x V is a set containing m directed edges (links
between articles), we are seeking to build a ranking, i.e. an order re-
lationship between nodes based on their relevance with respect to a
reference node r.

In order to achieve this goal, we build a ranking function rf, that
assigns a non-negative score to every node v € V:

rf, : V [0, +00)
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The ranking v, = [v1,v2,...,v,] is thus given by the total order of
scores: if rf,.(v;) > rf,.(v;), then node v; should appear before node v;
(i.e., © < j). Note that we assume that there are no ex-aequo in any
given ranking; this can by achieved by breaking ties randomly.

32 BACKGROUND

The PageRank algorithm represents an established relevance measure
for directed networks [50]; its variant Personalized PageRank may be
used to measure relevance within a certain context. PageRank is a mea-
sure based on incoming connections, where connections from relevant
nodes are given a higher weight. Intuitively, the PageRank score of a
node represents the probability that, following a random path in the
network, one will reach that node. It is computed in an iterative pro-
cess, as the PageRank score of a node depends on the PageRank scores
of the nodes that link to it. There are however efficient algorithms to
compute it. The idea behind PageRank is that of simulating a stochas-
tic process in which a user follows random paths in a hyperlink graph.
At each round, the user either keeps surfing the graph following the
link network with probability «, or is teleported to a random page in
the graph with probability 1 — «. The parameter « is called damping
factor and is generally assumed to be 0.85 [51, 52]. During the surfing
process, the algorithm assumes equal probability of following any hy-
perlink included in a page; similarly, when teleported, every other node
in graph can be selected with equal probability.

Personalized PageRank is a variant of the original PageRank algorithm,
where the user provides a set of seed nodes. In Personalized PageRank,
teleporting is not directed to some random node taken from the entire
graph, but to one taken from the seed set. In this way, the algorithm
models the relevance of nodes around the selected nodes, as the proba-
bility of reaching each of them, when following random walks starting
from a node in the seed set.

Limitations of PageRank. At first look, Personalized PageRank
seems to be suitable for our use case, as it can be used to represent
a measure of relevance of Wikipedia articles strongly linked (directly
or indirectly) to the seed.

However, we found unsatisfactory results when applying this algorithm.
Very often, pages that are found to be very central in the overall net-
work, such as “United States” or “The New York Times,” are included
in the top results of completely unrelated queries.

Such central articles act as hubs in the graph; they have such a strong
relevance overall that, even starting from a seed article which is not
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specially related to them, one is very likely to end up reaching them
while exploring the graph.

We argue that this is due to different factors. First, paths of any length
can be followed; therefore, in a densely connected graph many paths
will tend to converge towards the most relevant nodes. This aspect can
be limited only partially by lowering the value of the damping factor.

Second, PageRank only accounts for inlinks, not for outlinks. This is
reasonable for web search and other contexts where inlinks are a good
proxy for relevance, as they represent somehow the value attributed to
a node by the other nodes of the graph. In such cases, outlinks have
basically no value: it is very easy to add into one’s web page many
outlinks to other pages. In the context of Wikipedia, instead, links
from an article to other articles may be subject to being inserted and
accepted by the editors’ community as much as incoming links from
other articles. So, both outgoing and incoming links can be considered
as indicators of relevance.

In particular, outlinks to other pages from an article can be a very
valuable indicator that these pages are actually related to the topic.
For example, if an article contains links to “Computer Science,” then
we can assume that its content is related to “Computer Science;” on
the other hand, we can expect the article “United States” to have only
a few links to articles related to “Computer Science,” as it is not the
main subject of the article.

3.3. RELATED WORK

We discuss here relevant related studies used to establish the foundation
of our work.

Identifying related content in Wikipedia. Schwarzer et al. [53]
have studied the problem of recommending relevant Wikipedia articles,
starting from a given article: they used citation-based document sim-
ilarity measures, such as Co-Citation (CoCit), and Co-Citation Prox-
imity Analysis (CPA). They compared the performance of these two
measures against a more general test-based measure implemented in
the MoreLikeThis function provided by Apache Lucene. They evalu-
ate the effectiveness of these measures using two datasets as ground
truth: the See-Also dataset, consisting of a list of links added as re-
lated resources to a Wikipedia article; and the ClickStream dataset,
consisting of a list of links in an article ordered by the number of clicks
that they have received from Wikipedia readers. The authors show that
MLT finds articles with similar structure that use similar words, while
citation-based measures are better able to find topically-related infor-
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mation, with CPA consistently outperforming CoCit. With respect to
their work, the main difference of our approach is that we focus on the
problem of finding relevant related nodes on a graph, and we do not
use the text of Wikipedia articles. Our approach has not only the ad-
vantage of being completely language-independent, but it is applicable
to a much broader set of problems.

Link Structure in Wikipedia. The foundation of this work is based
on the idea that inlink and outlinks in Wikipedia have a similar role to
establish relevance. Kamps and Koolen [54] performed a comparative
analysis of the link structure of Wikipedia and a selection of the Web
- built from .gov websites - and found that traditional information
retrieval algorithms such as HITS do not work well on Wikipedia. The
root case of this problem, as they observe, is that in Wikipedia inlinks
and outlinks are good indicators of relevance, contrasting the general
behavior of the web where only the former provide this indication.

PageRank and variations. Boldi et al. [52] studied the behavior of
Personalized PageRank as a function of the damping factor a. While
they acknowledge that a popular choice of o is 0.85 — following the
suggestion of the authors of PageRank itself [50] — they discuss both
the possibility of choosing smaller value of a as well as values close to
1, finding the latter to be a choice with several theoretical and compu-
tational shortcomings.

Gleich et al. [51] studied the problem of determining the empirical
value for o from the visitor logs of a collection of websites, including
Wikipedia. They found Wikipedia visitors do not tend to teleport, and
estimated the distribution of the values of o for Wikipedia to a (8
distribution with maximum at a = 0.30. In our experiments, we have
considered o = 0.30, and o = 0.85 as values for the damping parameter
when executing PageRank.

We focus on the variations of PageRank that use reverse links or take
into account both the existence of inlinks and outlinks. In 2010, Che-
pelianskii [55] introduced the idea of calculating the pagerank score
of nodes on the transposed graph — called CheiRank — as well as on
the original graph and performed a study of the correlation between
the two scores on a collaboration network. Later, Zhirov [56] combined
CheiRank and PageRank to produce a single two-dimensional ranking
of Wikipedia articles, 2DRank. This method does not assign a score
to each node, but just produces a ranking. It was used together with
PageRank to rank biographies across different language editions [46].

Cycles in Non-Directed Graphs. Finally, we present related work
about cycles in undirected graphs. This area of work is interesting be-
cause it provides a broader context in which to insert our algorithm and
it could be used as a guide to extend our algorithm to undirected graphs.
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However, we consider this line of work to be very different in scope and
purpose from our current work. It has been shown recently that graphs
with different structure can be distinguished from one another using a
measure defined with non-backtracking cycles, i. e. a closed walk that
does not retrace any edge immediately after traversing them [57]. This
method is tied to the idea of using the length spectrum of a graph
from its Laplacian matrix. Graph spectra are extensively covered in
literature [58].

34 THE CYCLERANK ALGORITHM

We propose a more general approach to the problem, defining a new
measure of the relevance with respect to a given node in a directed
network, that accounts for both incoming and outgoing links. We call
this measure CycleRank, as it is based on the idea of circular random
walks.

Starting from the observation that PageRank is not suitable for our
context because random walks may easily lead to paths that are not
related to the topic under consideration, we thought of the idea of only
considering random walks coming back to the starting point within a
maximum of K steps. In this way, we guarantee that we only touch
pages that are, at least indirectly, both linked from and linking to the
reference article. Furthermore, we do not need a damping factor, as we
can assume that all walks just start from the reference node and come
back.

Intuitively, a node that is linked from the reference article but does not
link to it is likely to be a concept that is not related to that subject,
even if it is important to its definition. Specularly, a node that links to
the reference article but is not linked from it is likely to be related to
it, but not relevant. Nodes that are linked both from and to a reference
node are the ones that we expect to be relevant.

Extending this principle, we want then to be able to quantify the rele-
vance of a node with respect to a given reference node, accounting also
for the indirect links, i.e. for the amount of paths that can be found
linking it from and to the reference node.

We do this by counting the cycles involving the reference node that pass
through a given other node. As short distances represent a stronger
relationship, shorter cycles should get higher weights.

We define the CycleRank score CR, (i) of a node i with respect to a
reference node r as follows:

K
CR.(i) = 3 05(i) - o (k) W
k=2
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Algorithm 1 CycleRank

Input: G: a directed graph G = (V, E)

Input: r: the refence node

Input: K: threshold parameter, K € N*

Output: score: a vector of CycleRank scores for each v € V
1: function CycleRank(G,r, K)

2: r < FILTERGRAPH(G, 1, K)
3: score + COMPUTESCORE(G, r, k)
4: return score

5. end function

where ¢¥(i) is the number of simple cycles of length k that include
both node 7 and r, K is a parameter representing the maximum length
considered for cycles, and o(-) is a scoring function giving different
weights to cycles of different length.

In this way, given a reference node r, the CycleRank of a node ¢ rep-
resents the number of cycles including both r and node ¢, weighted by
the scoring function, which depends on the length of the cycle.

The reference node is also considered in this computation, and it gets
the maximum CycleRank score as by definition it is included in all the
cycles considered.

The threshold K is a parameter whose value can be specified according
to the context. It can be set to infinite, but it will never exceed the
number of nodes n. It can be typically set to a much lower value for two
main reasons: to reduce the computational load and to avoid potential
noise deriving from long cycles that include popular nodes far from the
reference node. For both reasons, and after manually inspecting the
results for different values of K, we chose to apply thresholds K = 3
and K = 4, which produce good results with a limited computational
effort.

The main CycleRank algorithm is shown in Algorithm 1. In order to op-
timize the score computation, we first filter the graph G through func-
tion FILTERGRAPH(G,r, K), removing those nodes that could never
appear in cycles including the reference node r with length limited
by K. We then compute the score on this network using function
COMPUTESCORE( ).

34.1 PRELIMINARY FILTERING

To reduce the size of the network, Algorithm 2 employs two breadth-
fist searches to compute the distance from and to the reference node r,
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and discards all the nodes whose cumulative distance (back and forth)
is larger than K:

1. We compute the distance df[v] of each node v from the ref-
erence node by performing a breadth-first visit of the graph,
early-terminating the visit when we reach distance K (Algorithm
ETBFS — Early-Terminated Breadth-First Search, Line 6);

2. We discard all nodes for which df[i] > K —1 (Line 7), includ-
ing those unreachable from r whose distance is +o0o. The func-
tion REMOVENODES(G, key=cond) eliminates all nodes in G that
do not satisfy the condition expressed by the boolean expression
cond;

3. We compute the distance dt[v] on the transposed network, i.e. the
distance from each node v to the reference node (Line 9);

4. We compute the length df [v] 4 dt[v] of the minimum cycle includ-
ing v and the reference node and we discard all nodes for which
df[v] 4+ dt[v] > K (Line 10);

Algorithm 2 FILTERGRAPH

Input: G: a directed graph G = (V, E)

Input: r: the refence node

Input: K: threshold parameter, K € N

Output: 7: the reference node in the filtered graph
1: function FILTERGRAPH(G, 1, K)

2 for v € V do

3 df [v] + 400 > Distance from the reference node r
4 dt[v] + 400 > Distance from the reference node r
5: end for
6

7

8

9

ETBFS(G,r, K, df) > Step 1
REMOVENODES (G, key=(df[v] > K — 1))
r < REMAPNODES(G, )
. ETBFS(GT,r, K,dt) > Step 2

10: REMOVENODES (G, key=(df [v] + dt[v] > K))

11: r < REMAPNODES(G, )

12: return r

13: end function

In this way we discard all the nodes that are not reached by any cycle
of length lower than K. We remap node indexes at each step (Lines 8
and 11) so we effectively work with smaller networks. It should be noted
that, in case of K > n, only nodes unreachable from r will be removed,
as the length of simple cycles is bounded by the number of nodes n.
The removed nodes will all receive a score of zero.
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342 CYCLE ENUMERATION

Algorithm 3 COMPUTESCORE

Input: G: a directed graph G = (V, E)

Input: r: the refence node

Input: K: threshold parameter, K € IN™

Output: score: a vector of CycleRank scores for each v € V/
1: function COMPUTESCORE(G, r, K)

2 for ve V do

3 score[v] « 0 > CycleRank score
4 blocked[v] + false

5: Blv] + List()
6

7

8

end for
S < STACK()
CIRCUIT(G, 1,7, K, S)
9: return score
10: end function

We then proceed to enumerate all simple cycles in the reduced graph.
Our algorithm is based on Johnson’s algorithm [59], limited to the
query node r and early-terminated. Algorithm 3 presents the details.
Each node in our algorithm is associated with the following values:

o score[v], the CycleRank score of node v

o blocked[v], a boolean indicating whether v cannot be further vis-
ited when searching for a cycle because we already went through
it. The purpose of this vector is to avoid going through the same
node more than once, since we are only interested in simple cycles.

o Bl[v], a list of nodes that can be unblocked when node v is un-
blocked.

These variables are then considered global in the rest of the algorithms,
to avoid long signatures.

Cycle discovery is performed through a recursive backtrack visit (Al-
gorithm 4). In function CIRCUIT(G, 7, v, K, S), G is the graph, r is the
reference node, v is the current visited node, K is the threshold and S
is a stack of nodes that have been visited so far.

We use K to early-terminate the search for a cycle when we arrive at the
maximum length: in Line 3, we check that current whether the current
size of the stack is smaller than K, in which case we can proceed in
exploring the graph; otherwise, the function returns immediately.

The CircUIT() function works by recursively visiting the nodes on the
graph; when we visit a node v we add it to the stack S and mark it as
blocked, then we visit its neighbors by looping over the adjacent nodes
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v.adj. If the neighbor w we are visiting is the target node, r in our
case, then we have found a cyclic path: the score is updated by calling
function UPDATESCORE() and the unblocking flag flag is set to true.
Otherwise, we check if w is unblocked, if so it can be visited and we
call circuit recursively.

After visiting all the neighbors of v, we check if the current node can be
unblocked. Unblocking happens when v is part of a path that formed a
cycle. The UNBLOCK(G,v) function at Line 17 is the same as the one
defined by Johnson [59] and we omit here for reasons of space. If we
unblock a node v, we unblock all the parent nodes that could lead to
v, stored in B[v]. In this way, we are able to explore alternative paths
that form a cycle.

343 SCORE COMPUTATION

Function UPDATESCORE(score, S) updates the score of the nodes
recorded in a stack S of length k, by adding o (k) to the score of every
node v € S. Several scoring functions ¢ can be used; in general, a
scoring function should capture the idea that longer cycles contribute
less.

We use an exponentially decaying function oexp,(k) = e * where the
length of the cycle is k.

We have chosen the denominator to be exponential in the number of
nodes. We will present some data to support this choice in the Exper-
imental Evaluation Section where we show that the number of cycles
increases more than exponentially with cycle length for our dataset.
Intuitively, an exponentially-dacaying scoring function limits the possi-
bility that short cycles become neglectable compared to long cycles in
the computation of CycleRank, especially for higher values of K. Other
scoring function can be considered, based on the problem at hand and
according to structural properties of the network.
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Algorithm 4 CircuiT

Input: G: a directed graph G(V, F)
Input: v: anodewv eV
Input: r: the reference node r € V

Input: K: a positive integer, K € N
Input: S: a stack of nodes
Output: flag: a boolean

1: function CircuIT(G,v, 7, K, S)

2 flag + false

3 if S.size() < K then

4 S.push(v)

5: blocked[v] + true

6 for each w € v.adj() do

7 if w = r then

8 UPDATESCORE(score, S)
9 flag < true

10: else if —w.blocked then
11: if CircuiT(G,w,r, K,S) then
12: flag < true

13: end if

14: end if

15: end for

16: if flag then

17: UNBLOCK (G, v)

18: else

19: for each w € v.adj() do
20: if v € w.B then

21: w.B.push_back(v)
22: end if

23: end for

24: end if

25: S.pop()

26: end if

27: return flag

28: end function

Algorithm 5 UPDATESCORE

Input: score: a stack representing a cycle
Input: S: a stack representing a cycle
1: function UPDATESCORE(score, S)

2. £ < LEN(S)

3 for each v € S do

4: score[v] = score[v] + o (£)
5 end for

6: end function
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3.5 EXPERIMENTAL EVALUATION

This section is organized as follows: in Section 3.5.1 we describe the
dataset that we have used for our experimental evaluation; Section 3.5.2
describes alternative approaches that we will use to compare to our
proposed approach in addition to Personalized PageRank; and in Sec-
tion 3.5.3 we provide some details about the implementation of each
algorithm. Section 3.5.4 provides some example results and their qual-
itative description for each algorithm and in Section 3.5.5, we provide
a detailed quantitative evaluation with three different evaluation mea-
sures based on different ground truth data. Finally, in Section 3.5.6
we compare the execution time of our proposed approach against the
alternatives.

3.5.1 DATASET DESCRIPTION

For our analysis, we used the WIKILINKGRAPHS dataset, consisting of
the network of internal Wikipedia links for the 9 largest language edi-
tions [1]. The dataset has been developed by us and it is publicly avail-
able on Zenodo.! The graphs have been built by parsing each revision of
each article to track links appearing in the main text, discarding links
that were automatically inserted by templates. The dataset contains
yearly snapshots of the network and spans 17 years, from the creation
of Wikipedia in 2001 to March 1st, 2018. For the experiments in this
Chapter we focused on the WIKILINKGRAPHS snapshot from English
Wikipedia taken on March, 1st 2018. This graph has N = 13,685, 337
nodes and E = 163, 380, 007 edges.?

Figure 4 presents the number of cycles by length for a sample of 100
nodes chosen randomly from our dataset. For each page we plot a triplet
of points corresponding to the number of simple cycles of length k = 2,
3, and 4 respectively, that go through that node. We shift this triplet of
points by a random offset along the horizontal axis for ease of reading.

Table 8 presents the top-10 pages by indegree and outdegree in the
graph. We can see from the table that indegree dominates outdegree by
several orders of magnitude. This implies that ranking the top pages by
degree (undirected) is de facto equivalent to ranking them by indegree.

https://zenodo.org/record/25639424 — DOI: 10.5281/zenodo.2539424.
Wikipedia contains also special pages known as redirects, i.e. alternative articles
titles. These pages appear in the graph as nodes with a single outgoing edge and
typically no incoming edges. Our dataset consolidates alternative titles in a single
node; for this reason, the count of nodes in our graph differs from official count of
the English Wikipedia.
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Figure 4: Number of cycles (log scale) by length for a sample of 100 random
nodes. For each node in the sample, we have computed the number
of cycles of length k = 2,3,4. Points representing the values for a
single page are shifted on the z-axis by a random offset and colored
with the same color. The color gradient depends on the value at
k=4.

The difference between the top-1000 pages by indegree and the top-1000
pages by degree is of just 34 pages.

Table 9 presents the top-10 results by global PageRank score. Global
PageRank and in-degree are highly correlated, regardless of the value
of the damping parameter. When a = 0.85 the two rankings have
a Kendall correlation coefficient of 7 = 0.60 (over all pages with in-
degree greater than zero, n = 8,305,031); if we limit the two rankings
to the top 1,000 articles, they are still highly correlated with 7 = 0.56.

3.5.2 ALTERNATIVE APPROACHES

We describe briefly some alternative approaches that we will compare
CycleRank with: beyond Personalized PageRank, we will consider the
personalized versions of CheiRank and 2DRank, which are all based on
Personalized PageRank. Given that we will only consider personalized
versions from now on, for the sake of brevity we drop the specifier
“personalized” when mentioning the algorithms.

3.5.2.1 CheiRank

CheiRank® is a ranking algorithm first proposed by Chepelianskii [55],
that consists in applying the PageRank algorithm on the transposed

This algorithm was named later named CheiRank by Zhirov, Zhirov, and Shepelyan-
sky [56] for its assonance which the name of the original author and because the
name CheiRank in Russian sound similar to a phrase which translates to "whose
rank".
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Table 8: Top-10 pages by indegree and outdegree over the most recent snapshot of the WIKILINKGRAPHS dataset (2018-03-01)

# indegree outdegree
article degree article degree

1 United States 332,557  List of current U.S. state legislators 8,019
2 Animal 164,549  List of least concern birds 7,907
3 Association football 146,836  List of people from Illinois 7,827
4 India 126,107  List of birds of the world 6,849
5 World War II 124,806  List of stage names 6,677
6 Arthropod 122,742  List of cities, towns and villages in Kerman Province 5,839
7 Germany 121,705  List of film director and actor collaborations 5,804
8 Insect 118,628 Index of Telangana-related articles 5,747
9 Canada 115,779  Index of Andhra Pradesh-related articles 5,684
10 New York City 107,831  List of municipalities of Brazil 5,585
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graph G7, i. e. all link directions are inverted. This corresponds to trans-
posing the adjacency matrix when computing PageRank and results in
computing the conjugated Google matrix G*.

CheiRank is analogous to PageRank, but it assigns a higher score to
nodes with higher outdegree. In the Wikipedia dataset that we are
using there are list articles that have several thousands outgoing links,
as shown in Table 8. As expected, the articles with the highest global
CheiRank score are list articles having high outdegree: out of the top
100 results by global CheiRank with o = 0.30, 87 have the word List,
Lists, or Index in the title. In the following, we are not showing results
for CheiRank since it suffers from analogous limitations as PageRank,
and it never resulted on-par with the most performing algorithms in
our experiments.

3.5.2.2 2DRank

2DRank combines CheiRank and PageRank [56]; it ranks all nodes in
a graph, but it does not produce a score as PageRank or CheiRank do.
Instead, given the rankings vF®) and v(®"®) produced by PageRank
and CheiRank respectively, 2DRank takes the minimum position in
which a given node appears in both ranking and builds a new ranking.
This process can be visualized in the two-dimensional cartesian plane:
2Oy, we build a series of squares with one vertex in the origin, two sides
formed by the cartesian axes and the other two drawn at integer values.
Thus, the first square is identified by (0;0), (0;1), (1;1), and (1;0); the
second by (0;0), (0;2), (2;2), and (2;0), and so on. By interpreting the
position of an item in the PageRank (p) and CheiRank rankings (p*)
as the coordinates of a point P(p, p*), this point will fall on one of the
edges of the squares drawn before. The position of a node in 2DRank is
given by assigning a progressive number to each item, starting from the
points that lay on inner squares; if two points lay on the same square
the algorithm chooses the one closest to either axis first.

Figure 5 shows the computation of 2DRank for a toy graph of 7 nodes.

3.5.3 IMPLEMENTATION AND REPRODUCIBIL-
ITY

We implemented CycleRank in C++. For PageRank and CheiRank we
used the igraph library,® 2DRank was computed directly from Page-
Rank and CheiRank using a Python script. All code is available under
an open-source license at: https://github.com/CycleRank/cyclerank.

https://igraph.org/c/
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Figure 5: Toy example of the computation of 2Drank for a graph with

7 nodes ranked respectively: vp = [a,d,c,b,e, f,g] and vo
[a,b,d,e,c, f,g]. The final ranking is vop = [a,b, ¢, d, e, f, g].
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3.5.4 QUALITATIVE COMPARISON

We first present the results of a comparison between Personalized Page-
Rank and CycleRank directed over a variety of terms. Then, we focus
on the article “Fake news” and we explore the capabilities of CycleRank
more in-depth by performing directed a longitudinal analysis over two
snapshots of the Wikipedia link graph at a distance of one year, and a
cross-language analysis over 8 languages.

3.5.4.1 Comparison of CycleRank and PageRank

Tables 10 and 11 present a comparison between the top-10 results with
the highest scores obtained with the Personalized PageRank and Cycle-
Rank, computed with different reference nodes over the wikilink graph
of the English Wikipedia taken as of March 1st, 2018. These results
highlight the limitation of Personalized PageRank that we have de-
scribed in Section 3.2: in the top positions we see articles such as
“United States”, “The New York Times”, “World War II” and “Ger-
many”; these articles act as attractors for the unconstrained random
walk of Personalized PageRank since they have a very high in-degree
and have among the highest values of the PageRank score in the over-
all network. Indeed, they are respectively in 1st (“United States”), 5th
(“The New York Times”), 2nd (“World War II”) and 4th position
(“Germany”) in the overall PageRank ranking for that network.

However, there are much fewer paths that connect these articles back
to the reference nodes. As a result, these articles appear in much lower
positions in the ranking produced by the CycleRank algorithm: for
example, using as a reference node r = “Fake news” they appear re-
spectively in 15th (“United States”), 8th (“The New York Times”),
147th (“World War II”), and 100th (“Germany”) position; with r =
“Right to be forgotten” only “The New York Times” appears in 29th
position; with » = “Online identity” only “United States” appears in
54th position; finally with » = “Internet privacy” “United States” and
“The New York Times” appear respectively in 185th and 179th posi-
tion.

In all the other cases these articles receive a CycleRank score of zero
and do not appear in the rankings. In this way, CycleRank leaves space
to articles whose content is more strongly associated with the reference
topic to appear at higher positions in the ranking.

3.5.4.2 Case Study: “Fake news”

This section illustrates the results of longitudinal and cross-language
analyses obtained with the CycleRank algorithm taking “Fake news”
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as a starting point. We have performed this analysis for all the topics
pertaining to the scope of the ENGINEROOM EU project, but here we
present just the results for “Fake news” for reasons of space.

Network visualization.

Figure 77 shows a visualization of the network centered around the
article “Fake news”, where node size reflects the CycleRank score so
that bigger nodes (and labels) represent concepts that are more relevant
to the reference node. The reduced network, obtained as explained in
Section 3.4, is used for this purpose: all the concepts which do not share
any loop shorter than K = 4 are removed so that only concepts having
a CycleRank score greater than 0 are included in the visualization.
For readability reasons, node label is shown only for articles having a
CycleRank score of at least 20.

Reince Priebus

| election, 2016

nlod States
ampaign, 2016
of Donald Trump

- Ewromaidan
measures

olocaust denial

Figure 6: Graph induced by the nodes with non-zero CycleRank score with
reference node r = “Fake news” and K = 4 on English Wikipedia.
over the snapshot of March 1st, 2018. The network is visualized
after applying the ForceAtlas2 algorithm. Colors represents clusters
calculated with the Louvain algorithm. The dimension of the nodes
and their labels depends on the CycleRank score; labels are only
shown for CycleRank values of at least 20.
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A spatialization algorithm is used to this aim to place the nodes in
a way that minimizes the distance between nodes that are connected
to each other. For this, we rely on the GEPHI software® [60], and on
the ForceAtlas2 algorithm for placing nodes. The algorithm simulates a
physical system with forces attracting and repelling nodes. A repulsive
force drives nodes apart, while connections introduce an attractive force
that brings nodes closer to each other [61]. In this way, the position
of each node in the resulting visualization reflects its connections to
the other nodes, and clusters of nodes well connected with each other
emerge visually in the network.

Edges, representing hyperlinks between articles, are depicted in clock-
wise direction according to an established convention. Colors repre-
sent clusters of densely connected articles, identified with the Louvain
method [62].

Longitudinal analysis.

Table 12 presents the CycleRank scores calculated over the snapshots
of the wikilink graph taken on March 1st, 2017 and March 1st, 2018.
We analyze only two years because the article exists with its current
meaning since January 15th, 20175, On one hand, we see a kind of
increasing politicization of the debate around fake news, with a rising
importance of topics related to the US elections won by Donald Trump.
On the other hand, we observe the rise of Facebook up to the third
position on 2018, indicating the rapid increase in the importance of the
company, in 2017 the article about the company was ranked in 17th
position.

Cross-language analysis.

Tables 13 and 14 present the CycleRank ranking produced by consider-
ing the article “Fake news” in English Wikipedia and the correspond-
ing articles in other 7 languages available in the WIKILINKGRAPHS
dataset.”

First, we point out that CycleRank is able to find results that are
pertaining to the local Wikipedia edition, for example, results from

https://gephi.org/

Prior to that date, the article had a more general meaning which has been moved
to the page “Fake mews (disambiguation)”. The page “Fake mews” was originally
created on April 21st, 2005 and it was used initially as a redirect to “News propa-
ganda” and then as a «half-article, half-disambiguation page» - as an editor noted
at the time - which described the origin of the term and the then-current concurrent
meaning of satirical news with reference to television programs such as “Saturday
Night Live” and “The Daily Show” (https://en.wikipedia.org/w/index.php?title=
Fake news (disambiguation)&oldid=25951928).

Results from Spanish Wikipedia are omitted because the article about “Fake news”
was created on January, 2nd 2018 and only one article - besides “Fake news” itself
- received a CycleRank score greater than zero.
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German Wikipedia include “Tagesschau.de,” and “Der Freitag”,
two local news outlets; from French Wikipedia “Emmanuel Macron”
(France’s Prime Minister), from Polish Wikipedia we find in the top-10
“Zwigzek Socjalistycznych Republik Radzieckich” (URRS), “Kryzys
krymski” (Crimea Crisis), and “NATO”; and the results from Russian

Wikipedia include “Vrag naroda” (“Enemy of the people”).

To compare results across languages, we have tagged related results in
each table with coloured markers; the color-coding of each group of
concepts mirrors the colors of the clusters calculated on the networks
as shown in Figure 77:

1. (purple) groups terms related to disinformation (“Desinforma-

)

tion,” “Propaganda,” “Désinformation,”, “Disinformazione,’

“Dezinformacja”), hoaxes and rumors (“Hoaz,” “Rumeur,”

“Bufala”), and clickbait (“Clickbait,” “Klikbejt,” “Klickbete”);

2. (green) groups terms related to news outlets and publications
(“Der Freitag,” “CNN,” “The New York Times,” “Izvestija,”
“The Insider,” etc.) and to journalism in general ( “Journalistiek”,
“Nieuws,” “Tabloid,” “Zhjoltaja pressa,” “Gula pressen,” etc.);

3. (cyan) indicates articles about “Facebook,” and “Social media”;

4. (orange) indicates articles about “Donald Trump,” “United States
presidential election 2016,” and “Donald Trump presidential cam-
patgn 20167;

These groups span across languages as these are common elements that
characterize the context of the topic “Fake news” across all the cultures
expressed by the languages that we have examined.

Finally, we point out how certain aspects of “Fake news” are espe-
cially relevant in some languages without being specifically related to
the corresponding culture, such as “Verifica dei fatti” (fact checking),
“Debunker,” and “Spin doctor” in Italian Wikipedia; “Framing” in
Dutch Wikipedia; and “Kdllkritik” (source criticism), and “Psykologisk
krigforing” (psychological warfare) in Swedish Wikipedia.

3.5.4.3 Comparison of CycleRank and 2DRank

Tables 15 and 16 present a comparison between the top-10 results with
the highest scores obtained by CycleRank, PageRank and 2DRank,
computed on the WIKILINK GRAPHS snapshot of the English Wikipedia
of March 1st, 2018 with reference nodes “Computer science” and “Fred-
die Mercury”, respectively.

These results highlight the limitations of PageRank that we have de-
scribed in Section 3.2: in the top positions in the rankings produced
with a = 0.85, we see articles such as “United States” and “World War
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page Fake news Right to be forgotten Online identity
# CycleRank PageRank CycleRank PageRank CycleRank PageRank
1 Fake news Fake news Right to be forgotten Right to be forgotten Online identity Online identity
2 CNN United States Freedom of speech The New York Times Transgender WMMWM@EQQOHWEN
3 Facebook The New York Times Right to privacy Freedom of speech Emb.ﬁ;% . Emﬁ.ﬁ;% .
(social science) (social science)
United States Google Spain v AEPD Social networkin
4 presidential World War II Internet privacy and Mario Costeja . & Reputation
) , service
election, 2016 Gonzalez
. . . . International human ) .
5 Social media The Washington Privacy law . Avatar (computing) Identity theft
rights law
Post
6 Propaganda The Guardian Google European Union Online chat Facebook
Donald Trump .
. . President of the General Data . . .
7 Emmawsﬁm_ United States Protection Regulation The Guardian Digital identity Google
campaign, 2016
8 The New York Times Germany Internet mE;OU@.mﬁ Online identity Twitter
Commission management
Data P i
9 Fake news website Washington, D.C. Censorship mg .Sﬁmogos Social software Blog
Directive
10 Pope Francis HuffPost Information privacy =~ United States Reputation Authentication
Table 10: Top-10 articles with the highest CycleRank and PageRank scores computed from the articles “Fake news,” “Right to be forgotten,” and “Online

identity” on English Wikipedia, over the most recent snapshot of the WIKILINK GRAPHS dataset (2018-03-01).
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# 2017 2018
1  Fake news Fake news
Social media CNN
Satire Facebook

4  Fake news website

Yellow journalism

Mainstream media
7 News satire
Phishing

CNN
10  Donald Trump

United States presidential
election, 2016

Social media

Propaganda

Donald Trump presidential
campaign, 2016

The New York Times
Fake news website

Pope Francis

Table 12: Top-10 articles with the highest CycleRank score computed from
the pag