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Abstract

Action  observation  triggers  imitation,  a  powerful  mechanism  permitting  interpersonal  coordination.

Coordination,  however,  also  occurs  when  the  partners’  actions  are  non-imitative  and  physically

incongruent. One influential theory postulates that this is achieved via top-down modulation of imitation

exerted by prefrontal regions. Here we rather argue that coordination depends on sharing a goal with the

interacting  partner:  this  shapes  action  observation,  overriding  involuntary  imitation,  through  the

predictive activity of the left ventral premotor cortex (lvPMc). During fMRI, participants played music in

turn with a virtual partner in interactive and non-interactive conditions requiring 50% of imitative/non-

imitative responses. In a full-factorial design, both perceptual features and low-level motor requirements

were  kept  constant  throughout  the  experiment.  Behaviorally,  the  interactive  context  minimized

visuomotor interference due to the involuntary imitation of physically incongruent movements. This was

paralleled by modulation of  neural  activity  in  the  lvPMc,  which was specifically  recruited during the

interactive task independently of the imitative/non-imitative nature of the social exchange. This lvPMc

activity  reflected  the  predictive  decoding  of  the  partner's  actions,  as  revealed  by  multivariate  pattern

analysis.  This demonstrates that, during interactions, we process our partners’ behavior to prospectively

infer  their  contribution  to  the  shared  goal  achievement,  generating  motor  predictions  for  cooperation

beyond low-level imitation. 

Keywords

Joint action, fMRI, MVPA, ventral premotor cortex, motor prediction.
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Introduction

What tells apart interactive from non-interactive actions? Are the same cognitive mechanisms responsible

for coding the observed movements of others, independently of whether we need to coordinate with them?

Despite  claims  on  the  uniqueness  of  interaction  for  human  life  (Di  Paolo  et  al.  2010),  the  clear-cut

evidence is lacking on what singles out the perception of the actions of an interactive partner, especially

when it comes to its neural underpinnings. The ability to coordinate with a partner is one of the earliest

achievements of social development: describing the neurophysiological signatures of effective non-verbal

motor interactions might thus provide a crucial reference point for studying social cognition in health and

pathology with a minimalistic and controlled approach.

Vast  neurophysiological  evidence in human and non-human primates shows that  each time we

observe  an  action  we  simulate  it  in  an  involuntary  imitation  with  a  fronto-parietal  “mirror”  system

(Rizzolatti  and Sinigaglia 2016).  However,  it  has been shown that  motor simulation (Novembre et  al.

2014; Hadley et al. 2015) and visuomotor integration (Sacheli et al. 2015; Era et al. 2018) play a key role

in online interpersonal coordination also in the case of non-imitative interactions, which fluently  occur

even when  the  pursuit  of  a  common goal  imposes  that  the  two partners  perform physically  different

actions (Sebanz et al. 2006). Prima facie, this seems to suggest that the “mirror” fronto-parietal network

might  not  be the  only  relevant  neural  system entailed in  interactions,  interactive actions  being rather

coded  by  higher-order  brain  areas  that  gate  a  purely  imitative  neural  activity  (Top-down  control

hypothesis). This is suggested by experimental evidence of the role of top-down control to perform (non-

interactive) actions that differ from an observed one (Campbell and Cunnington 2017; Cross and Iacoboni

2014; Brass et al. 2009): these studies showed that prefrontal areas, in their coding of task rules, might

inhibit  "mirroring" motor simulation when needed.  This comes with a performance cost,  the so-called

visuomotor interference effect.

Nevertheless, this top-down control hypothesis does not account well for all social exchanges, as

the  performance  cost  entailed  in  active  suppression  of  motor  simulation  (Cross  and  Iacoboni  2014)

unlikely occurs during cooperative interactions, as shown by the ease whereby they take place in real life.

Thus, the key question is still open on which mechanisms allow observed interactive actions gaining a
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special status, transcending simple "mirror" imitation while not paying the processing price of cognitive

control.

In a recent behavioral experiment (Sacheli et al. 2018a), we provided evidence for an alternative

hypothesis:  we showed that  the distinctive feature of interactions might  be the possibility to integrate

motor representations regarding the partner's actions within a Dyadic Motor Plan (Sacheli et al. 2018a),

i.e., a motor plan representing each partner’s contribution to the shared goal achievement. In short, our

results (Sacheli et al. 2018a) showed that, during an interactive context, participants do not suffer from

visuo-motor interference when required to execute non-imitative responses to a partner's action; instead,

they show decay in performance when the partner violates the expectations that the agent holds about the

partner's contribution to the achievement of the shared goal. We interpret these results as follows: since

when interacting  we  aim to  achieve  a  shared  goal  (Butterfill  2011,  e.g.,  playing  a  melody together),

knowledge of the shared goal generates expectations about which contribution the partner will  provide

(e.g., which notes he/she will play in a turn-taking duet); this allows predicting which action the partner

will  perform to achieve the shared goal.  Such expectations would be represented in the Dyadic Motor

Plan, and motor simulation would be only recruited to anticipate the effects of the partner's actions and

monitor whether they meet expectations. Within a predictive coding framework (Kilner et al. 2007), this

would translate in the recruitment of fronto-parietal areas to anticipate the partners’ goal and the effect of

his/her action when the shared goal or the strategy to achieve it are still unknown and thus need to be

inferred (e.g., when the hitter needs to guess what move the setter will do in a volleyball match); on the

contrary,  knowledge  of  the  shared  goal  would  lead to  signal  attenuation  (Kaiser  and Schutz-Bosbach

2018) as long as the partner’s action is correctly anticipated within the Dyadic Motor Plan representation.

Notably, this theoretical account is compatible with a premotor hypothesis of goal representations ( Kilner

2011; Umiltà et al. 2001), independently of the imitative or non-imitative nature of the interaction.

In the present study,  we aimed to address these dilemmas at  the neurophysiological  level.  We

capitalized on our novel interactive behavioral paradigm (Sacheli et al. 2018a) to directly compare with

functional  magnetic  resonance  imaging  (fMRI)  the  Top-down  control and  the  Dyadic  Motor  Plan

hypotheses  and to  characterize  the  neurophysiological  signatures  describing  how a partner's  action  is

represented  as  a  motor  interaction  unfolds.  Participants  observed  the  partner’s  action  either  in  the
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presence or absence of interactive shared goals and during imitative or non-imitative exchanges. In the

interactive,  Joint  Action condition,  the  participants  shared  with  their  partner  the  goal  of  playing  pre-

learned four-note melodies by alternating playing one note each through the pointing or grasping gestures.

In  the  control,  perceptually-matched,  Non-Interactive condition,  the  participants’  and  their  partner’s

actions and tones were unrelated, and the participants were cued on which pair of notes to play in two

consecutive trials, independently of the notes their partner played. Both the Joint Action and the Non-

Interactive  condition  required  50%  of  imitative  and  50%  of  non-imitative  responses  to  the  partner's

moves, allowing us to measure the emergence of visuomotor interference in non-imitative trials. Crucial

for  our  aim,  this  was  done  in  a  full  factorial  design  and  by  keeping  constant,  throughout  the

interactive/non-interactive and imitative/non-imitative social contexts, both perceptual features and low-

level motor requirements, differently from previous attempts.

We had the following expectations. According to the Dyadic Motor Plan hypothesis, we

expected to replicate our behavioral results on the lack of visuomotor interference for incongruent actions

in  the  Joint  Action  condition  only  (Sacheli  et  al.  2018a).  We  posited  that  this  would  translate  in

dissociation between the neural correlates of the partner's action observation in the interactive vs. non-

interactive context and that the neural correlates of interactivity would be independent of the imitative or

non-imitative  nature  of the motor exchange.  We expected the neural  correlates  of  the Non-Interactive

condition to be modulated by the congruence between the partner's and the participant’s movements: we

envisaged a stronger recruitment of brain regions responsible for executive motor control (e.g., prefrontal

and right parietal areas, Campbell and Cunnington 2017; Cross and Iacoboni 2014; Brass et al. 2009) in

incongruent (i.e.,  non-imitative) as compared to congruent  (i.e.,  imitative) trials.  Such effect of action

congruence was not expected in Joint Action, where we envisaged a stronger recruitment of the neural

correlates of motor predictive processes (e.g., in the left fronto-parietal network), independently of action

congruence. On the contrary, the  Top-down control hypothesis would be satisfied by the emergence of

visuomotor  interference effects  in non-imitative  as compared to  imitative trials,  independently of  task

interactivity. At the neurophysiological level, this would translate in the stronger recruitment of the neural

regions responsible for executive control in the non-imitative than the imitative condition, during both the

Joint Action and Non-Interactive tasks.
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Materials and Methods

Participants

Twenty-four participants took part in the study (13 men, 11 females, age range 19-27 years, mean 23.75 ±

2.02). All participants were right-handed as confirmed by the Edinburgh Handedness Inventory (Oldfield

1971;  mean Laterality Quotient 92.5 ± 11.5),  reported normal or corrected-to-normal vision, and were

naive as to the purpose of the experiment.

The experimental protocol was approved by the Ethics Committee of the University of Milano-

Bicocca (Italy)  and  by the  Ethics  Committee  of  the  IRCCS Galeazzi  Orthopaedic  Institute  (Comitato

Etico dell'Ospedale San Raffaele di Milano), where data collection was run. The study was carried out

according  to  the  ethical  standards  of  the  1964  Declaration  of  Helsinki  and  later  amendments.  All

participants gave their written, informed consent to take part in the study and were debriefed as to the

purposes  of  the  study  at  the  end  of  the  experimental  procedures.  Professional  musicians  were  not

recruited.

Learning phase (2-4 days before the fMRI session)

Before performing the fMRI experiment (2-4 days before the fMRI session),  participants underwent a

learning phase aimed to teach them the correct association between color-cues and melodies (Joint Action

condition) and pairs of notes (Non-Interactive condition) and to familiarize with the task. This learning

phase (about 40 min) was identical to the one described in (Sacheli et al. 2018a). By design, we planned

to test only participants who successfully completed the Learning phase (threshold 80% of accuracy). All

participants in the sample passed the threshold.

Experimental Design

Stimuli  and apparatus.   The MRI-compatible response device (BrainTrends ltd)  consisted of a  custom-

made 5-cm wooden cube placed next to the right hand of the subject lying in the scanner. The cube was

connected  to  a  standard  device  to  record  behavioral  measures  in  the  fMRI  scanner  (Resonance

Technology Inc., Northridge, CA, USA). Touch-times on the cube were recorded by activating buttons (1
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cm wide), one located on the top and two on the sides of the response-cube. Before each trial, participants

positioned their right-hand index finger over a start-button (1 × 1 cm) located 2 cm to the right of the

cube. They were instructed to either press the top button on the cube with their index finger (pointing

action) or to press the side buttons with their thumb and index fingers (grasping action). Pressing the top

button generated a G note (~392 Hz) and pressing the side buttons generated a C note (~261 Hz). The two

sounds had the same duration (100 ms). A third, raspberry-like sound (duration 100 ms) was emitted as an

error signal. Auditory feedback was provided via headphones.

The participants responded to sequences of visual stimuli consisting of a set of pictures depicting a virtual

partner in different  positions  (Fig.  1a  ):  (i)  starting-position,  (ii)  implied-motion posture  (depicting the

pointing/grasping actions at mid-flight), and (iii) end-position (depicting the end of the pointing/grasping

action). The end-position image included a small colored square at the center of the partner’s cube that

gave the color-cued instructions for playing melody/pair of notes.

Interactive (Joint  Action)  vs.  Non-Interactive tasks.   There  were separate  sessions (fMRI runs)  for  the

Joint Action and the Non-Interactive tasks, which were presented in counterbalanced order between the

participants. During the two tasks, identical stimuli were presented and the participants alternated with

their partner in generating the notes. The conditions differed only for task instructions: in the Joint Action

condition the color-cue (red, orange, blue or light blue) indicated which of four four-note melodies the

participant  had to play together with their  partner,  in  alternating turns of playing one note each (i.e.,

participants played two of the four notes in turn with their partner while remembering the full melody). In

the Non-Interactive condition, the color-cue (yellow, green, pink or violet) was associated with one of

four pairs of notes that the participants had to play in two consecutive trials independent of the notes that

their partner was playing. For instance, the color-cue could specify:  Joint Action condition, red melody

C-C-G-G, orange melody C-G-C-G, blue melody G-G-C-C, light-blue melody G-C-G-C; Non-Interactive

condition,  green  pair  C-G;  yellow  pair  C-C;  pink  pair  G-C;  violet  pair  G-G  (Suppl  Figure  S1  ;  the

association between colors and melodies/pairs of notes was counterbalanced between participants). Thus,

all color-cues conveyed the same amount of information the participant needed to perform the task in two

consecutive  trials:  in  the  example  given  above,  both  the  red  and  the  green  cues  indicated  that  the

Page 7 of 31

19

155

156

157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

175

176

177

178

179

180

181

182

20
21



participants had first to play a C note and then a G note (see Fig. 1b  ). Importantly, however, the color-cue

in the Joint Action condition also indicated the notes that the partner would play, whereas the partner’s

notes were irrelevant in the Non-Interactive condition and therefore not specified.

Stimuli  presentation  and  randomization  were  controlled  by  E-Prime2  software  (Psychology  Software

Tools  Inc.).  Visual  stimuli  were  delivered  using  VisuaStim  fiber-optic  goggles  (800  x  600  pixel

resolution). 

Procedure and trial timeline.   Each Joint Action/Non-Interactive fMRI run comprised of 128 trials, as it

included 16 repetitions of each four-note melody (Joint Action) or pair of notes (Non-Interactive), each of

which composed two trials.  A “trial” was counted as each time a participant  performed a pointing or

grasping action on the cube. Accordingly, the task was made of series of two turn-taking productions of

pointing/grasping gestures to generate, with a virtual partner, four-note musical sequences ("melodies" in

Joint Action and "pairs of notes" in Non-Interactive), each melody being made of two consecutive trials,

i.e., Trial1 and Trial2 (see below paragraph "Types of Trial  "). Each run was divided into two blocks (64

trials each) with a 30 s break in between. Within each run, the order of melodies (Joint Action) or pairs of

notes  (Non-Interactive)  was  pseudorandomized  so  that  each  melody/pair  could  not  be  consecutively

repeated more than twice. The instructions were set up so that participants played either a G- or a C-note

50% of  the  time,  and  the  combination  of  the  participant’s  and  their  partner’s  actions  was  congruent

("imitative", e.g., pointing in response to the partner's pointing action) or incongruent ("non-imitative",

e.g.,  grasping  in  response  to  the  partner's  pointing  action)  in  50%  of  the  trials.  The  order  of

congruent/incongruent trials was randomized within each block.

The pseudo-randomization also included "null trials" showing a black screen, having the same

duration as an entire melody/pair of notes (randomly variable between 8 and 6.25 s, mean duration 7.12 ±

0.59 s) and occurring, on average, every five trials. Overall, each run contained 16 null trials equal to 114

s.

<Please place Figure 1 here>
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Fig. 1a   illustrates the trial timeline, which was identical in the Joint Action and Non-Interactive

conditions. For each trial, the virtual partner always took the first turn. Each trial started with the image of

a fixation cross (400 ms), followed by an image of the partner in the starting position (200 ms plus a

variable stimulus onset  asynchrony ranging from 100 to 700 ms),  then in the implied-motion position

(duration 50% times 100/200 ms), and then in the final position, which was presented synchronously with

the partner’s note. The image showing the partner’s final position also included the color-cue indicating

which melody (Joint Action) or pairs of notes (Non-Interactive) the participant had to play. The partner’s

note constituted the “go-signal” for the participants to release the start button and play their note. The

correct note would be played if the response was correct; otherwise, an error signal would sound. The

participants were told to complete the task as quickly and correctly as possible. The association between

the partner’s action (pressing the top, pointing, or the side buttons, grasping) and the ensuing note (G or C

note) was always identical to the participant’s.

Between-trial jittering was ensured by the variable stimulus onset asynchrony (100-700 ms) and

by the variability in participants' response times, as the next trial started as soon as participant's response

at the previous one was recorded.

The participants  familiarized themselves  with the  task and the apparatus  in  an 8-trial  practice

block before starting each Joint Action/Non-Interactive fMRI run.

Types of Trial.   Since the color-cues directed participants on what  to do in two consecutive trials  and

appeared at the end of the partner’s first move, each melody or pair of notes effectively contained two

trials of different “type”. In Trial1 (corresponding to the first half of the melody or pair of notes), the

participants  observed  their  partner’s  actions  before  having  seen  the  color-cue,  while  in  Trial2

(corresponding to the second half of the melody or pair of notes) the participants had already seen (in the

preceding Trial1) the cue, already knew what to do before observing their partner’s action and were thus

expected to respond faster.

Overall,  the  participants  performed 32  trials  per  each  of  the  8  experimental  conditions:  Joint

Action-Trial1-Congruent, Joint Action-Trial1-Incongruent, Joint Action-Trial2-Congruent, Joint Action-
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Trial2-Incongruent,  Non-Interactive-Trial1-Congruent,  Non-Interactive-Trial1-Incongruent,  Non-

Interactive-Trial2-Congruent, Non-Interactive-Trial2-Incongruent.

Behavioral data statistical analyses

We measured  Accuracy  (Acc),  i.e.,  the  proportion  of  correct  responses  over  non-excluded trials,  and

Response Times (RTs), i.e., the time delay between the go-signal (corresponding to the onset of the end-

position picture and of the partner’s note) and the instant when the participant pressed a button, measured

in correct trials only. We also measured reaction times, i.e., the time delay between the go-signal and the

instant the participant released the start button, to exclude from the analysis of both Acc and RTs the trials

in which participants made a false start. Overall, valid trials (included in the fMRI analyses) were 30.52 ±

2.94 per condition in Joint Action (equal to ~ 95.38% of the trials) and 30.77 ± 1.7 per condition in Non-

Interactive (equal to ~ 96.16% of the trials).

For behavioral data analyses, we calculated the individual mean Acc and RTs for each condition,

excluding from the analysis of RTs any outlier values that fell 2.5 SDs above or below the individual

mean of each experimental condition. Raw Acc and RTs data are reported in Suppl Table S1  . Accuracy

data were at ceiling (mean Acc = 0.99 ± 0.3 in Joint Action and 0.99 ± 0.2 in Non-Interactive).

RTs data were analyzed in  the  statistical  programming environment  R (R 3.3.3,  R Core Team 2014).

Linear  mixed  effects  models  were  used  as  the  main  statistical  procedure.  RTs  were  analyzed  as  a

continuous  dependent  variable  using  linear  mixed  effects  models,  fitted  using  the  LMER function  in

“lme4” R package (version 1.1-15,  Bates et  al.  2015). As fixed effects,  Trial-type (factorial,  2 levels:

Trial1 vs. Trial2), Congruence of Actions (factorial, 2 levels: Congruent vs. Incongruent), Task (factorial,

2  levels:  Joint  Action vs.  Non-Interactive),  and their  interactions  were tested.  The by-subject  random

intercept was included as a random factor to account for between-subject variability. The inclusion of a

main effect or interaction in the final model was assessed performing a series of Likelihood Ratio Tests,

including  a  parameter  if  it  significantly  increased  the  model's  goodness  of  fit.  The  results  of  this

procedure are summarized in Table 1  .

The  best  final  fitting model  included all  factors  (Trial-type,  Congruence,  and Task)  and their

interactions.  We report the significant fixed effects of the final best fitting model with significance levels
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based on Satterthwaite’s degrees of freedom approximation implemented in “lmerTest” R package (version

3.0-1,  Kuznetsova et al. 2017). Moreover, to directly contrast single levels of the significant interactions,

post-hoc procedures were carried out on the best fitting model with the “phia” R package (version 0.2-1,

Rosario Martinez 2015), applying Bonferroni correction for multiple comparisons. All tests of significance

were based upon an α level of 0.05.

MRI data acquisition and analyses

Data acquisition.   MRI scans were acquired using a Siemens Magnetom Avanto 1.5 T scanner (Siemens

AG, Erlangen, Germany) equipped with gradient-echo echo-planar imaging (EPI) [repetition time (TR)

2150  ms,  echo  time  (TE)  40  ms,  flip  angle  90°,  28  slices,  slice  thickness  4  mm,  interleaved  slice

acquisition, matrix 64 × 64, FOV 250 × 250 mm]. Overall, 300 scans per run were acquired. The first two

volumes recorded from each functional run were removed to allow for steady-state tissue magnetization.

MPRAGE high-resolution T1-weighted structural images were also acquired (flip angle 35°, TE 5 ms, TR

21 ms, FOV 256 x 192 mm, matrix 256 × 256, TI 768, for a total of 160 axial slices with 1 x 1 x 1 mm

voxels).

Preprocessing.   After image reconstruction, raw data visualization and conversion from the DICOM to the

NIfTI format were performed with MRIcron (www.mricro.com) software. All subsequent data analyses

were  performed  in  MATLAB  R2014b  (MathWorks)  using  Statistical  Parametric  Mapping  software

(SPM12, Wellcome Department of Imaging Neuroscience, London, UK). First, slice-timing correction as

implemented in SPM12 was applied. Then, the fMRI scans were realigned and unwarped to account for

any movement during the experiment and to reduce the effect of magnetic field distortions; the unwarped

images were co-registered with the T1-weighted structural  image of each participant,  which was then

segmented and stereotactically normalized into the SPM12 template (tmp.nii) to allow for group analyses

of the data. Deformation fields used for T1 segmentation were then applied to the co-registered functional

scans. At this stage, the data matrix was interpolated to produce voxels 2 × 2 × 2 mm in dimension. The

stereotactically normalized scans were smoothed using a Gaussian filter of 10 × 10 × 10 mm to improve

the signal-to-noise ratio.
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Artifact  Detection  Tools  (ART,  Whitfield-Gabrieli,  http://www.nitrc.org/projects/artifact_detect)  was

used  to  identify  outlier  scans  in  global  signal  and  movement  for  each  participant.  Time-points  were

marked as outliers when scan-to-scan variations in the global signal exceeded three standard deviations

from the mean, and when the compounded measure of movement parameters exceeded 1 mm scan-to-scan

movement (on average, excluded volumes were 5.6% ± 4.7% in Joint Action and 5.04% ± 4.8% in Non-

Interactive). Outlier scans were excluded from the single-subject analysis. No participant included in the

sample showed more than 20% of outlier time-points in an experimental condition.

Univariate statistical analyses of fMRI data.   A two-step statistical analysis, based on the general linear

model (GLM), was performed. The blood oxygen level-dependent (BOLD) signal associated with each

experimental condition was analyzed by convolution with a canonical hemodynamic response function

(Worsley  and Friston  1995).  No  global  normalization  was  performed.  The  time  series  was  high-pass

filtered at 128 s and pre-whitened by means of an autoregressive model AR(1). This first step implied a

fixed-effect  analysis,  in  which  condition-specific  effects  were  calculated.  We separately  analyzed  the

Joint Action and Non-Interactive runs. In each run, we characterized the BOLD signal associated with

observation of the mid-flight hand-posture in each trial (event-related design, see  Fig.1a  ).  At this first

level of statistical analysis (single-subject level), the experiment conforms to a 2x2 design having Trial-

type (Trial1 vs. Trial2) and Congruence of Actions (Congruent vs. Incongruent) as within-subject factors.

We  thus  modeled  four  regressors  of  interest  per  each  run  (Trial1_Congruent,  Trial1_Incongruent,

Trial2_Congruent,  Trial2_Incongruent),  by  only  including  correct  trials  in  which  no  false-start  was

recorded. Separate regressors also modeled experimental confounds, including error trials and false-starts

and the realigning parameters calculated in the preprocessing step. Finally, we characterized the effects

associated  with  each  experimental  condition  (Trial1-Congruent,  Trial1-Incongruent,  Trial2-Congruent,

Trial2-Incongruent) in both the Joint Action and Non-Interactive runs, each with a weight of +1 for the

regressor-of-interest and a weight of zero for all other regressors. These eight effects were then entered

into  a  second-level  full-factorial  ANOVA  that  conformed  to  random  effect  analyses.  The  ANOVA

included  Task  (Joint  Action  vs.  Non-Interactive),  Trial-type  (Trial1  vs.  Trial2)  and  Congruence  of

Actions (Congruent vs. Incongruent) as within-subject factors.
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All univariate analyses were conducted at the whole-brain level. We report the regional effects

meeting a family-wise error rate (FWER) correction at the cluster-level.  The regional effects that also

survived a voxel-wise FWER correction are indicated in the tables and in the main text.

Multivariate pattern analysis  (MVPA) of  fMRI data.   MVPA was performed using the PyMVPA 2.6.5

toolbox (www.pymvpa.org) running under Python 2.7.15. We run separate analyses for the Joint Action

and Non-Interactive data. The analysis was performed on spmT map images (Misaki et al. 2010), obtained

by  re-estimating  the  SPM12 univariate  first-level  analyses  on  preprocessed  but  spatially  unsmoothed

fMRI data. In this analysis, events were labeled depending on what the participants observed (a Pointing

vs. Grasping action) independently of which motor response followed, i.e., independently of Congruence

of Actions. By doing so, this control analysis was independent of the one applied in univariate statistical

analysis.  The  factors  included in  this  first-level  analysis  were  thus  Trial-type  (Trial1  vs.  Trial2)  and

Observed Action (Pointing vs.  Grasping).  We then characterized the Trial1 > Trial2 contrast  for  each

observed action (i.e.,  both Grasping and Pointing). No Z-scoring or averaging were applied within the

PyMVPA toolbox. The analysis was restricted to the 222 voxels included in the left vPMc cluster showing

a significant Task x Trial-type interaction as assessed by the univariate statistical analyses (see Results).

We  trained  a  linear  support  vector  machine  classifier  to  distinguish  the  Pointing  from  the

Grasping  spmT  maps,  based  on  a  leave-one-subject-out  cross-validation  procedure,  analogous  to  a

second-level, random-effects analysis. More specifically, we performed a searchlight analysis with 4-mm-

radius  spheres,  and  for  each  sphere  we  calculated  the  mean classification  accuracy  across  leave-one-

subject-out folds, together with the confusion matrix of predicted against actual classes.

The significance of the classification accuracies was determined through a Monte Carlo procedure, by

randomly permuting the Pointing and Grasping spmT map labels in each sphere 10000 times (Stelzer et

al.  2013),  and  by  then  comparing  the  actual  classification  accuracy  against  the  random  permutation

distribution  with a  Bonferroni  corrected threshold (α  <  .05  divided by 222 searchlights  becomes  α corr

<  .0002).  We  report  the  classification  accuracies  and  the  corresponding  confusion  matrices  for  the

significant searchlight spheres.
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Results

To ease the interpretation of the results, each section begins with a summary of what results would be

expected according to the Dyadic Motor Plan or the Top-down control hypotheses.

Behavioral data analysis

According to the Top-down control hypothesis, a main effect of Congruence would be expected, showing

that  Incongruent  trials  are  more difficult  than  Congruent  ones  in  both  the Joint  Action and the  Non-

Interactive  task.  The  Dyadic  Motor  Plan  hypothesis  would  rather  predict  that  such  a  main  effect  of

Congruence is  modulated by the Task factor:  a  decay in  performance in  Incongruent  as  compared to

Congruent  trials  (indexing the emergence of visuo-motor interference effects)  is  expected in the Non-

Interactive but not in the Joint Action condition.

The whole pattern of behavioral results is reported in  Suppl. Table S1   and in  Fig. 2a  .  Results

showed a significant main effect of Task (F(1,23) = 8.07, p = .004) showing that RTs were shorter in the

Joint  Action  than  the  Non-Interactive  task,  indicating  a  performance  advantage  of  the  Joint  Action

condition. Results also showed a significant main effect of Trial-type (F(1,23) = 1768.52,  p < .001) and

Congruence (F(1,23) = 26.77, p < .001) indicating that, overall, RT were shorter in Trial2 than in Trial1

and in Congruent than Incongruent trials. These main effects were further specified by two significant

interactions.

The Trial-type x Congruence ((F(1,23) = 8.59, p = .003) interaction showed that, although RTs in

Trial1 (both in the Congruent and Incongruent conditions) were significantly slower than RTs in Trial2

(all ps < .001), RTs in Incongruent-Trial1 trials were also slower than Congruent-Trial1 trials (adj means

975.00 ms vs. 932.68 ms, χ2 = 32.85, p < .001); on the contrary, RTs in Incongruent-Trial2 trials were not

slower  than  Congruent-Trial2  trials  (adj  means  740.09  ms  vs.  728.37  ms,  χ 2 =  2.52,  p =  .68).  This

indicates that visuomotor interference (indexed by higher RTs in Incongruent as compared to Congruent

trials) was maximal in Trial1 and reduced in Trial2.

More importantly, the Task x Congruence significant interaction (F(1,23) = 6.03,  p = .014,  Fig.

2b  ) showed that RTs in the Incongruent condition were slower than the Congruent one only in the Non-

Interactive task  (adj  means  871.38  ms  vs.  831.54  ms,  χ 2 =  29.26,  p <  .001);  this  difference was  not
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significant in the Joint Action task (adj means 843.71 ms vs. 829.52 ms, χ 2 = 3.68, p = .33). Importantly,

RTs  in  the  Non-Interactive-Incongruent  condition  were  also  slower  than  those  in  the  Joint  Action-

Incongruent one (adj means 871.38 ms vs. 843.71 ms, χ2 = 14.06, p = .001). This pattern of results is in

line with the Dyadic Motor Plan hypothesis.

<Please insert Figure 2 here>

Whole-brain univariate statistical analysis of the fMRI data

According to the  Top-down control  hypothesis,  a main effect of Congruence would be expected at the

neurophysiological level as well: it would imply a stronger recruitment of the neural regions responsible

for executive motor control (e.g., prefrontal and perhaps right parietal areas) in Incongruent as compared

to Congruent trials, independently of the Task performed (i.e., both in the Joint Action and in the Non-

Interactive  task).  The  Dyadic  Motor  Plan  hypothesis  would  rather  predict  that  such  a  main  effect  of

Congruence  is  modulated  by  the  Task  factor  and  that  a  difference  between  the  neural  correlates  of

Congruent  and Incongruent  trials  is  present  in the Non-Interactive condition only.  In the Joint  Action

condition, the Dyadic Motor Plan hypothesis would be satisfied by a stronger recruitment of the neural

correlates  of  motor  predictive  processes  (e.g.,  in  the  left  fronto-parietal  network),  which  should  be

independent of action Congruence.

With  regard  to  the  main  effects,  the  ANOVA only  showed  a  significant  effect  of  Trial-type,

indicating that a wide fronto-parietal and occipito-temporal network was more active in the Trial1 than

the Trial2 condition,  possibly reflecting motor  preparation and attentional  processes  (see  Suppl  Table

S2a  ). The main effect of Trial-type also showed that the paracentral lobule and the angular gyrus were

more active in Trial2 than in Trial1 (see Suppl Table S2b  ). No significant main effect of Congruence and

main effect of Task were found.

Crucial for the aim of the present study, however, the ANOVA also revealed a highly significant

Task x Trial-type interaction selective for a cluster (k = 222, pFWER-corr = .037) in the pars opercularis of the

inferior frontal gyrus, in the left ventral premotor cortex (lvPMc), at the border between Brodmann's areas

6 and 44 (local maxima MNI -58, 10, 10, Z-score = 4.96, pFWER-corr  = .013, Fig. 3a)  . Specifically for Joint
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Action, this area was more strongly activated for Trial1 than Trial2 (Simple effect of Trial-type in Joint

Action, Z-score = 4.55,  Fig. 3b,c  ). On the contrary, there was no such an effect in the Non-Interactive

condition (Fig. 3b,c  ; Simple effect of Trial-type in Non-Interactive, Z-score = 1.38 in the neighbor MNI

coordinate -50, 8,10). The Task x Trial-type interaction did not show any significant effect in the opposite

direction,  i.e.,  no  brain  region  was  more  active  in  Non-Interactive  than  in  Joint  Action  in  Trial1  as

compared to Trial2. A control conjunction analysis also revealed that the result that emerged in the lvPMc

was independent of action Congruence, as also indicated by the lack of a significant Task x Trial-type x

Congruence triple  interaction.  Indeed,  the conjunction of  the Task x Trial-type interactions  separately

calculated for Congruent and Incongruent trials revealed a significant cluster in the lvPMc that completely

overlapped with the one reported in Figure 3 (see Suppl Figure S2  ).

 

<Please insert Figure 3 here>

Finally, the ANOVA showed a significant Task x Congruence interaction for a cluster in the right

supramarginal gyrus, at the border between Brodmann's area 2 and area 40 (k = 208, pFWER-corr = .047; local

maxima  MNI 62, -28, 36, Z-score = 3.88; Figure 4). This area showed less activation in Congruent as

compared to Incongruent trials selectively for the Non-Interactive condition, in line with previous studies

showing  a  crucial  role  of  right  parietal  areas  in  imitation  control  (only  required  in  the  Incongruent

condition)  during  non-interactive  tasks  (Sowden  and Catmur  2015;  Brass  et  al.  2009).  Crucially,  the

activation of this area showed no dissociation between Congruent and Incongruent trials during the Joint

Action condition. More generally, no region showed an effect of Congruence in Joint Action, as predicted

by the Dyadic Motor Plan hypothesis.

No other main effect or interaction was significant.

<Please insert Figure 4 here>

Multivariate classification of fMRI activation patterns in the left vPMc
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We also run a searchlight MVPA on the same fMRI data to further explore the functional role of the

lvPMc activation in the Joint Action condition, which was revealed by the univariate statistical analysis.

We reasoned that  if  the lvPMc activation reflected a deep processing of the observed actions in Joint

Action,  a supporting vector  machine classifier  would be able  to tell  observed pointing from observed

grasping activation maps for data recorded during the Joint Action condition. Accordingly, we found that

the MVPA classifier distinguished Pointing from Grasping data significantly above chance in the Joint

Action  condition  (classification  accuracy  of  the  significant  searchlight  =  72.92%,  pcorr =  .02).  The

significant searchlight was within the left vPMc, centered on the MNI coordinate -57, 7, 2, in Brodmann's

area 44, with a significant confusion matrix (χ2 = 10.83, p = .01). See Fig. 3d  .

The  same  results  were  not  expected  in  the  Non-Interactive  condition,  because  the  univariate

statistical analysis revealed lower activation of lvPMc in this condition. As a matter of fact, searchlight

permutation testing indicated that no sphere significantly discriminated between observed pointing and

grasping actions in Non-Interactive data (all pscorr > .3).

Discussion

There  is  a  broad  theoretical  consensus  that  human  behavior  is  guided  by  the  anticipation  of

desired effects during one's action planning and execution and during action observation (e.g., Wolpert et

al. 2003; Hommel 2009; Kilner 2011). Also, it is widely believed that such anticipations become even

more prominent during joint actions (Candidi et al. 2015), when agents form motor representations that

specify the interaction outcomes (Loher et al. 2013; Loher and Vesper 2016; Keller et al. 2016), which in

turn guide and influence individual  motor  planning (Pfister  et  al.  2014;  Yamaguchi  et  al.  2017).  The

results of the present study show that these joint representations, which we propose form a Dyadic Motor

Plan,  are  strictly  motoric  in  nature,  as  they  are  paralleled  by  a  modulation  of  lvPMc  activity,  and

consistent with a predictive coding hypothesis (Kilner et al. 2007).

We reach such conclusions having tested the hypothesis that an interactive context shapes how the

brain  processes  the  observed  actions  of  an  interacting  partner.  We  evaluated  whether  perceptually

identical visual stimuli (i.e., the partner’s movements) might be differently coded depending on whether
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they are relevant to achieve an interactive shared goal, e.g., to play a specific melody in turn-taking. The

study was motivated by both every-day life and experimental evidence of the ease whereby non-imitative

interactions  take  place.  We  investigated  why  visuomotor  interference  disappears  in  these  instances

(Sacheli  et  al.  2018a), while it  is well  present in non-interactive situations (Campbell and Cunnington

2017; Cross and Iacoboni 2014; Brass et al. 2009). We hypothesized that different neural computations

take  place  during  action  observation  depending  on  task  interactivity.  Crucially,  within  this  line,  the

computations characterizing "interactive" action observation should be identical during imitative and non-

imitative social exchanges: this would explain why imitative and non-imitative interactions occur with

similar ease when they are guided by a shared goal.

In our experiment, we compared two alternative theoretical standpoints: the Dyadic Motor Plan

and the Top-down control hypotheses. According to our  Dyadic Motor Plan hypothesis (Sacheli  et  al.

2018a), interactive agents represent the partner's actions within a unitary motor representation describing

both  their  own  and  the  partners'  required  contribution  to  the  achievement  of  a  shared  goal.  At  the

neurophysiological level, this would translate in the recruitment of fronto-parietal areas to anticipate the

partners’ goal and effect when the shared goal is still  unknown and thus needs to be inferred (e.g.,  in

Trial1 in the present experiment);  on the contrary, knowledge of the shared goal would lead to signal

attenuation  (Kaiser  and  Schutz-Bosbach 2018)  as  long as  the  partner’s  action  is  correctly  anticipated

within the Dyadic Motor Plan representation (e.g.,  in Trial2 in the present  experiment).  These fronto-

parietal areas responsible for predictive motor processes would be equally recruited during imitative and

non-imitative exchanges providing that they occur within a shared-goal setting. On the contrary, a  Top-

down  control hypothesis  would  have  been  satisfied  by  the  specific  additional  activations,  beyond

premotor regions,  of  brain areas associated with executive control  - e.g.,  anterior prefrontal  areas - to

inhibit automatic imitation during incongruent trials independently of the task interactivity. Behaviorally,

visuomotor interference should then have been observed in both non-interactive and interactive contexts.

Our results are firmly in favor of the Dyadic Motor Plan hypothesis. We show that no behavioral

visuomotor interference emerged during the Joint Action condition for the physically incongruent trials,

the subjects being faster in this condition than in the Non-interactive one (Figure 2). Importantly, the fact
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that the reaction times were overall faster in the Joint Action than in the Non-Interactive condition (as

shown by the main effect of Task) ensures that, thanks to the preceding training phase, the Joint Action

and Non-Interactive tasks were matched for difficulty at the moment of the fMRI session: this also rules

out that our results can be accounted for by a stronger attentional demand or working-memory load in the

Joint Action condition.

At  the  neurophysiological  level,  we  found  two  main  results.  First,  the  main  task-specific

difference was in premotor rather than prefrontal cortex, in the lvPMc, pars opercularis of the inferior

frontal  gyrus.  These  results  were  obtained  with  an  unconstrained  whole-brain  analysis,  corrected  for

multiple  comparisons  (Figure  3).  The  MVPA analysis,  which  was  focused  on  the  volume of  interest

showing the Task x Trial-type significant effect in the univariate analysis, was aimed to further explore

the functional role of the lvPMC activation in the Joint Action condition: the analysis revealed that it was

possible to decode from the lvPMc activation maps collected during the Joint Action task what specific

action  (grasping  vs.  pointing)  the  partner  was  performing.  Such  decoding was  not  possible  from the

activation maps recorded during the Non-Interactive task, which generally showed lower recruitment of

the  lvPMC as  revealed  by  the  univariate  statistical  analysis.  Although  a  formal  comparison  between

decoding accuracy between the two experimental conditions was not performed, the overall  pattern of

results suggests that different types (or at least degrees) of motor simulation of the partner's action might

be at play depending on task interactivity.

The second result concerns a right posterior parietal cluster, which showed a Task x Congruence

effect  that  was  due  to  the  stronger  recruitment  of  this  brain  regions  in  Incongruent  as  compared  to

Congruent trials selectively for the Non-Interactive condition (Figure 4), in line with previous studies on

imitation control (Sowden and Catmur 2015; Brass et al. 2009). Accordingly, this right parietal activation

seems to be specific  for  imitation control  when no shared goal  is  present.  This  result  is  in  line  with

evidence for an important role played by the posterior parietal cortex in dealing with conflict information

(Liston et al., 2006), especially when a stimulus activates conflicting action plans (Coulthard et al., 2008):

in our Non-Interactive Incongruent trials,  the stimulus activates both an imitative response (due to the

motor information conveyed by the partner's action) and a non-imitative one (specified by the color cue).

This might be the reason for the lower activation of the right posterior parietal cortex in Congruent as
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compared  to  Incongruent  trials,  because  in  the  Congruent  condition  the  two  sources  of  information

activate a coherent response. Crucially, the posterior parietal cortex was equally active in Congruent and

Incongruent  trials  in  the  Joint  Action condition,  when no region showed an effect  of  Congruence,  as

predicted by the Dyadic Motor Plan hypothesis.

The lvPMc is a classical  "mirror" area:  its  activity has been associated with several  processes

linked to action observation, such as action categorization, understanding, and interpretation (Rizzolatti

and  Sinigaglia  2016).  However,  evidence  in  human  (Avenanti  et  al.  2018)  and  non-human  primates

(Umiltà et al. 2001; Kohler et al. 2002) show that the action observation fronto-parietal network, and in

particular specific neuronal populations within the lvPMc, can represent the goals and effects of produced

and observed actions independently of the movements needed to achieve them. Moreover, the lvPMc is a

critical hub for auditory-motor integration  (Kaplan and Iacoboni 2007; Lahav et al. 2007). We suggest that

the process underlying the recruitment of the lvPMc during Joint Action might be the prediction of the

partner’s action goal  and effect,  i.e.,  of  the combination between the grasping/pointing action and the

ensuing musical output. Although we acknowledge that the lvPMc is also responsible for the processing

of non-motor information like those conveyed by abstract hierarchical sequences (Fiebach and Schubotz

2006; Schubotz and Cramon 2004), we interpret its stronger recruitment in the Trial1 of the Joint Action

condition as indicative of the activation of auditory-motor associations because this is fully consistent

with our previous behavioral evidence (Sacheli et al. 2018a).

Indeed, in the study by Sacheli and colleagues (2018a) we demonstrated that, only for the Joint

Action task, participants, after initial training with the task and action/sound associations, are vulnerable

to a subsequent reversal of such associations between the (grasping vs. pointing) actions and the (C vs. G)

notes  produced by  the  partner  (see  Fig.  4  in  Sacheli  et  al.  2018a).  We interpreted  these  findings  by

suggesting that, during the Joint Action task, participants try to predict their partners’ action effects from

observation:  when  such  predictions  are  violated,  via  a  reversed  association  of  actions  and  (auditory)

effects, performance decays. The studies by Ticini and colleagues (Ticini et al., 2012, 2017) support the

hypothesis  that  such  action-sound  associations  are  coded  in  the  motor  system.  Crucially,  these

modulations  took  place  even  though  in  our  paradigm  both  the  Non-Interactive  and  the  Joint  Action
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conditions entailed the use of visually-cued instructions, so that the participants could, in principle, plan

their response on the basis of the color-cue alone, or by using an abstract representation of the musical

sequence, while completely ignoring the partner's movements. Our present and previous results (Sacheli

et  al.  2018a)  show that  this  was  not  the  case,  as  no  visuo-motor  interference  (in  the  Non-Interactive

condition)  or  effect  of  reversed  action-note  association  (in  Joint  Action,  Sacheli  et  al.  2018a)  would

emerge if the participants did not process the partner's movement features. To us, these behavioral results

are strong evidence that, as a whole, the task is represented in a motor rather than an abstract, rule-based

code.

In the present experiment, the best correlate of such predictive computations in Joint Action is

represented by the lvPMc activity, for at least two reasons. First, the MVPA analysis revealed that the

lvPMc  activity  encodes  the  pointing  or  grasping  movements  of  the  partner  at  mid-flight,  when  the

guesswork of the observer about the partner’s goal is maximized; second, the activation of the lvPMc in

Joint Action was maximal in Trial1 and much reduced in Trial2, when the shared goal is already known

and the sounds generated by the partner are no longer a surprise. It is, therefore, reasonable to interpret as

"predictive" the overall pattern of activity seen in lvPMc during the Joint Action condition. Accordingly,

the  reduction  of  lvPMc activity  in  Trial2  for  the  Joint  Action  condition  is  interpretable  in  terms  of

predictive coding (Kilner et al. 2007). Knowledge of the melody allows the agent to represent in advance

the expected partner’s action and combined musical effect within a Dyadic Motor Plan: it thus works as a

“prior”,  to  use  a  Bayesian  jargon,  biasing  action  perception  and  resulting  in  signal  attenuation  (the

reduction of lvPMc activity in Trial2), as long as expectations are not violated and prediction errors do

not occur. Crucially, these modulations were specific for Joint Action.

Evidence that the Joint Action condition was not  associated with longer reaction times further

testifies that our results cannot be accounted for by potential between-task differences in the complexity

of motor planning. Between-task differences could be only due to differences in the participants' social

(interactive vs. non-interactive) mind-sets, which in Joint Action is a "we-mode"(Gallotti and Frith 2013).

How do our results compare with previous findings? It is worth mentioning that a modulation of

the recruitment of the lvPMc depending on task interactivity is variably reported in the literature on motor
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interaction.  A prominent  role  of  parietal  -only in  some cases  coupled with premotor-  activations  was

shown by studies applying interactive paradigms requiring on-line interpersonal adaptations to perform

synchronous goal-directed actions or to generate specific joint hand configurations (Newman-Norlund et

al. 2008; Kokal et al. 2009; Sacheli et al. 2015, 2018b; Era et al. 2018). On the contrary, other studies

showed that premotor areas are crucial to support interpersonal coordination while playing music in a duet

(Hadley et al. 2015) and are recruited when participants observe contingent interactions (Georgescu et al.

2009,  but  see Eskenazi  et  al.  2015)  or  imagine  performing joint  as  compared to  single-agent  actions

(Wriessnegger et al. 2016).

At first glance, these inconsistencies may seem to suggest that the neural correlates of interactive

behaviors might rather be task-dependent, against easy generalizations. Nevertheless, these findings are

not  difficult  to  reconcile.  Altogether,  they  even  more  strongly  suggest  that  the  whole  point  about

interactions is that they entail predictions on motor acts and outcomes ( Vesper et al. 2013; Kourtis et al.

2013) directly derived from the presence of shared goals (Candidi et al. 2015, see also Pesquita et al.

2018, Kourtis et al. 2019): the latter guide individual motor planning and modulate the activity in fronto-

parietal  areas  allowing for  the  anticipation  of  the  partner's  contribution,  in  terms  of  outcomes  in  the

environment. The specific area coding such outcomes depends on the nature of the outcome itself, e.g.,

hand-configuration or target-object  in parietal  areas (Newman-Norlund et  al.  2008;  Kokal  et  al.  2009;

Sacheli et al. 2015, 2018b; Era et al. 2018, see Zapparoli et al. 2018) vs. action effects in premotor ones

(Hadley et al. 2015). However, what can be generalized is the suggestion that task interactivity shapes

sensorimotor  simulation  in  the  fronto-parietal  network  and  promotes  the  prediction  of  the  partner's

contribution  toward  the  shared  goal  achievement,  without  requiring  top-down executive  control  as  it

rather happens in non-interactive contexts (Campbell  and Cunnington 2017; Cross and Iacoboni 2014;

Brass et al. 2009). In our view, this strictly depends on the ability to integrate both the partner's and one's

action within a unitary motor representation that we define a Dyadic Motor Plan.

To conclude, we demonstrate that task interactivity shapes how we code someone else’s actions

even in perceptually-matched conditions, where task interactivity is only induced by the presence (in the

Joint  Action  condition)  or  absence  (in  the  Non-Interactive  condition)  of  a  shared  goal  requiring  a
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contribution from both partners. Notably, we did so by keeping constant, between social contexts, both

perceptual features and instructions, as the latter always refer to generating specific notes depending on

color-cues.  As  a  final  neurobiological  consideration,  our  results  highlight  that  the  very  same  lvPMc,

belonging to the "mirror" motor system (Rizzolatti and Sinigaglia 2016), contributes to the deciphering of

motor  goals  beyond  mere  low-level  movement  imitation.  A  recent  neurophysiological  study  on  non-

human primates (Ferrari-Toniolo et al., 2019) showed that there is a population of left premotor neurons

that  preferentially  discharge  when  a  monkey  cooperates  with  a  partner  to  achieve  a  motor  goal,

independently of the specific visual input that the monkey receives at a given moment (Ferrari-Toniolo et

al., 2019): this is in line with our suggestion that that the activity of premotor regions might be shaped by

social motor experience and acquire the possibility to code higher-order "joint" motor representations.

Coming back to our initial question, we suggest that, during an interaction, our brain does not

represent online what the partner is doing right now, rather his/her prospective contribution to the shared

goal  achievement:  this  is  what  singles  out  observation  of  a  partner’s  action  from  passive  action

observation in  non-interactive contexts,  and what  might  become crucial  to  identify computational  and

neurobiological models of effective interactive exchanges, paving the way to the study of social cognition

in health and pathology (see for instance  Candidi et al., 2017; Curioni et al., 2017) with a minimalistic

and controlled approach.
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Tables

Table 1. Model selection for the analysis of RTs.

Model df AIC Chi2 p
RT ~ (1|Subject) 3 78631
RT ~ (1|Subject) + Trial-Type 4 77101 1532.09 < .001
RT ~ (1|Subject) + Trial-Type + Congruence 5 77077 26.70 < .001
RT ~ (1|Subject) + Trial-Type + Congruence + Task 6 77070 8.145 .004
RT ~ (1|Subject) + Trial-Type * Congruence * Task 10 77064 14.76 .005
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Figure captions

Figure 1. Trial time-line and experimental conditions. (a) Trial timeline, which was identical in the Joint Action and
the Non-Interactive tasks. At each trial, participants first saw the partner's movement, and then they heard the ensuing
note concomitant with the instant when the color-cue was shown on the screen at the center of the partner's cube-shaped
response  box (third picture  after  the  fixation cross  in  the figure).  After  that,  participants  performed their  response
(bottom picture  in  the figure).  The combination between the partner'  and participant's  actions creates  congruent  or
incongruent trials (here, a congruent trial is shown). The yellow frame indicates when the onset of fMRI analyses was
set, namely during observation of the partner’s mid-flight posture. Given the temporal resolution of the fMRI analysis, it
includes all the following events in the trial (i.e., the presentation of the color-cue and the participant's response).  (b)
Schematic representation of the difference between the Joint Action and the Non-Interactive tasks. The color-cue (e.g.,
red or green) conveys the same amount of information regarding the action that the participant has to perform in two
consecutive trials (e.g., play a C note and then a G note, in bold). Yet, in the Joint Action condition the color-cue also
specifies what notes the partner will play, while in the Non-Interactive condition the partner’s notes are irrelevant and so
not specified (as represented by the question mark).  Perceptually, the tasks are identical.  Each musical  sequence is
composed of two trials, a Trial1 (first half of the musical sequence) and a Trial2 (second half of the musical sequence).

Figure 2. Raw behavioral data (N = 24). (a) The figure reports the whole pattern of behavioral results for illustrative
purposes, and shows the group mean reaction times in each condition. (b) The figure illustrates the Task x Congruence
significant interaction (individual data averaged across Trial-type). The grey lines indicate single-subject data and the
thick black lines indicate the group means. This interaction effect shows that a visuomotor interference effect, indexed
by the Incongruent (Incongr) > Congruent (Congr) difference, was present in the Non-Interactive condition only. (***) p
< .001.

Figure 3. Task x Trial-type interaction (N = 24). (a) The results of the Task x Trial-type interaction, showing at the
whole-brain level, only one, highly significant cluster in the left ventral premotor cortex (lvPMc). (b) Simple effects of
Trial-type (Trial1 > Trial2) for the Joint Action (JA) and Non-Interactive (Non-Int) conditions. The activation maps are
visualized at  puncorr < .001 at the voxel-level and  pFWER-corr  < .05 at the cluster-level.  (c) The parameter estimate (beta
values) of the effect of Trial-type (Trial1 > Trial2) as separately tested in the Joint Action (JA) and Non-Interactive
(Non-Int) conditions (error bars indicate 90% of confidence interval). These plots are not independent of the effects
illustrated at point (a) and (b) and are only reported for illustrative purposes.  (d) The results of the multivariate pattern
analysis of the fMRI data collected during the Joint Action condition. On the left, the confusion matrix reporting the
classified Pointing/Grasping spmT-maps in the significant searchlight, expressed as percentage values. On the right, the
plot of the actual classification accuracy (%) for the significant searchlight (red line) against the accuracy distribution of
10000 random permutations (blue histogram); the black dashed line indicates the chance classification level.

Figure 4. Task x Congruence of actions interaction (N = 24). The results indicate that the activity of a cluster in the
right  supramarginal  gyrus  showed  dissociation  between  Congruent  and  Incongruent  trials  selectively  for  the  Non-
Interactive condition, while this difference was not present in the Joint Action condition. The Joint Action condition
showed no significant effect of Congruence of actions in any direction and brain region. The plots of the beta values (on
the right) are reported for illustrative purposes. Error bars indicate 90% of confidence interval.
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