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UNIVERSAL DIFFERENTIABILITY SETS AND MAXIMAL

DIRECTIONAL DERIVATIVES IN CARNOT GROUPS

ENRICO LE DONNE, ANDREA PINAMONTI, AND GARETH SPEIGHT

Abstract. We show that every Carnot group G of step 2 admits a Hausdorff
dimension one ‘universal differentiability set’ N such that every Lipschitz map
f : G → R is Pansu differentiable at some point of N . This relies on the fact
that existence of a maximal directional derivative of f at a point x implies
Pansu differentiability at the same point x. We show that such an implication
holds in Carnot groups of step 2 but fails in the Engel group which has step 3.

1. Introduction

Rademacher’s theorem asserts that every Lipschitz function f : Rn → Rm is
differentiable almost everywhere with respect to Lebesgue measure. One direction
of research has been to study Rademacher’s theorem for more general measures
[2, 13] and in more general spaces, including Carnot groups [30], Banach spaces
[23], and metric measure spaces [10, 5].

Another direction of research asks whether Rademacher’s theorem admits a
converse: given a Lebesgue null set N ⊂ Rn, does there exist a Lipschitz map
f : Rn → Rm which is differentiable at no point of N? The answer is yes if and
only if n ≤ m. The solution is easy if n = m = 1 [39], while the cases n > m
are covered in [34, 35], and the cases n ≤ m in [3, 12]. In the case n > m = 1,
[14, 15, 17] strengthened the result of [34], showing that Rn contains a compact
Hausdorff (even Minkowski) dimension one set containing a point of differentiabil-
ity for every Lipschitz map f : Rn → R. Sets containing a point of differentiability
for all real-valued Lipschitz functions were called universal differentiability sets.

The aim of this paper is to combine these directions of research and investigate
universal differentiability sets (UDS) in Carnot groups (Definition 2.1). A Carnot
group is a Lie group whose Lie algebra admits a stratification. This decomposes
the Lie algebra as a direct sum of vector subspaces, the first of which generates
the other subspaces via Lie brackets. The number of subspaces is called the step of
the Carnot group and to some extent indicates its complexity. Carnot groups have
a rich geometric structure, including translations, dilations, Carnot-Carathéodory
(CC) distance, and a Haar measure [11, 19, 21, 28, 37, 38].

By replacing Euclidean translations and dilations with translations and dila-
tions in the Carnot group, one can define Pansu differentiability of functions be-
tween Carnot groups (Definition 2.7). Pansu generalized Rademacher’s theorem to
Carnot groups, showing that Lipschitz functions between Carnot groups are Pansu
differentiable almost everywhere with respect to the Haar measure (Theorem 2.9)
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[30, 27]. This can be applied to show that every Carnot group (other than Euclidean
space itself) contains no subset of positive measure which bi-Lipschitz embeds into
a Euclidean space [20, 24, 36].

The study of UDS in Carnot groups began in [31], where the second and third
authors showed that the Heisenberg group contains a measure zero UDS. Our main
theorem extends this result to more general Carnot groups. By CC-Hausdorff
dimension of a set N ⊂ Gr we will mean the Hausdorff dimension of N with
respect to the Carnot-Carathéodory distance.

Theorem 1.1. Let G be a step 2 Carnot group. Then there exists a set N ⊂ G

of CC-Hausdorff dimension one such that every Lipschitz function f : G → R is
Pansu differentiable at a point of N .

Techniques to construct measure zero UDS originate from the work of Preiss
[34]. The main result of [34] was that if the norm of a Banach space E is Frechet
differentiable away from the origin, then every Lipschitz function is Frechet differ-
entiable in a dense set of points. This relied upon the idea that if ‖e‖ = 1 and
f ′(x, e) = Lip(f), then f is Frechet differentiable at x [18]. Since an arbitrary
Lipschitz function need not admit such a maximal directional derivative, Preiss
introduced a notion of ‘almost maximal’ directional derivatives. He showed these
exist for every Lipschitz function (possibly after a linear perturbation) and suffice
for differentiability. Since only directional derivatives are involved, this procedure
can be carried out inside a measure zero subset of Rn containing sufficiently many
lines, giving a measure zero UDS in Rn as a corollary.

After recalling the necessary background in Section 2, we begin by investigating
maximal directional derivatives in Carnot groups in Section 3. Fix an inner product
norm ω on the horizontal layer V1 of a Carnot group G, with corresponding CC
distance d (Definition 2.3). Using the notation d(x) = d(x, 0), our replacement for
differentiability of the norm in Banach spaces is as follows.

Definition 1.2. We say that the CC distance d in G is differentiable in horizontal
directions if it is Pansu differentiable at every point u of the form u = expE for
some E ∈ V1 \ {0}.

The directional derivative Ef(x) of a Lipschitz function f : G → R at a point
x ∈ G in the direction of E ∈ V1 is defined in the natural way, by differentiating
the composition of f with the flow t 7→ x exp tE (Definition 2.6). The relationship
between directional derivatives and Pansu differentiability was investigated using
porosity in [32]. It is not hard to show that |Ef(x)| ≤ ω(E)Lip(f). Combining the
results of Theorem 3.4 and Proposition 3.5 gives the following equivalence result.

Proposition 1.3. In a Carnot group G, the CC distance is differentiable in hori-
zontal directions if and only if the following implication holds: whenever f : G → R

is Lipschitz and there exist x ∈ G and E ∈ V1 with ω(E) = 1 and Ef(x) = LipG(f),
then f is differentiable at x.

In [31] it was shown that Heisenberg groups enjoy the properties stated in Propo-
sition 1.3. We generalize this positive result to all step 2 Carnot groups. We do this
first in free Carnot groups of step 2 by explicit construction of horizontal curves
and estimates of the CC distance (Lemma 3.6 and Theorem 3.8). We show later
in Section 6 that differentiability of the CC distance is inherited under suitable
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images of Carnot groups, allowing us to pass to arbitrary step 2 Carnot groups
(Proposition 6.2).

In Section 4 we show that differentiability of the CC distance fails in the Engel
group, a step 3 Carnot group (Theorem 4.2). Combining results gives the following.

Theorem 1.4. The CC distance is differentiable in horizontal directions (or, equiv-
alently, maximality implies differentiability) in any step 2 Carnot group, but not in
the Engel group (a step 3 Carnot group).

In Section 5 we turn to construction of the UDS. Since known techniques rely
on construction of ‘almost maximal’ directional derivatives, Theorem 1.4 forces us
to restrict ourselves to step 2 Carnot groups. We show that in such groups one can
carry out the procedure first used in the linear setting by Preiss [34] and adapted
to the Heisenberg group in [31]. We work initially in free Carnot groups of step 2.
Since the coordinate representation of such groups is a clear generalization of that of
Heisenberg groups, we are able to avoid repeating much of the work from [31]. We
prove again only those results where the geometry of the individual Carnot group is
important (Lemma 5.1 for estimating distances and Lemma 5.2 for construction of
curves). The UDS N is then a suitably chosen Gδ set containing images of curves
from Lemma 5.2 with rational parameters (Lemma 5.4). By a simple argument
(as found in [15]), N can be made not only measure zero but also of CC-Hausdorff
dimension one. Existence of ‘almost maximal’ directional derivatives at points of
N (Proposition 5.8) and their sufficiency for differentiability (Proposition 5.6) then
follow exactly as in [31]. This gives Theorem 1.1 for free Carnot groups of step 2.

Finally, in Section 6 we see how to pass from free Carnot groups of step 2 to
general step 2 Carnot groups. Suppose F : G → H is a Lie group homomorphism
between Carnot groups preserving the first layer of the Lie algebras. We show that
if the CC distance in G is differentiable then the CC distance in H is differentiable
(Proposition 6.2). Further, if N ⊂ G is a CC-Hausdorff dimension one UDS in
G, then F (N) ⊂ H is a CC-Hausdorff dimension one UDS in H (Proposition 6.3).
Since any step 2 Carnot group is the image of a free Carnot group of step 2 under
such a map, this proves Theorem 1.1 for general step 2 Carnot groups.

We now mention several directions in which this work could be extended.
Firstly, one could try to generalize the techniques of [14, 15, 17] to construct a

compact Hausdorff/Minkowski dimension one UDS in step 2 Carnot groups. Since
the present techniques are already complicated we decided not to do so, focusing
instead on how the geometry of Carnot groups comes into play. Note that there is
a limit to how small a UDS can be, e.g. a UDS cannot be σ-porous [33].

In light of Theorem 1.4, a natural question is whether the CC distance can be
differentiable in horizontal directions only in step 2 groups, or there exist higher
step groups enjoying this property. At present we do not know the answer. The
reason is that not all 3-step Carnot groups have the Engel group as a quotient [29].

Finally, one may ask whether any higher step Carnot groups may admit measure
zero UDS. If the CC distance is differentiable in some higher step groups then it
may be possible to extend existing techniques to those. However, for the Engel
group one would need different methods entirely.

Acknowledgement. E.L.D. is supported by the Academy of Finland project no.
288501. A.P. acknowledges the support of the Istituto Nazionale di Alta Matemat-
ica F. Severi. G.S. received support from the Charles Phelps Taft Research Center.
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2. Preliminaries

In this section we recall relevant information for general Carnot groups.

2.1. General Carnot groups. We recall that a Lie algebra is a vector space V
equipped with a Lie bracket [·, ·] : V ×V → V that is bilinear and satisfies [x, x] = 0
and the Jacobi identity [x, [y, z]] + [z, [x, y]] + [y, [z, x]] = 0.

Definition 2.1. A Carnot group G of step s is a simply connected Lie group whose
Lie algebra g admits a decomposition as a direct sum of subspaces of the form

g = V1 ⊕ V2 ⊕ · · · ⊕ Vs

such that Vi = [V1, Vi−1] for any i = 2, . . . , s, and [V1, Vs] = 0. The subspace V1
is called the horizontal layer and its elements are called horizontal left invariant
vector fields. The rank of G is dimV1.

The exponential mapping exp: g → G is a diffeomorphism. Given a basis
X1, . . . , Xn of g adapted to the stratification, any x ∈ G can be written in a unique
way as

x = exp(x1X1 + . . .+ xnXn).

We identify x with (x1, . . . , xn) ∈ Rn and G with (Rn, ·), where the group operation
on Rn is determined by the Baker-Campbell-Hausdorff formula on g. This is known
as exponential coordinates of the first kind.

A curve γ : [a, b] → G is absolutely continuous if it is absolutely continuous as a
curve into Rn.

Definition 2.2. Fix a basis X1, . . . , Xr of V1, which are seen as left invariant
vector fields. An absolutely continuous curve γ : [a, b] → G is horizontal if there
exist u1, . . . , ur ∈ L1[a, b] such that

γ′(t) =

r∑

j=1

ujXj(γ(t))

for almost every t ∈ [a, b]. The length of such a curve is

LG(γ) =

∫ b

a

|u|.

Since G is identified with Rn as a manifold, all its tangent spaces can be naturally
identified with Rn. We say that a vector v ∈ Rn is horizontal at p ∈ G if v = E(p)
for some E ∈ V1. Thus a curve γ is horizontal if and only if γ′(t) is horizontal
at γ(t) for almost every t. Chow’s theorem [7, Theorem 19.1.3] asserts that any
two points in a Carnot group can be connected by a horizontal curve. Hence the
following definition is well-posed.

Definition 2.3. For every x, y ∈ G, their Carnot-Carathéodory (CC) distance is
defined by

d(x, y) = inf{LG(γ) : γ is a horizontal curve joining x to y}.
We also use the notation d(x) = d(x, 0) for x ∈ G.

Remark 2.4. In every Carnot group (actually in every subRiemannian group), the
CC distance can be equivalently defined by taking the infimum of the length of

piecewise linear horizontal curves. Namely, if d̂(x, y) is the infimum of lengths of
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Lipschitz horizontal curves joining x to y which are the concatenation of finitely

many straight lines, then we claim that d̂ = d. Indeed, d̂ is defined via a length
structure (according the terminology in [8]), hence it is a length distance. Notice

that d̂ is finite and induces the manifold topology because the proof of Chow’s
theorem on Lie groups gives exactly a piecewise linear horizontal curve joining each

pair of points, see [19, 21]. Moreover, d̂ is left-invariant by construction. By a

theorem of Berestowski [6], we conclude that d̂ is a subFinsler metric. Now, since

both d and d̂ admit the same dilations, they have the same horizontal bundle; since
they give the same length to horizontal lines (which in both cases are geodesics),
the two distances have the same norm for horizontal vectors. We conclude that d
and d̂ coincide.

Left group translations preserve lengths of horizontal curves. This implies that
d(gx, gy) = d(x, y) for every g, x, y ∈ G.

Definition 2.5. Dilations δλ : G → G, λ > 0, are defined on G in coordinates by

δλ(x1, . . . , xn) = (λα1x1, . . . , λ
αnxn)

where αi ∈ N is the homogeneity of the variable xi. For our purposes, it will be
enough to know that α1 = · · · = αr = 1, where r = dimV1.

Dilations are group homomorphisms of G and satisfy d(δλ(x), δλ(y)) = λd(x, y)
for every x, y ∈ G and λ > 0. We will also use the fact that δλ(expE) = exp(λE)
for λ > 0 and E ∈ V1.

Lebesgue measure Ln is a Haar measure on G. For p ∈ G define the left trans-
lation lp : G → G by lp(x) = px. Then

Ln(lp(A)) = Ln(A) and Ln(δλ(A)) = λQLn(A)

for every p ∈ G, r > 0 and A ⊂ Gmeasurable [7, page 44]. HereQ =
∑s

i=1 i dim(Vi)
is the homogeneous dimension of G.

Definition 2.6. Let f : G → R be a Lipschitz function, x ∈ G and E ∈ V1. The
directional derivative of f at x in direction E is defined by

Ef(x) = lim
t→0

f(x exp(tE)) − f(x)

t
whenever the limit exists.

The following definition is a special case of differentiability between Carnot
groups, as proposed by Pansu in [30].

Definition 2.7. A function L : G → R is G-linear if L(xy) = L(x) + L(y) and
L(δr(x)) = rL(x) for all x, y ∈ G and r > 0.

Let f : G → R and x ∈ G. We say that f is Pansu differentiable at x if there is
a G-linear map L : G → R such that:

lim
y→x

|f(y)− f(x)− L(x−1y)|
d(x, y)

= 0.

In this case we say that L is the Pansu differential of f .

Remark 2.8. It is readily seen that a Lipschitz function f : G → R is Pansu differ-
entiable at x ∈ G if and only if for all ξ ∈ G the limit

Df(x, ξ) := lim
t→0

f(xδtξ)− f(x)

t
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exists and defines a G-linear map ξ 7→ Df(x, ξ), where the convergence in the limit
is uniform with respect to ξ whenever ξ is restricted to a compact set. Moreover,
Df(x, ξ) = L(ξ) for all ξ ∈ G.

The following important result is proved in [30].

Theorem 2.9 (Pansu). Every Lipschitz function f : G → R is Pansu differentiable
Lebesgue almost everywhere.

Note that Theorem 2.9 also holds for Carnot group targets (and even for suitable
infinite dimensional targets [26, 27]), but we will be concerned mainly with real-
valued maps.

Definition 2.10. A set N ⊂ G is called a universal differentiability set (UDS) if
every Lipschitz map f : G → R is Pansu differentiable at a point of N .

Remark 2.11. Let N ⊂ G be a UDS in a Carnot group. We claim the CC-Hausdorff
dimension ofN is at least one. Assume it is strictly less than one and let π1 : G → R

be the projection onto the first coordinate. Since π1 is Lipschitz and the CC-
Hausdorff dimension ofN is strictly less than one, π1(N) ⊂ R has Lebesgue measure
zero. Let g : R → R be a Lipschitz function (with respect to Euclidean distance)
which is not differentiable at any point of π1(N). We claim the Lipschitz function
f := g ◦ π1 : G → R is not differentiable at any x ∈ N , as the derivative X1f(y)
does not exist for y ∈ N . Indeed, since π1(exp tX1) = t,

X1f(y) = lim
t→0

f(y exp tX1)− f(y)

t

= lim
t→0

g(π1(y) + t)− g(π1(y))

t
,

which does not exist by definition of g.

Pansu’s theorem implies that every positive measure subset of G is a UDS [25].
One of the themes of this paper is construction of much smaller UDS.

We now gather miscellaneous facts about lengths and distances in general Carnot
groups which will be useful later in the paper.

In the first r coordinates, the group operation is Euclidean and the dilation δλ
acts by multiplication by λ. Equivalently p(xy) = p(x)+p(y) and p(δλ(x)) = λp(x),
where p : G → Rr is the projection defined by p(x) = (x1, . . . , xr).

The elements of g are represented in coordinates as vector fields on Rn. It can
be shown that if 1 ≤ j ≤ r then

Xj(x) = ej +

n∑

i>r

qi,j(x)ei,

where qi,j are polynomials satisfying various properties. In particular, qi,j(0) = 0.
Using the above equation and the definition of exponential coordinates, it follows
that exp(E) = E(0) for E ∈ V1. Thus points u = exp(E) for some E ∈ V1 are
exactly those of the form u = (uh, 0) for some uh ∈ Rr.

It follows that if E ∈ V1 then p(E(x)) is independent of x ∈ G, so one can
unambiguously define p(E) ∈ Rr for E ∈ V1. In particular, p(Xj) = ej for each
1 ≤ j ≤ r. Fixing an inner product norm ω on V1 with respect to which X1, . . . , Xr

is an orthonormal basis, it follows that ω is equivalently given by ω(E) = |p(E)|.
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From Definition 2.2 we see that LG(γ) is computed by integrating |(p ◦ γ)′(t)|.
In other words, LG(γ) = LE(p ◦ γ), where LE is the Euclidean length of a curve in
Rr. This implies that d(x, y) ≥ |p(y) − p(x)|, since the projection of a horizontal
curve joining x to y is a curve in Rr joining p(x) to p(y).

The following proposition will also be useful for estimating the CC distance [7,
Corollary 5.2.10 and Proposition 5.15.1]:

Proposition 2.12. Let G be a Carnot group of step s and K ⊂ G be a compact
set. Then there exists a constant CH ≥ 1 depending on K such that:

C−1
H |x− y| ≤ d(x, y) ≤ CH|x− y| 1s for all x, y ∈ K.

The following Lemmas can be proved exactly as in [31, Lemma 2.8], [31, Lemma
2.9] and [31, Lemma 5.2] respectively.

Lemma 2.13. If E ∈ V1 then:

• |E(0)| = ω(E) = d(E(0)),
• d(x, x exp tE) = tω(E) for any x ∈ G and t ∈ R.

Lemma 2.14. Suppose γ : I → G is a horizontal curve. Then:

LipG(γ) = LipE(p ◦ γ).

Lemma 2.15. Suppose E ∈ V1 with ω(E) = 1 and let L : G → R be the function
L(x) = 〈x,E(0)〉. Then:

(1) L is G-linear and LipG(L) = 1,

(2) for x ∈ G and Ẽ ∈ V1:

ẼL(x) = L(Ẽ(0)) = 〈p(Ẽ), p(E)〉.

2.2. Free Carnot groups of step 2. We first give the more abstract but flexible
definition of a free Carnot group via free-nilpotent Lie algebras. We then give the
representation in coordinates of free Carnot groups of step 2 which we will use for
most of the article. Recall that a homomorphism between Lie algebras is simply a
linear map that preserves the Lie bracket. If it is also bijective than the map is an
isomorphism. Free-nilpotent Lie algebras are then defined as follows (see Definition
14.1.1 in [7]).

Definition 2.16. Let r ≥ 2 and s ≥ 1 be integers. We say that Fr,s is the
free-nilpotent Lie algebra with r generators x1, . . . , xr of step s if:

(1) Fr,s is a Lie algebra generated by elements x1, . . . , xr ,
(2) Fr,s is nilpotent of step s (i.e., nested Lie brackets of length s+ 1 are 0),
(3) for every Lie algebra g that is nilpotent of step s and for every map

Φ: {x1, . . . , xr} → g, there is a homomorphism of Lie algebras Φ̃ : Fr,s → g

that extends Φ, and moreover it is unique.

We next define free Carnot groups (see Definition 14.1.3 in [7]).

Definition 2.17. A free Carnot group is a Carnot group whose Lie algebra is
isomorphic to a free-nilpotent Lie algebra Fr,s for some r ≥ 2 and s ≥ 1. In this
case the horizontal layer of the free Carnot group is isomorphic to the span of the
generators of Fr,s.
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Note that if two Carnot groups have isomorphic Lie algebras, then the Carnot
groups themselves are isomorphic. Hence there is essentially one Carnot group
corresponding to each free-nilpotent Lie algebra Fr,s. By saying that two Carnot
groups are isomorphic we simply mean that they are isomorphic as Lie groups, with
an isomorphism that preserves the stratification. Such an isomorphism is called a
Carnot group isomorphism. Since Carnot groups are simply connected Lie groups,
any homomorphism φ between their Lie algebras lifts to a Lie group homomorphism
F between the Carnot groups satisfying dF = φ.

We now give an explicit coordinate representation of free Carnot groups of step
2. Fix an integer r ≥ 2 and denote n = r+r(r−1)/2. In Rn denote the coordinates
by xi, 1 ≤ i ≤ r, and xij , 1 ≤ j < i ≤ r. Let ∂i and ∂ij denote the standard basis
vectors in this coordinate system. Define n vector fields on Rn by:

Xk := ∂k +
∑

j>k

xj
2
∂jk −

∑

j<k

xj
2
∂kj if 1 ≤ k ≤ r,

Xkj := ∂kj if 1 ≤ j < k ≤ r.

Definition 2.18. Define the free Carnot group of step 2 and r generators by
Gr := (Rn, ·), where the product x · y ∈ Gr of x, y ∈ Gr is given by:

(x · y)k = xk + yk if 1 ≤ k ≤ r,

(x · y)ij = xij + yij +
1

2
(xiyj − yixj) if 1 ≤ j < i ≤ r.

The Carnot structure of Gr is given by

V1 = Span{Xk : 1 ≤ k ≤ r} and V2 = Span{Xkj : 1 ≤ j < k ≤ r}.
Note that free Carnot groups of step 2 are exactly those that are isomorphic to

a Carnot group Gr for some r. It is easily verified that for 1 ≤ j < k ≤ r and
1 ≤ i ≤ r:

[Xk, Xj] = Xkj and [Xi, Xkj ] = 0.

The above presentation of Gr is in exponential coordinates of the first kind. The
identity element of Gr is 0 and the inverse of x ∈ Gr is x−1 = −x.

Since Gr is simply Rn as a manifold, all the tangent spaces of Gr are naturally
identified with Rn. Recall that v ∈ Rn is horizontal at p ∈ Gr if v = E(p) for some
E ∈ V1. The following proposition shows how horizontal curves in Gr are obtained
by lifting curves in Rr. This follows directly from the definitions of X1, . . . , Xr, so
the proof is omitted.

Proposition 2.19. A vector v ∈ Rn is horizontal at p ∈ Gr if and only if for every
1 ≤ j < i ≤ r:

vij =
1

2
(pivj − pjvi).

An absolutely continuous curve γ : [a, b] → Gr is horizontal if and only if for every
1 ≤ j < i ≤ r:

γij(t) = γij(a) +
1

2

∫ t

a

(γiγ
′
j − γjγ

′
i)

for every t ∈ [a, b].

If (γi(a), γj(a)) = (0, 0) then 1
2

∫ t

a
(γiγ

′
j − γjγ

′
i) can be interpreted as the signed

area of the planar region enclosed by the curve (γi, γj)|[a,t] and the straight line
segment joining (0, 0) to (γi(t), γj(t)).
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Definition 2.20. Suppose ϕ : [a, b] → Rr is absolutely continuous, p ∈ Gr and
ϕ(a) = (p1, . . . , pr). Define γ : [a, b] → Gr by γi = ϕi for 1 ≤ i ≤ r and, for every
1 ≤ j < i ≤ r,

γij(t) = pij +
1

2

∫ t

a

(ϕiϕ
′
j − ϕjϕ

′
i)

for every t ∈ [a, b]. We say that γ is the horizontal lift of ϕ starting at p.

Proposition 2.19 shows that the horizontal lift of an absolutely continuous curve
in Rr is a horizontal curve in Gr.

Direct calculation shows that if E ∈ V1 then

x exp(tE) = x(tE(0)) = x+ tE(x) (2.1)

for any x ∈ Gr and t ∈ R. For the first term, notice if E =
∑

i aiXi+
∑

k>j akjXkj

then exp(tE) is the element of Rn whose coordinates are the tai and takj . For the
second and third term we are using the identification of tangent spaces with Rn, so
that tE(0) and tE(x) are elements of Rn calculated using the coordinate form of
the Xi and Xkj given earlier. Equation (2.1) expresses that ‘horizontal lines’ are
preserved by group translations. The crucial point is that in step two groups left
translations are linear, with respect to exponential coordinates.

For computations it will be useful to use the Koranyi quasi-distance given by

dK(x) = (|xH |4 + |xV |2)1/4, where x = (xH , xV ) ∈ Rr × Rr(r−1)/2, (2.2)

and

dK(x, y) = dK(x−1y).

There exists a constant CK > 1 such that C−1
K d ≤ dK ≤ CKd (e.g. see [7]). Here

d is the CC distance in Gr induced by the basis X1, . . . , Xr of V1. It follows that

d((xH , xV )) ≥ C−1
K |xV |1/2 for every (xH , xV ) ∈ Gr. (2.3)

3. Maximality implies differentiability if the CC distance is
differentiable

In this section we show the equivalence of differentiability of the CC distance and
‘maximality implies differentiability’ (Proposition 1.3). We then show free Carnot
groups of step 2 enjoy both properties (Theorem 3.8).

Let G be a Carnot group represented in exponential coordinates and r := dim V1.

Lemma 3.1. Let f : G → R be a Lipschitz map. Then:

LipG(f) = sup{|Ef(x)| : x ∈ G, E ∈ V1, ω(E) = 1, Ef(x) exists}.
Proof. Temporarily denote the right side of the above equality by LipD(f). Note
that LipD(f) <∞, since for any E ∈ V1 with ω(E) = 1 we have |Ef(x)| ≤ LipG(f).
Let x, y ∈ G. By Remark 2.4, d(x, y) is equivalently given by the infimum of lengths
of Lipschitz horizontal curves joining x to y which are each the concatenation of
finitely many straight lines. Choose such a Lipschitz horizontal curve γ : [0, L] → G

such that |(p◦γ)′(t)| = 1 for almost every t. Let G be the set of t ∈ [0, L] for which:

• (f ◦ γ)′(t) exists,
• γ′(t) exists,
• γ′(t) ∈ Span{Xi(γ(t)) : 1 ≤ i ≤ r},
• |(p ◦ γ)′(t)| = 1.
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Since γ is a horizontal curve and f ◦γ is Lipschitz, we know that G has full measure.
We estimate as follows:

|f(x)− f(y)| =
∣∣∣
∫ L

0

(f ◦ γ)′
∣∣∣

≤ L sup{|(f ◦ γ)′(t)| : t ∈ G}
≤ L LipD(f)

using in the last line that γ is a concatenation of lines and |(p ◦ γ)′(t)| = 1 so
(f ◦ γ)′(t) is of the form Ef(γ(t)) for some E ∈ V1 with ω(E) = 1. Taking an
infimum over curves γ then yields LipG(f) ≤ LipD(f).

For the opposite inequality fix x ∈ G and E ∈ V1 such that ω(E) = 1 and Ef(x)
exists. Use Lemma 2.13 to estimate as follows:

|Ef(x)| =
∣∣∣ lim
t→0

f(x exp tE)− f(x)

t

∣∣∣

≤ lim sup
t→0

LipG(f)d(x, x exp tE)

t

= LipG(f).

Hence LipD(f) ≤ LipG(f) which concludes the proof. �

We record the following property of the CC distance for later use.

Lemma 3.2. Let u = exp(E) for some E ∈ V1. Then

d(uz) ≥ d(u) + 〈p(z), p(u)/d(u)〉 for any z ∈ G.

Proof. The point u is of the form u = (uh, 0) for some uh ∈ Rr. We may assume
that d(u) = 1 since the general statement can be deduced using dilations. First
recall d(x) ≥ |p(x)| for all x ∈ G, while d(u) = |p(u)| for our particular choice of
u. Clearly also 〈p(z), p(u)〉 = 〈z, u〉 for such u. We use Pythagoras’ theorem and
d(u) = |p(u)| = 1 to estimate as follows:

d(uz) ≥ |p(u)(1 + 〈p(z), p(u)〉) + (p(z)− 〈p(z), p(u)〉p(u))|
≥ 1 + 〈p(z), p(u)〉.

�

Remark 3.3. We can use Lemma 3.2 to show that if u = exp(E) for some E ∈ V1
and the CC distance d is differentiable at u, then the Pansu differential of d at u is
given by z 7→ 〈p(z), p(u)/d(u)〉.

To see this, suppose the CC distance d is differentiable at u as above with Pansu
differential L. Since L is G-linear, [9, Proposition 3.10] asserts that there exists
V ∈ Rr such that L(z) = 〈p(z), V 〉. In particular, for all z ∈ G,

d(uz) ≤ d(u) + 〈p(z), V 〉+ o(d(z)).

Using Lemma 3.2, we obtain that for z ∈ G:

d(u) + 〈p(z), p(u)/d(u)〉 ≤ d(u) + 〈p(z), V 〉+ o(d(z)).

Hence

〈p(z)/d(z), p(u)/d(u)〉 ≤ 〈p(z)/d(z), V 〉+ o(d(z))/d(z).

Choosing z = exp(±tXi) for i = 1, . . . , r, with t ↓ 0, gives ui/d(u) ≤ Vi and
−ui/d(u) ≤ −Vi for i = 1, . . . , r. Hence V = p(u)/d(u), as desired.
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Theorem 3.4. Let G be a Carnot group in which the CC distance d is differentiable
in horizontal directions.

Let f : G → R be Lipschitz, x ∈ G and E ∈ V1 with ω(E) = 1. Suppose
Ef(x) exists and Ef(x) = LipG(f). Then f is differentiable at x with derivative
w 7→ LipG(f)L(w), where L is the derivative of d at exp(E).

Proof. Let 0 < ε ≤ 1/2. Letting L be the differential of the CC distance at exp(E),
choose 0 < α ≤ ε such that whenever d(z) ≤ α:

d(exp(E)z)− d(exp(E)) ≤ L(z) + εd(z).

Use existence of Ef(x) to fix δ > 0 such that whenever |t| ≤ δ:

|f(x exp(tE)) − f(x)− tEf(x)| ≤ α2|t|.
Suppose that 0 < d(w) ≤ αδ and t = α−1d(w). Then 0 < t ≤ δ, d(δt−1(w)) = α

and 2d(w) = 2αt ≤ t. Recall that ω(E) = 1 implies d(exp(E)) = 1. We use also
left invariance of the Carnot-Carathéodory distance to estimate as follows:

f(xw) − f(x) = (f(xw) − f(x exp(−tE))) + (f(x exp(−tE))− f(x))

≤ LipG(f)d(xw, x exp(−tE))− tEf(x) + α2t

= LipG(f)d(exp(tE)w) − tLipG(f) + α2t

= tLipG(f)
(
d(exp(E)δt−1(w)) − d(exp(E))

)
+ α2t

≤ tLipG(f)
(
L(δt−1(w)) + εd(δt−1(w))

)
+ α2t

= LipG(f)L(w) + εLipG(f)d(w) + αd(w)

≤ LipG(f)L(w) + ε(LipG(f) + 1)d(w).

For the opposite inequality we have:

f(xw) − f(x) = (f(xw) − f(x exp(tE))) + (f(x exp(tE)) − f(x))

≥ −LipG(f)d(xw, x exp(tE)) + tEf(x)− α2t

= −LipG(f)d(exp(tE)w−1) + tLipG(f)− α2t

= −tLipG(f)
(
d(exp(E)δt−1(w−1))− d(exp(E))

)
− α2t

≥ −tLipG(f)
(
L(δt−1(w−1)) + εd(δt−1(w−1))

)
− α2t

= −LipG(f)L(w
−1)− εLipG(f)d(w

−1)− α2t

= LipG(f)L(w)− εLipG(f)d(w) − αd(w)

≥ LipG(f)L(w)− ε(LipG(f) + 1)d(w).

This shows that d(w) ≤ αδ implies:

|f(xw) − f(x)− LipG(f)L(w)| ≤ ε(LipG(f) + 1)d(w).

Hence f is Pansu differentiable at x with differential w 7→ LipG(f)L(w). �

The CC distance satisfies LipG(d) = 1 in any Carnot group. Hence the follow-
ing proposition shows that the CC distance always admits a maximal directional
derivative.

Proposition 3.5. Suppose G is a general Carnot group and u = exp(E) for some
E ∈ V1 with ω(E) = 1. Then the directional derivative of the distance d satisfies
Ed(u) = 1.
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Proof. As an easy consequence of the Baker-Campbell-Hausdorff formula:

d(u exp tE)− d(u)

t
=
d(expE exp tE)− d(expE)

t

=
d(exp(t+ 1)E)− d(expE)

t

=
(t+ 1)d(expE)− d(expE)

t
= d(expE)

= 1.

This implies Ed(u) = 1 as desired. �

Proof of Proposition 1.3: As a consequence of Proposition 3.5, if in a Carnot group
G the existence of a maximal directional derivative implies Pansu differentiability
(i.e. the analogue of Theorem 3.4 holds), then the distance is Pansu differentiable in
horizontal directions. Combining this with Theorem 3.4 the conclusion follows. �

Now recall that Gr is the free Carnot group of step 2 and rank r, represented
by Rn with n = r + r(r − 1)/2. We will now show that the CC distance in Gr is
differentiable in horizontal directions, hence maximality implies differentiability in
Gr. Let P = r(r − 1)/2 be the number of vertical coordinates of Gr.

Lemma 3.6. Fix y ∈ Gr such that y1 > 0 and yi = 0 for i > 1. Define the
numbers A = max2≤i≤r |yi1| and B = maxi>j>1 |yij |. Then there exists a Lipschitz
horizontal curve γ : [0, 1] → Gr which is a concatenation of horizontal lines such
that:

(1) γ(0) = 0 and γ(1) = y,
(2) The Lipschitz constant of γ satisfies

LipG(γ) ≤ y1 max

{(
1 +

16P 4A2

y41

)1/2

,

(
1 +

288P 2B

y21

)1/2
}
,

(3) γ′(t) exists for all t ∈ [0, 1] except finitely many points and satisfies

|(p ◦ γ)′(t)− p(y)| ≤ max

{
4P 2A

y1
, 24P

√
B

}
.

Proof. Divide [0, 1] into P subintervals Iq = [q/P, (q+1)/P ] for 0 ≤ q ≤ P − 1. To
each interval Iq we assign a vertical coordinate xij , 1 ≤ j < i ≤ r, in such a way
that every vertical coordinate is assigned to some interval Iq.

We define the curve γ inductively. Let γ(0) = 0 and suppose γ has already been
defined on intervals I1 ∪ . . . ∪ Iq−1 for some 0 ≤ q ≤ P − 1, where I−1 = {0} and
γ(0) = 0. We also assume γ has been constructed so that γ(q/P ) satisfies:

(1) γ1(q/P ) = y1q/P ,
(2) γi(q/P ) = 0 for i > 1,
(3) γij(q/P ) = yij if the coordinate xij was assigned to one of the intervals

I1, . . . , Iq−1,
(4) γij(q/P ) = 0 if the coordinate xij was not assigned to one of the intervals

I1, . . . , Iq−1.

Let xij be the vertical coordinate assigned to Iq. The construction of γ on Iq
depends on whether j = 1 or j 6= 1.
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Case 1 (j = 1). Let λ = 4P 2yi1/y1. Since γ(q/P ) is already defined, we may define
γ on Iq by:

γ′(t) =





y1X1(γ(t)) + λXi(γ(t)),
q

P
< t <

q

P
+

1

2P

y1X1(γ(t))− λXi(γ(t)),
q

P
+

1

2P
< t <

q + 1

P

Clearly γ′(t) exists for all but finitely many points. For such points we have that
(p ◦ γ)′ = y1e1 ± λei,

|(p ◦ γ)′(t)| = (y21 + λ2)1/2 = y1

(
1 +

16P 4y2i1
y41

)1/2

(3.1)

and

|(p ◦ γ)′(t)− p(y)| = |λ| = 4P 2|yi1|
y1

. (3.2)

It follows from the definition of the vector fields that

γ((q + 1)/P ) = γ(q/P )VW,

where the non-zero coordinates of V,W ∈ Gr are given by:

• V1 = y1/2P, Vi = λ/2P ,
• W1 = y1/2P, Wi = −λ/2P ,

Notice VW ∈ Gr satisfies (VW )1 = y1/P , (VW )i1 = λy1/4P
2 = yi1, and all other

coordinates are zero. It follows that γ((q + 1)/P ) has properties (1)–(4) with q
replaced by q + 1.

Case 2 (j 6= 1). Let λ = 6P
√
|yij | and µ = −6P sign(yij)

√
|yij |. We divide Iq

into six equal subintervals of length 1/6P and denote their interiors by I lq. Since
γ(q/P ) is already specified, we may define γ on Iq by:

γ′(t) =





y1X1(γ(t)) + λXj(γ(t)), t ∈ I1q

y1X1(γ(t)) + µXi(γ(t)), t ∈ I2q

y1X1(γ(t))− λXj(γ(t)), t ∈ I3q

y1X1(γ(t))− µXi(γ(t)), t ∈ I4q

y1X1(γ(t))− 2λXj(γ(t))− 2µXi(γ(t)), t ∈ I5q

y1X1(γ(t)) + 2λXj(γ(t)) + 2µXi(γ(t)), t ∈ I6q

Clearly γ′(t) exists for all but finitely many points. For such points (p ◦ γ)′ is
equal to one of the following:

y1e1 ± λej , y1e1 ± µei, y1e1 ± (2λej + 2µei).

Hence, if γ′(t) exists,

|(p ◦ γ)′(t)| ≤ (y21 + 4λ2 + 4µ2)1/2

= (y21 + 288P 2|yij |)1/2

= y1

(
1 +

288P 2|yij |
y21

)1/2

(3.3)

and

|(p ◦ γ)′(t)− p(y)| ≤ 2|λ|+ 2|µ| ≤ 24P
√
|yij |. (3.4)
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To compute γ((q + 1)/P ) we notice

γ((q + 1)/P ) = γ(q/P )V 1V 2V 3V 4V 5V 6,

where the non-zero coordinates of V l ∈ Gr are given by

• V 1
1 = y1/6P, V 1

j = λ/6P ,

• V 2
1 = y1/6P, V 2

i = µ/6P ,
• V 3

1 = y1/6P, V 3
j = −λ/6P ,

• V 4
1 = y1/6P, V 4

i = −µ/6P ,
• V 5

1 = y1/6P, V 5
j = −2λ/6P, V 5

i = −2µ/6P ,

• V 6
1 = y1/6P, V 6

j = 2λ/6P, V 6
i = 2µ/6P .

We avoid giving all intermediate steps, but computation using the group law shows
that W 1 = V 1V 2V 3V 4 and W 2 = V 5V 6 have non-zero coordinates:

• W 1
1 = 2y1/3P, W 1

j1 = λy1/18P
2, W 1

i1 = µy1/18P
2, W 1

ij = −λµ/36P 2,

• W 2
1 = y1/3P, W 2

j1 = −λy1/18P 2, W 2
i1 = −µy1/18P 2, W 2

ij = 0.

It follows that (W 1W 2)1 = y1/P , (W
1W 2)ij = −λµ/36P 2 = yij , and all other co-

ordinates are zero. Hence γ((q+1)/P ) again has properties (1)–(4) with q replaced
by q + 1.

The cases above define a Lipschitz horizontal curve γ on [0, 1] which is differ-
entiable at all but finitely many points. Clearly γ(0) = 0. Applying (1)–(4) with
q = P gives γ(1) = y, since every coordinate xij was assigned to some interval Iq.
This gives conclusion (1). Using (3.1) and (3.3) together with Lemma 2.14 gives
conclusion (2). Putting together (3.2) and (3.4) gives conclusion (3). �

The next lemma enables us to choose convenient coordinates in Gr. The proof
is a slight adaption of [22, page 7]. By a group isometric isomorphism we simply
mean a Carnot group isomorphism which preserves the distance.

Lemma 3.7. Suppose y ∈ Gr with L = |p(y)| 6= 0. Then there exists a group
isometric isomorphism F : Gr → Gr such that F1(y) = L and Fi(y) = 0 for i > 1.
Such a map can be chosen of the form F (x, y) = (A(x), B(y)), where A : Rr → Rr

is a linear isometry and B : RP → RP is linear.

Proof. Let E = y1X1 + · · · + yrXr ∈ V1. Choose a linear bijection Φ: V1 → V1
such that Φ(E) = LX1 which preserves the inner product induced by the basis
X1, . . . , Xr of V1. Since Gr is free-nilpotent, Φ extends to an isomorphism of the
Lie algebra of Gr (Lemma 14.1.4 [7]). Since Carnot groups are simply connected
Lie groups, such an isomorphism lifts to a Lie group isomorphism F : Gr → Gr

satisfying dF |V1
= Φ. The map F is smooth and dF preserves V1 and V2, in

particular F sends horizontal/smooth curves to horizontal/smooth curves. The
definition of F and ofX1, . . . , Xr imply that F has the form F (x, y) = (A(x), B(y)),
where A : Rr → Rr is a linear isometry and B : Rn−r → Rn−r is linear. That F is
an isometry follows from the fact that Φ preserves the inner product of V1. �

Theorem 3.8. The CC distance in Gr is differentiable in horizontal directions.

Proof. Let u = expE for some E ∈ V1. Equivalently, u = (uh, 0) for some choice
uh ∈ Rr \ {0}. We may assume d(u) = 1. By Lemma 3.2, it suffices to show
that d(uz) ≤ d(u) + 〈p(z), p(u)〉 + o(d(z)) as z → 0. Assume d(z) ≤ 1/2 and let
L = |p(uz)| 6= 0. Using |p(u)| = 1 and |p(z)| ≤ d(z) ≤ 1/2 we see 1/2 ≤ L ≤ 2.
By Lemma 3.7, there exists a group isometric isomorphism F : Gr → Gr such that
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F1(uz) = L and Fi(uz) = 0 for i > 1. Write F = (p ◦ F, v) for some function
v : Gr → RP . Then

(L, 0, . . . , 0, v(uz)) = F (uz) = F (u)F (z).

The group law is additive in the first r coordinates, so F1(u) + F1(z) = L while
Fi(u) + Fi(z) = 0 for i > 1. Notice the form of the map F in Lemma 3.7 implies
Fij(u) = 0 for all i, j. Using the definition of the group law gives, for all i > 1:

Fi1(uz) = Fi1(u) + Fi1(z) +
1

2
(Fi(u)F1(z)− F1(u)Fi(z)) (3.5)

= Fi1(z) +
1

2
(−Fi(z)F1(z)− (L− F1(z))Fi(z)) (3.6)

= Fi1(z)−
1

2
LFi(z).

Similarly, for all i > j > 1:

Fij(uz) = Fij(z). (3.7)

Using (3.5), we estimate as follows

A := max
2≤i≤r

|Fi1(uz)| ≤ |v(z)|+ L

2
|p(F (z))| (3.8)

≤ Cd(F (z))2 +
L

2
d(F (z))

= Cd(z)2 +
L

2
d(z)

≤ Cd(z),

where in the equality above we used that F is an isometry. By (3.7), we also have

B := max
i>j>1

|Fij(uz)| ≤ |v(F (z))| ≤ Cd(z)2. (3.9)

Lemma 3.6 yields

d(uz) = d(F (uz)) ≤ Lmax

{(
1 +

16P 4A2

L4

)1/2

,

(
1 +

288P 2B

L2

)1/2
}
. (3.10)

Using (3.8), (3.9) and 1/2 < L < 2 we get

L

(
1 +

16P 4A2

L4

)1/2

≤ L
(
1 + 256C2P 4d(z)2

)1/2 ≤ L+ o(d(z)),

L

(
1 +

288P 2B

L2

)1/2

≤ L
(
1 + 1200CP 4d(z)2

)1/2 ≤ L+ o(d(z)).
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Therefore (3.10) gives d(uz) ≤ L + o(d(z)). To conclude the proof of (2) we show
that L ≤ 1 + 〈p(z), p(u)〉+ o(d(z)). We estimate as follows:

L = |p(u) + p(z)|
= |p(u)(1 + 〈p(z), p(u)〉) + (p(z)− 〈p(z), p(u)〉p(u))|

=
(
(1 + 〈p(z), p(u)〉)2 + |p(z)− 〈p(z), p(u)〉p(u)|2

) 1
2

≤
(
(1 + 〈p(z), p(u)〉)2 + 4d(z)2

) 1
2

= (1 + 〈p(z), p(u)〉)
(
1 +

4d(z)2

(1 + 〈p(z), p(u)〉)2
) 1

2

The claim then follows since d(z)/(1 + 〈p(z), p(u)〉) ≤ 2d(z) → 0 as d(z) → 0. �

4. Maximality does not imply differentiability in the Engel group

In this section we show that existence of a maximal directional derivative does not
imply differentiability in the Engel group, a Carnot group of step 3 (Theorem 4.2).
A representation of the Engel group in R4 with respect to exponential coordinates
of the second kind is the following. Let x1, x2, x3, x4 be the coordinates of a point
x ∈ R4. Then the Engel group law is given by

x · y =
(
x1 + y1, x2 + y2, x3 + y3 − x1y2, x4 + y4 − x1y3 +

1

2
x21y2

)
.

The horizontal bundle is spanned by the two left-invariant vector fields:

X1 = ∂1 and X2 = ∂2 − x1∂3 +
x21
2
∂4.

Other elements completing these to a basis of the Lie algebra are the following:

X3 = ∂3 − x1∂4 and X4 = ∂4.

With respect to this basis, the non-trivial bracket relations are:

X3 = [X2, X1] and X4 = [X3, X1].

The vector X2 is called the abnormal direction, since the curves of the form
t 7→ p exp(tX2), p ∈ R4, are the abnormal curves (i.e. are singular points of the
endpoint map). Because of the presence of these abnormal curves, the CC distance
(defined using the basis X1, X2 of the horizontal layer) behaves irregularly. Indeed,
the distance function from the origin is not differentiable at any of the points
exp(RX2). This result is probably not new to experts, but for completeness we will
provide a complete proof later in this section.

Lemma 4.1. In the Engel group, with coordinates as above, there exists C > 0
such that

d((0, 0, 0, 0), (0, 1, 0, ε)) ≥ 1 + C|ε|1/3 for ε ∈ (−1, 0). (4.1)

The above bound will be enough to show that a maximal directional derivative
does not imply differentiability in the Engel group. Nonetheless we observe that
(4.1) is actually sharp, i.e. we have

|d((0, 0, 0, 0), (0, 1, 0, ε))− 1| ≃ |ε|1/3 as ε→ 0−.
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Indeed, by triangle inequality and left invariance, for all ε ∈ R we have:

d((0, 0, 0, 0), (0, 1, 0, ε)) ≤ d((0, 0, 0, 0), (0, 1, 0, 0)) + d((0, 1, 0, 0), (0, 1, 0, ε))

= 1 + d((0, 0, 0, 0), (0, 0, 0, ε))

= 1 + C′|ε|1/3.
Recall that the CC distance in a Carnot group has Lipschitz constant 1.

Theorem 4.2. Let G be the Engel group. Then the CC distance d : G → R from
the origin is not differentiable at p̄ = (0, 1, 0, 0) = exp(X2), but still X2d(p̄) = 1.

Proof. Suppose d is differentiable at p̄ with differential L : G → R. Then L must
have the form L(h) = (X1d(p̄), X2d(p̄)) · (h1, h2). In particular, L((0, 0, 0, ε)) = 0
for any ε ∈ R. Using Lemma 4.1, for ε ∈ (−1, 0):

d(p̄ · (0, 0, 0, ε))− d(p̄)− L((0, 0, 0, ε)) = d((0, 1, 0, ε))− 1

≥ C|ε|1/3

≥ Cd((0, 0, 0, ε)),

where the constant C may change from line to line. Hence d is not differentiable
at p̄. Nonetheless, we have:

X2d(p̄) = lim
t→0

d((0, 1 + t, 0, 0))− d((0, 1, 0, 0))

t
= 1.

�

4.1. The Martinet distribution and a proof of Lemma 4.1. Lemma 4.1 is
probably known to many experts. It can be obtained from the recent work of
Sachkov [4]. Nonetheless, to obtain a proof with minimal effort we use the sub-
Riemannian geometry of the Martinet distribution, which is more studied [1].

By the Martinet geometry we mean the sub-Riemannian geometry on R3, with
coordinates x, y, z, for which a horizontal orthonormal frame is given by

X = ∂x +
y2

2
∂z and Y = ∂y.

This geometry is called the ‘flat case’ in [1]. The CC distance is defined using
horizontal curves, just like in the case of Carnot groups. From [1], we have a clear
picture of the sub-Riemannian sphere. In particular, we know that the sphere
makes a partial cusp, in the sense that one of the geodesics (the abnormal curve)
is tangent to the sphere. Moreover, the tangency is of order 3.

In fact, from Proposition 4.15 in [1] we have a quite precise bound. Namely, we
know that the intersection of the half plane {y = 0, z ≥ 0} with the sphere S(0, r),
r > 0, is a curve whose graph is given by

z = z(x) =
r3

6

(
x+ r

2r

)3

+G

(
x+ r

2r

)
, as x→ −r+, (4.2)

where G is function of the form G(t) = −4r3t3e−2/t + o(t3e−2/t). This is an
expansion at the point (−r, 0, 0) ∈ S(0, r) in the half plane, see Figure 3 in [1].

The link between the Engel geometry and the Martinet geometry is that the
latter is a metric submersion of the first one. More precisely, there exists a map
F : R4 → R3 for which F∗X1 = Y and F∗X2 = X . Therefore, in particular, the
map F is 1-Lipschitz. In the coordinates that we chose the map F is given by
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F (x1, x2, x3, x4) = (x2, x1, x4), i.e., we forget the third coordinate and we swap the
first two coordinates (the reason for this second choice is to fit with the coordinate
system from [1]). For example, here is the verification of F∗X2 = X , i.e. that,
dF (X2) = X ◦ F :

dFxX2(x) =



0 1 0 0
1 0 0 0
0 0 0 1







0
1

−x1
x21/2


 =




1
0

(F (x)2)
2/2


 = X(F (x)).

Proof of Lemma 4.1. We now use (4.2). Let p := (−1, 0, ζ) with ζ positive and
small. Let r := d(0, p). As ζ → 0 we have r → 1, so we may assume that
r ∈ (1/2, 2). In the expansion (4.2), we are considering x → −r+, hence we
assume x+ r ≥ 0, thus the argument of the the function G in (4.2) is non-negative.
Moreover, for small t ≥ 0 we can bound |G(t)| ≤ Ct3 for some C. In the rest of the
argument we shall call C the generic constant that may change from line to line.
Therefore, for x→ −r+, for some C, we bound

0 ≤ z(x) ≤ C (x+ r)
3
.

Hence, taking the values x = −1 and z = ζ > 0, we get

ζ ≤ C(r − 1)3.

We then conclude that

d(0, p) = r ≥ 1 + C 3
√
ζ.

Notice that G(0,−1, 0, ζ) = (−1, 0, ζ) = p. Hence, since G is 1-Lipschitz

1 + C 3
√
ζ ≤ d(0, (−1, 0, ζ)) ≤ d(0, (0,−1, 0, ζ)).

By left-invariance of the distance in the Engel group we conclude that, for ζ positive
and small, we have

d(0, (0, 1, 0,−ζ)) = d(0, (0,−1, 0, ζ)) ≥ 1 + C 3
√
ζ.

Setting ε = −ζ we have the conclusion. �

5. A universal differentiability set in free Carnot groups of step 2

In this section we extend the construction of a measure zero UDS in [31] to free
Carnot groups of step 2. We avoid repeating much of the work of [31], but show
how to generalize the necessary geometric lemmas which rely on the structure of the
individual Carnot group (Lemma 5.1 and Lemma 5.2). After defining a Hausdorff
dimension one set N containing suitably many curves in Lemma 5.4, the argument
that N is a universal differentiability set is almost exactly as in [31] (‘almost max-
imality’ of directional derivatives implies differentiability in Proposition 5.6 and
construction of an ‘almost maximal’ directional derivative in Proposition 5.8).

The first geometric lemma is a generalization of [31, Lemma 5.1] in the Heisen-
berg group to step 2 free Carnot groups.

Lemma 5.1. Given S > 0, there is a constant Ca = Cangle(S) ≥ 1 for which the
following is true. Suppose:

• g, h : I → Gr are Lipschitz horizontal curves with LipGr
(g),LipGr

(h) ≤ S,
• g(c) = h(c) for some c ∈ I,
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• there exists 0 ≤ A ≤ 1 such that |(p ◦ g)′(t) − (p ◦ h)′(t)| ≤ A for almost
every t ∈ I.

Then d(g(t), h(t)) ≤ Ca

√
A|t− c| for every t ∈ I.

Proof. Assume c = 0 ∈ I and, using left group translations, g(0) = h(0) = 0. We
estimate using the equivalent Koranyi quasi-distance (2.2):

d(g(t), h(t)) ≤ CKdK(g(t), h(t)) (5.1)

≤ CK

r∑

i=1

|hi(t)− gi(t)|

+ CK

∑

1≤j<i≤r

∣∣∣∣hij(t)− gij(t) +
1

2
(gi(t)hj(t)− gj(t)hi(t))

∣∣∣∣
1
2

where CK ≥ 1 is a constant depending only on the Carnot group.
Let 1 ≤ j ≤ r. Using |(p ◦ g)′(t) − (p ◦ h)′(t)| ≤ A almost everywhere implies

|hj(t) − gj(t)| ≤ A|t| for every t ∈ I. Lemma 2.14 and LipG(g) ≤ S give the
inequality |g′j| ≤ LipE(gj) ≤ S. Using also g(0) = 0 then gives |gj(t)| ≤ S|t| for
t ∈ I. For 1 ≤ i ≤ r and t ∈ I:

|gi(t)hj(t)− gj(t)hi(t)| = |gi(t)(hj(t)− gj(t)) + gj(t)(gi(t)− hi(t))|
≤ S|t||hj(t)− gj(t)|+ S|t||gi(t)− hi(t)|
≤ ASt2.

We estimate the final term using Lemma 2.19. For 1 ≤ j < i ≤ r and t > 0 in I:

|hij(t)− gij(t)|

≤ 1

2

∫ t

0

|hi(s)||h′j(s)− g′j(s)|+ |g′j(s)||hi(s)− gi(s)|

+
1

2

∫ t

0

|hj(s)||h′i(s)− g′i(s)|+ |g′i(s)||hj(s)− gj(s)|

≤ AS

∫ t

0

s ds

≤ ASt2.

The bound is the same for t < 0 in I.
Combining our estimates of each term in (5.1) and using 0 ≤ A ≤ 1 gives

d(g(t), h(t)) ≤ (CKr + 2CKP
√
S)

√
A|t| for t ∈ I

where P = r(r − 1)/2. The conclusion with Ca := CKr + 2CKP
√
S ≥ 1. �

The second geometric lemma is a generalization of [31, Lemma 4.2] in the Heisen-
berg group to the free Carnot group of step 2. The idea is to perturb a horizontal
line to pass through a nearby point of interest. While the formulation may seem
unusual, it is one of the key tools to prove that existence of an almost maximal
directional derivative implies differentiability. Recall that x exp(tE) = x + tE(x)
for x ∈ Gr, E ∈ V1 and t ∈ R. Hence ‘horizontal lines’ of the form t 7→ x + tE(x)
are lines and horizontal curves in Gr.

Lemma 5.2. Given η > 0, there is 0 < ∆(η) < 1/4 and a constant Cm ≥ 1 such
that the following holds whenever 0 < ∆ < ∆(η). Suppose:
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• x, u ∈ Gr with d(u) ≤ 1,
• E ∈ V1 with ω(E) = 1,
• 0 < r < ∆ and s := r/∆.

Then there is a Lipschitz horizontal curve g : R → Gr which is a concatenation of
horizontal lines such that:

(1) g(t) = x+ tE(x) for |t| ≥ s,
(2) g(ζ) = xδr(u), where ζ := r〈u,E(0)〉,
(3) LipG(g) ≤ 1 + η∆,
(4) g′(t) exists and |(p ◦ g)′(t)− p(E)| ≤ Cm∆ for t ∈ R outside a finite set.

Proof. Using group translations we can assume that x = 0. Since Gr is a free
Carnot group, we can also use Lemma 3.7 to assume E = X1.

For |t| ≥ s the curve g(t) is explicitly defined by (1) and satisfies (3) and (4).
To define g(t) for |t| < s we consider the two cases −s < t ≤ ζ and ζ ≤ t < s.
These are similar so we show how to define the curve for −s < t ≤ ζ. By using left
group translations by ±sE(0) and reparameterizing the curve, it suffices to show
the following claim. �

Claim 5.3. There exists 0 < ∆(η) < 1/4, depending on η and Gr, and there exists
C ≥ 1, depending only on Gr, for which the following holds.

If 0 < ∆ < ∆(η) then there exists a Lipschitz horizontal curve ϕ : [0, s+ ζ] → Gr

such that ϕ(0) = 0, ϕ(s+ ζ) = (s, 0, . . . , 0)δr(u) and:

(A) LipG(ϕ) ≤ 1 + η∆,
(B) ϕ′(t) exists and |(p ◦ ϕ)′(t)− (1, 0, . . . , 0)| ≤ C∆ for t ∈ [0, s+ ζ] outside a

finite set.

Proof of Claim. Throughout the proof, C ≥ 1 will denote a constant depending
only on the Carnot group Gr. Let y = (s, 0, . . . , 0)δr(u). The definition of group
product implies

y1 = s+ ru1, yi = rui for i > 1, (5.2)

yi1 = r2ui1 −
1

2
rsui for i > 1, yij = r2uij for i > j > 1. (5.3)

The main idea is to use Lemma 3.6 to construct the desired curve. However,
Lemma 3.6 only gives curves joining 0 to endpoints whose horizontal coordinates
are of the form (L, 0, . . . , 0). To handle this, we first construct another curve β
which shifts the endpoint y to one of the required form. The desired curve ϕ will
then be the join of β with a curve α from Lemma 3.6.

Construction of the curve β. Define a horizontal curve h : [0, 1] → Gr as the
horizontal lift (Definition 2.20) starting at y of the straight line joining p(y) to
(s/2, 0, . . . , 0). Clearly

h1(t) = (1− t)(s+ ru1) + ts/2 and hi(t) = (1 − t)rui for 2 ≤ i ≤ r.

Define z = h(1) ∈ Gr. The horizontal coordinates of z satisfy p(z) = (s/2, 0, . . . , 0),
and a simple computation using (5.2), (5.3) and Definition 2.20 yields the vertical
coordinates

zi1 = r2ui1 −
1

4
rsui if i > 1 and zij = r2uij if i > j > 1.
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Equivalence of the CC metric and Koranyi quasi-metric implies that |uij | ≤ C for
i > j ≥ 1. It follows that

|zi1| ≤ Crs if i > 1 and |zij | ≤ Cr2 if i > j > 1. (5.4)

Clearly

(p ◦ h)′(t) = (−s/2− ru1,−ru2, . . . ,−rur). (5.5)

Since ru1 = ζ, we obtain

|(p ◦ h)′ + (s/2 + ζ, 0, . . . , 0)| = |(0, ru2, . . . , rur)| ≤ r.

Now define β : [s/2, s+ζ] → Gr joining z to y by β(t) = h
(
1− (t−s/2)

(s/2+ζ)

)
. Assuming

∆ < 1/4 gives
r

s/2 + ru1
≤ 4r

s
= 4∆. (5.6)

Hence

|(p ◦ β)′ − (1, 0, . . . , 0)| ≤ r

s/2 + ζ
≤ 4∆.

Using (5.5), (5.6) and d(u) ≤ 1 gives

Lip(p ◦ β) ≤ |(s/2 + ru1, ru2, . . . , rur)|
(s/2 + ζ)

=
(
1 +

r2u22
(s/2 + ru1)2

+ . . .+
r2u2r

(s/2 + ru1)2

)1/2

≤
(
1 + 16∆2(u22 + . . .+ u2r)

)1/2

≤ 1 + 16∆2

≤ 1 + η∆,

assuming in the last inequality that ∆ ≤ η/16.

Construction of the curve α. Let A := max2≤i≤r |zi1| and B := maxi>j>1 |zij |.
Since p(z) = (s/2, 0, . . . , 0), Lemma 3.6 gives the existence of a Lipschitz horizontal
curve g : [0, 1] → Gr joining 0 to z such that

(A’) LipG(g) ≤ max

{
(s/2)

(
1 + 256P 4A2

s4

)1/2

, (s/2)
(
1 + 1152P 2B

s2

)1/2
}
,

(B’) g′(t) exists for all t ∈ [0, 1] except finitely many points and satisfies

|(p ◦ g)′(t)− p(z)| ≤ max

{
8P 2A

s
, 24P

√
B

}
.

Recall from (5.4) that A ≤ Crs and B ≤ Cr2. It easily follows from (A’) that

LipG(g) ≤ (s/2) + C∆2s ≤ (s/2) + η∆s/2

using in the second inequality that ∆ is sufficiently small. Similarly, it follows from
(B’) that

|(p ◦ g)′ − (s/2, 0, . . . , 0)| ≤ C∆s.

Now define α : [0, s/2] → Gr by α(t) = g(2t/s). The curve α satisfies:

LipG(α) ≤ 1 + η∆,

|(p ◦ α)′ − (1, 0, . . . , 0)| ≤ C∆.

Joining α and β gives a curve ϕ with the desired properties. �
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The following result is the analogue of [15, Lemma 1.1] and [16, Lemma 2.1] in
the linear setting.

Lemma 5.4. Let L be the union of images of all curves constructed in Lemma
5.2, where x, u ∈ Qn, E is a linear combination of {Xi : 1 ≤ i ≤ r} with rational
coefficients, and r, s ∈ Q. Then there is a Gδ set N ⊂ Gr containing L of CC-
Hausdorff dimension one.

Proof. It suffices to prove that the desired set N can be constructed with CC-
Hausdorff dimension less than or equal to one. For any S ⊆ Gr and r > 0, let

Br(S) :=

{
x ∈ Gr : inf

y∈S
d(x, y) < r

}
.

Let I be a horizontal line segment of length at most one, r, δ > 0 and k ≥ 4/δ a
positive integer. Since I is horizontal, we can cover B1/k(I) with k open balls with

diameter 4/k ≤ δ. Hence Hr
δ(B1/k(I)) ≤ 4rk1−r.

The set L contains countably many curves, each of which is either a line or a
union of finitely many lines. We can write L =

⋃∞

i=1 Li, where Li is a horizontal
line segment of length less than or equal to one. As in [15, Lemma 1.1], we define

Ni :=

∞⋃

j=1

B1/2i+j (Lj), N :=

∞⋂

i=1

Ni.

Then N is a Gδ set containing L. An easy computation, as in [15, Lemma 1.1],
shows that Hr

δ(Ni) → 0 as i → ∞ for every r > 1. Hence the CC-Hausdorff
dimension of N is less than or equal to one. �

The following theorem asserts that the existence of an ‘almost maximal’ direc-
tional derivative in N suffices for differentiability.

Notation 5.5. Fix a Lebesgue null Gδ set N ⊂ Gr as in Lemma 5.4. For any
Lipschitz function f : Gr → R, define:

Df := {(x,E) ∈ N × V1 : ω(E) = 1, Ef(x) exists}.
Proposition 5.6. Let f : Gr → R be a Lipschitz function with LipG(f) ≤ 1/2.
Suppose (x∗, E∗) ∈ Df . Let M denote the set of pairs (x,E) ∈ Df such that
Ef(x) ≥ E∗f(x∗) and

|(f(x+ tE∗(x)) − f(x))− (f(x∗ + tE∗(x∗))− f(x∗))|
≤ 6|t|((Ef(x) − E∗f(x∗))LipG(f))

1
4

for every t ∈ (−1, 1). If

lim
δ↓0

sup{Ef(x) : (x,E) ∈M and d(x, x∗) ≤ δ} ≤ E∗f(x∗)

then f is Pansu differentiable at x∗ with Pansu differential

L(x) = E∗f(x∗)〈x,E∗(0)〉 = E∗f(x∗)〈p(x), p(E∗)〉.
To prove Proposition 5.6, the idea is to argue by contradiction. We will first use

Lemma 5.2 to modify the line x∗ + tE∗(x∗) to form a Lipschitz horizontal curve g
in N which passes through a nearby point showing non-Pansu differentiability at
x∗. One then applies [34, Lemma 3.4] with ϕ = f ◦ g to obtain a large directional
derivative along g and estimates for difference quotients in the new direction. One
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then develops these estimates to show that the new point and direction form a
pair in M . This shows that there is a nearby pair in M giving a larger directional
derivative than (x∗, E∗), a contradiction.

The proof of Proposition 5.6 is almost the same as the proof of [31, Theorem
5.6], replacing [31, Lemma 4.2] and [31, Lemma 5.1] in the Heisenberg group with
Lemma 5.2 and Lemma 5.1 in the step 2 free Carnot group from the present paper.
Note that the geometry of the individual Carnot group is strongly used in the
proof when constructing two horizontal curves. We show how to begin the proof
and construct these curves, then refer the reader to [31, Theorem 5.6] for the later
parts which are the same as those treated there.

Proof of Proposition 5.6. We can assume LipH(f) > 0 since otherwise the state-
ment is trivial. Let ε > 0 and fix various parameters as follows.

Parameters. Choose:

(1) 0 < v < 1/32 such that 4(1 + 20v)
√
(2 + v)/(1− v) + v < 6,

(2) η = εv3/3200,
(3) ∆(η/2), Cm and Ca = Cangle(2) using Lemma 5.2 and Lemma 5.1
(4) rational 0 < ∆ < min{ηv2, ∆(η/2), εv5/(8C2

mC
4
aLipG(f)

3)},
(5) σ = 9ε2v5∆2/256,
(6) 0 < ρ < 1 such that

|f(x∗ + tE∗(x∗))− f(x∗)− tE∗f(x∗)| ≤ σLipG(f)|t| (5.7)

for every |t| ≤ ρ,

(7) 0 < δ < ρ
√
3εv∆3/4 such that

Ef(x) < E∗f(x∗) + εv∆/2

whenever (x,E) ∈M and d(x, x∗) ≤ 4δ(1 + 1/∆).

To prove Pansu differentiability of f at x∗ we will show:

|f(x∗δt(h)) − f(x∗)− tE∗f(x∗)〈h,E∗(0)〉| ≤ εt

whenever d(h) ≤ 1 and 0 < t < δ. Suppose this is not true. Then there exists
u ∈ Qn with d(u) ≤ 1 and rational 0 < r < δ such that:

|f(x∗δr(u))− f(x∗)− rE∗f(x∗)〈u,E∗(0)〉| > εr. (5.8)

Let s = r/∆ ∈ Q. We next construct Lipschitz horizontal curves g and h for which
we can apply the mean value type lemma [34, Lemma 3.4] with ϕ := f ◦ g and
ψ := f ◦ h.

Construction of g. To ensure that the image of g is a subset of the set N , we
first introduce rational approximations to x∗ and E∗.

Since the Carnot-Carathéodory and Euclidean distances are topologically equiv-
alent, Qn is dense in Rn with respect to the distance d. The set

{E ∈ V : ω(E) = 1, E a rational linear combination of Xi, 1 ≤ i ≤ r}
is dense in {E ∈ V : ω(E) = 1} with respect to the norm ω. To see this, suppose
E ∈ V satisfies ω(E) = 1. The Euclidean sphere Sr−1 ⊂ Rr contains a dense set
S of points with rational coordinates. This fact is well known, e.g. one can use
stereographic projection. Let q = (q1, . . . , qr) ∈ Sr−1 be the coefficients of E in the
basis {Xi : 1 ≤ i ≤ r}. Take q̃ ∈ S such that |q− q̃| is small and define the rational
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approximation of E as the linear combination of {Xi : 1 ≤ i ≤ r} with coefficients
q̃i.

Define

A1 = (η∆/Ca)
2 (5.9)

and

A2 =
(
6−

(
4(1 + 20v)

(2 + v

1− v

) 1
2

+ v
))2 (εv∆/2)LipG(f))

1
2

C2
aLipG(f)

2
. (5.10)

Notice A1, A2 > 0 using, in particular, our choice of v. Choose x̃∗ ∈ Qn and Ẽ∗ ∈ V

with ω(Ẽ∗) = 1, a rational linear combination of {Xi : 1 ≤ i ≤ r}, sufficiently close
to x∗ and E∗ to ensure:

d(x̃∗δr(u), x∗) ≤ 2r, (5.11)

d(x̃∗δr(u), x∗δr(u)) ≤ σr, (5.12)

ω(Ẽ∗ − E∗) ≤ min{σ, Cm∆, A1, A2}, (5.13)

which is possible since all terms on the right side of the above inequalities are
strictly positive.

Note 0 < r < ∆ and recall s = r/∆ is rational. To construct g we apply Lemma
5.2 with the following parameters:

• η, r,∆ and u as defined above in (5.8),

• x = x̃∗ and E = Ẽ∗.

This gives a Lipschitz horizontal curve g : R → Gr which is a concatenation of
horizontal lines such that:

(1) g(t) = x̃∗ + tẼ∗(x∗) for |t| ≥ s,

(2) g(ζ) = x̃∗δr(u), where ζ := r〈u, Ẽ∗(0)〉,
(3) LipG(g) ≤ 1 + η∆,

(4) g′(t) exists and |(p ◦ g)′(t)− p(Ẽ∗)| ≤ Cm∆ for t ∈ R outside a finite set.

Since the relevant quantities were rational and the set N was chosen using Lemma
5.4, we also know that the image of g is contained in N .

Construction of h.

Claim 5.7. There exists a Lipschitz horizontal curve h : R → Gr such that:

h(t) =

{
x̃∗ + tẼ∗(x̃∗) if |t| ≥ s,

x∗ + tE∗(x∗) if |t| ≤ s/2.

Also, h satisfies the estimates:

• LipG(h) ≤ 1 + η∆/2,
• the derivative h′(t) exists for all but finitely many t and satisfies the bound
|(p ◦ h)′(t)− p(E∗)| ≤ min{A1, A2}.

Proof of Claim. Using left translations and Lemma 3.7, we may start by assuming
that x∗ = 0 and E∗ = X1. Clearly h(t) is defined explicitly and satisfies the
required conditions for |t| ≤ s/2 and |t| ≥ s. We now show how to construct h(t)
for s/2 < t < s. The case −s < t < −s/2 is essentially identical.

Recall ∆(1) and C from Claim 5.3. Choose 0 < Γ < ∆(1) which satisfies

(1 + Γ)2 ≤ 1 + η∆/2
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and
CΓ(1 + Γ) + Γ ≤ max{A1, A2}.

Define λ = sΓ/2 < Γ. Choose v ∈ Gr with d(v) ≤ 1 and |vi| ≤ 1 for i = 1, . . . , n,
such that

δλ(v) = (−s, 0, . . . , 0)(x̃∗ + sẼ∗(x̃∗)).

This is possible if the rational approximation introduced earlier is sufficiently good;
note that the rational approximation was introduced after all quantities upon which
λ depends. We now apply Claim 5.3 with

• η = 1 and ∆ replaced by Γ,
• r replaced by λ and s replaced by s/2,
• u replaced by v,
• ζ replaced by λv1.

We obtain a Lipschitz horizontal curve ϕ : [0, s/2 + λv1] → Gr such that:

• ϕ(0) = 0,

• ϕ(s/2 + λv1) = (−s/2, 0, . . . , 0)(x̃∗ + sẼ∗(x̃∗)),
• LipG(ϕ) ≤ 1 + Γ,
• ϕ′(t) exists and |(p ◦ ϕ)′(t) − (1, 0, . . . , 0)| ≤ CΓ for all but finitely many
t ∈ [0, s/2 + λv1].

Then ϕ̃ : [0, 1] → Gr defined by ϕ̃(t) = ϕ((s/2 + λv1)t) is a Lipschitz horizontal
curve such that:

• ϕ̃(0) = 0,

• ϕ̃(1) = (−s/2, 0, . . . , 0)(x̃∗ + sẼ∗(x̃∗)),
• LipG(ϕ̃) ≤ (1 + Γ)(s/2 + λv1),
• ϕ̃′(t) exists and |(p ◦ ϕ̃)′(t)− (s/2 + λv1, 0, . . . , 0)| ≤ CΓ(s/2 + λv1) for all
but finitely many t ∈ [0, 1].

Define h1 : [s/2, s] → Gr by:

h1(t) = (s/2, 0, . . . , 0)ϕ̃((2/s)(t− s/2)).

Then h1 is a Lipschitz horizontal curve which satisfies h1(s/2) = (s/2, 0, . . . , 0) and

h1(s) = x̃∗ + sẼ∗(x̃∗). Further:

LipG(h1) ≤
2(1 + Γ)(s/2 + λv1)

s

≤ 2(1 + Γ)(s/2 + λ)

s

≤ (1 + Γ)2

≤ 1 + η∆/2.

Clearly, for all but finitely many t ∈ [s/2, s]:

|(p ◦ h1)′(t)− (1 + 2λv1/s, 0, . . . , 0)| ≤ CΓ(1 + 2λv1/s).

This implies:

|(p ◦ h1)′(t)− (1, 0, . . . , 0)| ≤ CΓ(1 + 2λv1/s) + 2|λv1|/s
≤ CΓ(1 + Γ) + Γ

≤ max{A1, A2}.
The curve h1(t) defines h(t) for t ∈ [s/2, s] with the desired properties. The

construction of h(t) for t ∈ [−s,−s/2] is essentially identical. �
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Using the constructed curves g and h, together with Lemma 5.1, the rest of the
proof is identical to the Heisenberg group case treated in [31, Theorem 5.6]. �

Proposition 5.8 below is a generalization of [31, Proposition 6.1] in the Heisenberg
group, itself based on [14, Theorem 3.1] in Euclidean spaces, to free Carnot groups
of step 2. We omit the proof since it is identical to [31, Proposition 6.1], replacing
an application of [31, Lemma 5.1] in the Heisenberg group with Lemma 5.1 in the
step 2 free Carnot group.

Proposition 5.8. Suppose f0 : Gr → R is a Lipschitz function, (x0, E0) ∈ Df0

and δ0, µ,K > 0. Then there is a Lipschitz function f : Gr → R such that f − f0 is
G-linear with LipG(f − f0) ≤ µ, and a pair (x∗, E∗) ∈ Df with d(x∗, x0) ≤ δ0 such
that E∗f(x∗) > 0 is almost locally maximal in the following sense.

For any ε > 0 there is δε > 0 such that whenever (x,E) ∈ Df satisfies both:

(1) d(x, x∗) ≤ δε, Ef(x) ≥ E∗f(x∗),
(2) for any t ∈ (−1, 1):

|(f(x+ tE∗(x)) − f(x))− (f(x∗ + tE∗(x∗))− f(x∗))|
≤ K|t|(Ef(x)− E∗f(x∗))

1
4 ,

then:

Ef(x) < E∗f(x∗) + ε.

Proposition 5.8 shows that for any Lipschitz function f0 : Gr → R there is a Lip-
schitz function f : Gr → R such that f−f0 is G-linear and f has an almost maximal
directional derivative in the sense of Proposition 5.6. Notice that if f−f0 is G-linear
then Df = Df0 and the functions f, f0 have the same points of Pansu differentia-
bility. Since Proposition 5.6 asserts that an almost maximal directional derivative
suffices to differentiability, we deduce that any Lipschitz function f0 : Gr → R is
Pansu differentiable at a point of N .

Theorem 5.9. Any free Carnot group of step 2 contains a UDS of CC-Hausdorff
dimension one.

6. Generalization to more general Carnot groups

In this section we see how to generalize results proved for free Carnot groups of
step 2 to general Carnot groups of step 2.

To do this we suppose G and H are Carnot groups with horizontal layers V and
W for which there exist bases X = (X1, . . . , Xr) and Y = (Y1, . . . , Yr), together
with a Lie group homomorphism F : G → H such that F∗(Xi) = Yi for 1 ≤ i ≤ r.

Note that if H is any Carnot group of rank r and step s, then one possibility
is to let G be the free Carnot group of the same rank and step. Indeed, suppose
X1, . . . , Xr and Y1, . . . , Yr are bases of the horizontal layers of G and H respectively.
Since the Lie algebra of G is free-nilpotent (Definition 2.16), there exists a Lie
algebra homomorphism Φ such that Φ(Xi) = Yi. Since Carnot groups are simply
connected, there exists a Lie group homomorphism F : G → H such that dF = Φ,
which has the properties required.

Equip G and H with the CC metrics dG and dH induced by the bases X and Y

respectively. The map F preserves lengths of horizontal curves, so is Lipschitz with
Lip(F ) = 1.
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Let pG : G → Rr and pH : H → Rr denote projections onto the first r coordinates.
It follows from the definition of F that if u = (uh, 0) ∈ G for some uh ∈ Rr then
F (u) = (uh, 0) ∈ H (note though that G and H may be represented in coordinates
by Euclidean spaces of different dimensions). Also, pH(F (u)) = pG(u) for any u ∈ G.

The following lemma is well-known, but we include its short proof for complete-
ness.

Lemma 6.1. Let x ∈ G and x̃ = F (x) ∈ H. Then for any ỹ ∈ H, there is y ∈ G

with F (y) = ỹ and dG(x, y) = dH(x̃, ỹ).

Proof. Fix a horizontal curve γ : [0, 1] → H joining x̃ to ỹ with L(γ) = dH(x̃, ỹ).
Choose integrable controls ai ∈ L1([0, 1]) such that

γ′(t) =

r∑

i=1

ai(t)Yi(γ(t)) for a.e. t ∈ [0, 1].

Define a Lipschitz horizontal curve φ : [0, 1] → G by

φ(0) = x and φ′(t) =

r∑

i=1

ai(t)Xi(φ(t)) for a.e. t ∈ [0, 1].

Clearly L(φ) = L(γ) because X and Y are orthonormal bases of V and W . Let
y := φ(1). Since F∗(Xi) = Yi, we have F ◦φ = γ and hence F (y) = ỹ. Since φ joins
x to y, we have

dG(x, y) ≤ L(φ) = L(γ) = dH(x̃, ỹ).

Now take a horizontal curve ψ : [0, 1] → G joining x to y with L(ψ) = dG(x, y).
Then F ◦ ψ : [0, 1] → H is a horizontal curve joining x̃ to ỹ and L(F ◦ ψ) = L(ψ).
Hence

dH(x̃, ỹ) ≤ L(F ◦ ψ) = L(ψ) = dG(x, y).

We conclude that dH(x̃, ỹ) = dG(x, y). �

Proposition 6.2. If the CC distance in G is differentiable in horizontal directions
then the CC distance in H is differentiable in horizontal directions.

Proof. Let ũ = (uh, 0) ∈ H for some uh ∈ Rr. Let u = (uh, 0) ∈ G, which satisfies
F (u) = ũ and dG(u) = dH(ũ). Given z̃ ∈ H, use Lemma 6.1 to find z ∈ G such that
F (z) = z̃ and dG(z) = dH(z̃). Since F is a group homomorphism and Lip(F ) = 1,
using Remark 3.3 we have:

dH(ũz̃) ≤ dG(uz) ≤ dG(u) + 〈uh/dG(u), pG(z)〉+ o(dG(z))

= dH(ũ) + 〈uh/dH(ũ), pH(z̃)〉+ o(dH(z̃)).

The opposite inequality is proved in Lemma 3.2, hence dH is differentiable at u. �

Proof of Theorem 1.4: Combining Theorem 3.8 and Proposition 6.2 (with H any
given step 2 Carnot group and G the step 2 free Carnot group with horizontal layer
of the same dimension as that ofH), we deduce that the CC distance is differentiable
in horizontal directions in any step 2 Carnot group. The second part of the result
is Theorem 4.2. �

Proposition 6.3. If G admits a (CC-Hausdorff dimension one) universal differen-
tiability set N , then the image F (N) is a (CC-Hausdorff dimension one) universal
differentiability set in H.
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Proof. LetN be a universal differentiability set in G. Clearly ifN has CC-Hausdorff
dimension one then F (N) has CC-Hausdorff dimension at most one, since F is
Lipschitz. We show that F (N) is a UDS, from which it will follow (by Remark
2.11) that F (N) has CC-Hausdorff dimension exactly one. Let f : H → R be a
Lipschitz function. Then f ◦ F : G → R is a Lipschitz function on G. Since N is a
UDS in G, f ◦F is Pansu differentiable at a point x ∈ N . We will show f is Pansu
differentiable at x̃ := F (x) ∈ F (N).

Let LG be the Pansu differential of f ◦ F at x. Choose v ∈ Rr such that
LG(z) = 〈v, pG(z)〉. Fix ε > 0. Then there exists δ > 0 such that if dG(y, x) < δ
then

|f(F (y))− f(F (x)) − 〈v, pG(x−1y)〉| ≤ εdG(x, y). (6.1)

Now suppose ỹ ∈ H with dH(ỹ, x̃) < δ. Choose y ∈ G with F (y) = ỹ and
dG(x, y) = dH(x̃, ỹ) < δ. Since F acts as the identity on the first r coordinates, we
have

pH(x̃
−1ỹ) = pH(F (x)

−1F (y)) = pH(F (x
−1y)) = pG(x

−1y).

Hence (6.1) implies

|f(ỹ)− f(x̃)− 〈v, pH(x̃−1ỹ)〉| ≤ εdH(x̃, ỹ).

This shows f is differentiable at x̃ ∈ F (N) with Pansu differential LH(z) = 〈v, pH(z)〉.
It follows that N is a UDS in H. �

Proof of Theorem 1.1: Combining Theorem 5.9 and Proposition 6.3 gives the exis-
tence of a universal differentiability set of CC-Hausdorff dimension one in any step
2 Carnot group. �
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[19] Gromov, M.: Carnot-Carathéodory spaces seen from within, Birkhauser
Progress in Mathematics 144 (1996), 79–323.

[20] Hajlasz, P., Malekzadeh, S.: On conditions for unrectifiability of a metric
space, Anal. Geom. Metr. Spaces 3 (2015), 1–14.

[21] Le Donne, E.: Lecture notes on sub-Riemannian geometry, notes available at
https://sites.google.com/site/enricoledonne/.

[22] Le Donne, E., Speight, G.: Lusin Approximation for Horizontal Curves in Step
2 Carnot Groups, Calc. Var. Partial Differential Equations, 55(5) (2016), 1–22.

[23] Lindenstrauss, J., Preiss, D., Tiser, J.: Fréchet differentiability of Lipschitz
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