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Today more and more algorithms and their applications are entering into the everyday life of 

each of us. Algorithms can help people to make more effective choices through historical data analysis, 

generating predictions to present to the user in the form of advice and suggestions. Given the increasing 

popularity of these suggestions, a greater understanding of how people could increase their judgment 

through the suggestions presented is needed, in order to improve the interface design of these 

applications.  

Since the envision of Artificial Intelligence (AI), technical progress has the intent of surpassing 

human performance and abilities (Crandall et al., 2018). Less consideration has been given to improve 

cooperative relationships between human agents and computer agents during decision tasks.  

No study up to date has investigated the negative emotions that could arise from a bad outcome 

after following the suggestion given by an intelligent system, and how to cope with the potential distrust 

that could affect the long-term use of the system. 

According to Zeelenberg et al. (Martinez & Zeelenberg, 2015; Martinez, Zeelenberg, & Rijsman, 

2011a; Zeelenberg & Pieters, 1999), there are two emotions strongly related to wrong decisions, regret, 

and disappointment. The objective of this research is to understand the different effects of 

disappointment and regret on participants’ behavioral responses to failed suggestions given by algorithm-

based systems. 

The research investigates how people deal with a computer suggestion that brings to a not 

satisfying result, compared to a human suggestion. To achieve this purpose, three different scenarios 

were tested in three different experiments. 

In the first experiment, the comparison was amongst two wrong suggestions in a between-

subjects design through the presentation of a flight ticket scenario with two tasks. The first study 

analyzed exploratory models that explain the involvement of the source of suggestion and the trust in 

the systems in the experience of counterfactual emotions and responsibility attribution. 

The second experiment takes advantage of a typical purchase scenario, already used in the 

psychological literature, which had the aim to solve the issues found in the first study and test the 

algorithm aversion paradigm through the lenses of a classic study of regret literature. Results showed 

that, contrary to early predictions, people blame more the source of the suggestion when it comes from 

a human as compared with an intelligent computer suggestion. 

The third study had the aim to understand the role of counterfactuals through a paradigmatic 

experiment from algorithm aversion literature. In this study, the main finding is about the reliance people 

have on the algorithmic suggestion, which is higher compared to the reliance they have with a human 



 

xii 

suggestion. Nevertheless, people felt more guilt when they had a wrong outcome with a computer 

compared with a suggestion given by a person. 

Results are relevant in order to better understand how people decide and trust algorithm-based 

systems after a wrong outcome. This thesis is the first attempt to understand this algorithm aversion 

from the experienced counterfactual emotions and their different behavioral consequences. However, 

some of these findings showed contradictory results in the three experiments; this could be due to the 

different scenarios and participants’ thoughts and perceptions of artificial intelligence-based systems. 

From this work, three suggestions can be inferred to help designers of intelligent systems. The first 

regards the effective involvement of counterfactuals during the user interaction with a wrong outcome 

and the potential behavioral consequences that could affect the future use of the intelligent system. The 

second suggestion is the contribution to the importance of the context in which decisions are made, and 

the third guideline suggests the designer rethink about anthropomorphism as the best practice to present 

suggestions in the occurrence of potential wrong outcomes.  

Future works will investigate, in a more detailed way the perceptions of users and test different 

scenarios and decision domains. 
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In everyday life, people make innumerable choices with the help of algorithms or algorithmic 

systems. These systems can help them decide on which place to eat, or inform what is the shortest road 

to go from a point A to a point B; or even more, suggest them what music to listen or what movie to 

watch (from Yelp, Google maps, to Spotify and Netflix respectively). To make decisions more effective, 

decision-makers rely more and more on algorithms or algorithm-based systems to inform their decisions. 

A considerable amount of research has shown how algorithms produce more accurate 

predictions and better suggestions compared to human experts (Dawes, Faust, & Meehl, 1989; Dawes, 

1979; Meehl, 1954), and how people decide with an algorithm (Kleinberg et al., 2017). However, human 

decision-makers are often reluctant to use these recommendations and prefer human advice instead of 

algorithms' (Önkal, Goodwin, Thomson, Gönül, & Pollock, 2009). This phenomenon is what is called 

algorithm aversion (Dietvorst, Simmons, & Massey, 2015).  

This discounting of the advice from an “intelligent machine,” according to the literature (Dawes, 

1979; Dietvorst et al., 2014), can arise from the expectation of perfection that people have towards 

algorithms and intelligent machines (Madhavan & Wiegmann, 2007). Nevertheless, no algorithm is 

perfect due to the probabilistic nature of the suggestion based on data, and people’s intolerance of 

algorithm imperfection could lead to the abandonment of these systems. This mismatch between the 

user’s expectation of perfection and the actual outcomes is one of the reasons for algorithm aversion 

(Dietvorst et al., 2015). The core idea of this research is that the distrust after seeing an algorithm errs 

can be the result of the emotional aspects related to a non-optimal decision outcome. 

In particular, this work focused on the emotional experience of “it would have been better if…” 

or what is called “counterfactual thinking” (Zeelenberg, Van Dijk, Van Der Pligt, et al., 1998). 

Counterfactual thinking defines the comparison between the actual outcome and the outcome one could 

have “if only” she/he chose differently (Byrne, 2016). The related cognitive-based counterfactual 

emotions that stem from these comparisons are regret and disappointment (Giorgetta et al., 2013). These 

feelings are different for the attribution of responsibility for a wrong decision, or whom people blame 

for the wrong outcome, and their behavioral consequences (Bougie, Pieters, & Zeelenberg, 2003; 

Giorgetta, Zeelenberg, Ferlazzo, & D’Olimpio, 2012; Zeelenberg & Pieters, 1999). Disappointment is 

more related to external attribution of responsibility and does not have aversive behavioral 

consequences(Martinez & Zeelenberg, 2015). Regret, instead, is connected to self-attribution, and it 

results in switching the behavior that led to a wrong outcome (i.e., do not trust again in a suggestion that 

makes us made something wrong) (Zeelenberg & Pieters, 1999). Due to the consequences of these 

emotions, it is of paramount relevance to understanding how counterfactual thoughts can affect the so-

called algorithm aversion. 
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This behavioral change can be due to the emotions people feel after a wrong outcome following 

a machine suggestion compared to human advice. While if one follows a suggestion given by another 

person, the decision-maker can blame the other for the adverse outcome. The core idea of this research 

is that it is more difficult to blame a machine then the self, and this could lead to the experience of regret 

and the following behavioral switch. In short, the presence of regret can clarify how and why decision-

makers discount the advice from an algorithm when they experience that is not perfect. 

Even if some researchers studied the different reliance of people in algorithmic suggestion 

compared to human suggestion (Logg, 2018; Prahl & Van Swol, 2017), less attention has been given to 

the emotional aspects, the attribution of responsibility and the counterfactual thoughts one can 

experience.  

The initial curiosity that inspired this work needs to be found in the idea of relating the 

behavioral switch caused by regret to the phenomenon of algorithm aversion and the reaction users have 

after seen an algorithm errs. 

This research investigates the users’ emotional reactions on the bad outcome after following a 

wrong suggestion given by an algorithm compared to the wrong suggestion given by other humans. The 

primary purpose is to understand how counterfactual thoughts can affect the future use of intelligent 

systems. The main research question that leads this dissertation is: do counterfactual emotions explain 

algorithm aversion? This document proposes to explore that question at several depths. 

The contribution of this research is to investigate and analyze the fundamental role of 

counterfactual emotions in decision-making, comparing a human advisor to an algorithm advisor when 

the suggestion leads to a negative or unexpected outcome. The study of counterfactuals during a decision 

with a computer has usually been used as a control condition (e.g., Giorgetta et al., 2012; Zeelenberg, 

Van Dijk, & Manstead, 1998) while in this work it is the treatment condition through the assessment of 

regret and disappointment during the use of an intelligent system that gives a wrong suggestion. 

Three experiments examined how people feel after a wrong suggestion given from an algorithm 

compared to a wrong suggestion given by a human. All three studies manipulate the source of suggestion 

(human suggestion vs. computer suggestion). All experiments manipulate the outcome of the decision, 

which is always wrong, to observe the experience of counterfactual emotions.  

As the purpose of this work is to merge psychological aspects to decision with algorithms, these 

three studies are organized into two main categories. The first two experiments have their basis in the 

psychological literature of regret (e.g., Giorgetta et al., 2012), presenting a scenario to the participants 

related to the counterfactual experience. The third study is related to the algorithm aversion literature 

and Judge-Advisor System (JAS) (Logg, Minson, & Moore, 2019; Prahl & Van Swol, 2017), in these 

experiments the participants have to give two estimates, before and after a suggestion with implicit data 

on reliance on the suggestion and explicit measures to undercover the experienced user’s emotions. Even 
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if the core dependent variables of this thesis are the counterfactual emotions of regret and 

disappointment and the attribution of responsibility; these measures have been collected with different 

methods according to the framework and literature.  

Due to the multidisciplinary purpose, the three experiments reported in this thesis have their 

basis in both psychological literature as well as in advice taking literature. The different perspectives 

taken are the main reason why the main variables of regret, disappointment, and responsibility have been 

collected with different methods.  

In particular, in the first explorative experiment, it was used Regret and Disappointment Scale 

from Marcatto and Ferrante (2008) to assess counterfactuals with a validated scale.  

 In the second experiment from a psychological perspective, it was preferred to assess 

counterfactuals with explicit labels on the scale using the questionnaire from Giorgetta (2012, pp. 117–

118). The third experiment had its basis in advice-taking literature and algorithm aversion  studies; hence 

the measures of regret and disappointment have been collected following the practice commonly used 

in these two fields. Then, the assessment of counterfactuals was carried out by a list of positive and 

negative emotions constructed from items from previous advice literature (MacGeorge, Guntzviller, 

Hanasono, & Feng, 2013; Prahl & Van Swol, 2017).  

Chapter 2: aimed at exploring the dimensions that affect regret, disappointment, internal and 

external attribution of responsibility. The task was a scenario repeated twice in which the participants 

had to choose whether to buy a flight ticket. They could follow the suggestion given (by a group of travel 

agents or by a machine learning system) and buy the ticket now or wait two weeks, hoping for a better 

price. The results showed that people felt more regret when they followed the suggestion given by a 

human compared to the experienced emotions when they had a wrong outcome with the computer 

machine. Besides that, linear mixed-effect models explored the relationship of the collected variables 

explaining regret, disappointment, internal and external attribution. It was found that other variables are 

involved in the experience of the dimensions reported above. Mainly, besides the source of suggestion, 

also trust in the suggestion, locus of control, the time of the experience, objective numeracy have a role 

in this scenario. 

The primary limitations found are about the nature of the scenario that was perceived as not 

engaging enough, and the purpose of the study (work trip) indirectly could influence the participants and 

limited the experience of the counterfactuals. These issues can be seen through the scores that appear to 

be centered on the scale in both experimental conditions. 

Chapter 3: investigates the specific experience when the user follows a suggestion given by an 

intelligent system that leads to a wrong outcome. The study tested two scenarios based on psychological 

literature (Giorgetta, 2012; Inman & Zeelenberg, 2002); it was run to test the emotional differences of 

responsibility, regret, and disappointment. 
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Experiment2 (Chapter 3:) found that there is a difference in terms of responsibility, even if this 

finding does not meet the initial hypothesis on regret and disappointment. People feel more responsible 

when they experience an adverse outcome after have followed a human suggestion compared to the 

wrong outcome after an algorithm suggestion. 

The main limitations of these results are the scores of the questionnaires that have quite high 

values. These scores might be due to a bias in the participants’ recruitment process in a crowdsourcing 

service, or this could due to some confounder not tested in this experiment as the locus of control, the 

difference in the perception of the system, and personality traits. 

Chapter 4: has its basis in advice-taking and advice-discounting literature. Experiment 3 has its 

roots in a widely used paradigm in algorithm aversion literature (Logg et al., 2019) and tested a scenario 

in which participants had to make a forecast twice, and they have been presented with a suggestion from 

an algorithm or a human between the first and the second evaluation. This experiment assessed, besides 

regret and disappointment, the Weight of Advice (WOA) and the SHIFT measures, two measures related 

to the reliance or the discounting of the received advice.  

Experiment 3 started with the idea that people prefer computer advice in the first instance, but 

they trusted less and change behavior when they see an error from the algorithm, compared to the 

human. This result can be related to the higher expectations people have in the algorithm that can lead 

to a higher experience of the counterfactual emotions an error can provoke. Hence, the primary purpose 

was to replicate results found in previous research on algorithm reliance (Logg et al., 2019) and relate 

the Weight of Advice (WOA) to counterfactual emotions. The experiment replicated the results of 

implicit reliance on algorithm suggestions through the WOA measure collected. Participants who had 

the algorithmic suggestion moved more towards the suggestion, while people who received human 

advice switched significantly less. Another interesting finding was about the positive correlation between 

how much people relied on the suggestion and the perceived guilt and self-blame after receiving the bad 

feedback after they followed advice from a human, while there was no relationship when people followed 

bad advice from an algorithm. From the previous study, it was not replicated the results of increased 

confidence in the participants during the use of an algorithm. This difference might be due to the 

different samples between Logg’s design and the one presented here. The sample in this study was 

collected on Amazon MTurk from the US population, while the previous sample was collected on the 

same service without any specifications. These cultural differences might be one of the reasons for these 

results. 

Chapter 5: summarizes the findings, the theoretical and practical implications as well as future 

directions of this research. The results shed light on questions about emotional reactions to adverse 

outcomes and the importance of these aspects to design better systems according to the different 

decisions a human decision-maker has to take.  
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These three studies observe in three different ways the topic of algorithm aversion and its 

relationship with the counterfactual emotion of regret. The first study has an exploratory nature and 

aims to model the relevance of several factors, such as the role of trust, locus of control, time of the 

experience, and objective numeracy. The experiment aims to understand the role of these factors during 

a decision-making task that results in a wrong outcome, and how they interact with the source of 

suggestion, being a human or an intelligent system.  

The second study follows the first one in the comparison of the experience of counterfactual 

emotions in reaction to an adverse outcome, and it focuses more precisely on the role of perceived 

responsibility. Self-responsibility has been found to correlate with perceived regret (Frijda, Kuipers, & 

Ter Schure, 1989); therefore, this study is useful to grant a more detailed picture of the counterfactual 

emotions involved in a decision-making task based on a human or computer interaction. In particular, 

the findings highlight that the participants felt less responsible for the bad choices and outcomes when 

they have followed the computer’s advice. The fact that following advice provided by a computer 

decreases the perceived responsibility is a relevant aspect to explore further since it has the possible 

implication of dehumanizing individuals’ choices when taken following an algorithm. It could indicate a 

lower moral involvement in the decision-making process.  

The third study belonging to the decision-making category and judge-advisor system, as 

described above, it investigates the role of the phenomenon of “algorithm appreciation.” This 

phenomenon happens when individuals are more inclined to follow an algorithm-advice, compared to a 

human one, until they observe that the very same algorithm makes a mistake. This phenomenon is based 

on the assumption that an algorithm must always make more accurate suggestions compared to a human, 

given its higher calculation power. The assumption leads individuals to trust the algorithm, despite its 

non-human nature. The experience of observing an algorithm making a mistake, after the expectation of 

perception, makes people switch their behavior promoting higher reliance in humans than in algorithm 

suggestions, leading to the choice of discounting the algorithm-based one for the future uses. In this 

dissertation, the phenomenon of “algorithm aversion” is put into relation with the experience of 

counterfactual emotions, to observe a possible relationship. To author’s knowledge, this is the first study 

attempting to observe a correlation between emotion and the specific behavior generated by the 

“algorithm appreciation” phenomenon.  

All these experiments together grant the possibility to observe the presence of counterfactual 

emotions as result of a bad suggestion given by a human vs. by a computer, from three different 

complementary perspectives: investigating the plurality of factors interacting in the decision-making 

process, observing the impact on perceived responsibility during a decision-making process, and 

investigating the role of specific emotions that lead to discard an algorithm even in cases in which at first 

glance the algorithm was appreciated.  
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Despite the exploratory nature of this thesis, all three experiments together shed light on the 

crucial role of emotion during human-computer interactions, and grant a general perspective indicating 

that in order for algorithms to be more consistently used in everyday life the very human and emotional 

experience of the users must be taken into account. Despite the limitations found, this work shows the 

potential of this promising field of study that has the intent of maintaining the human at the center of 

the design of these intelligent systems that will be more and more spread in the next future.  

In particular, the consideration of users’ regret and disappointment during the interaction design 

phase with intelligent systems can significantly help go further algorithm aversion and prevent 

technology abandonment. What unifies these studies is the effort of finding a set of principles or 

guidelines aimed at guiding designer of intelligent systems. Specifically, the result of this work may 

suggest that more attention needs to be given to the understanding of counterfactual emotions during 

the interaction with intelligent systems to prevent the abandonment of the technology. A relevant point 

for designer is the importance of the context of decision and the presentation of the feedback after a 

wrong outcome. This dissertation is the first attempt to the author’s knowledge to merge the study of 

counterfactuals with the experience of algorithm aversion after users see the algorithm errs. The primary 

purpose of this thesis is to give attention to the role of counterfactuals during the interaction with 

complex systems. 
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More than twenty years ago, Mark Weiser envisioned the next future in which computation 

would be wholly embedded in the world. He coined the term “ubiquitous computing” to refer to the 

presence of technologies that do not require active attention to be used (Weiser, 1991). 

Today with recent developments in information technology, many of Weiser’s predictions have 

come true, with the advent of more and more powerful hardware and the pervasiveness of automated 

recommendations based on data. Examples of this ubiquity can be domains as shopping online 

(Amazon), listening to music (Pandora), or even more personal domains such as dating (Tinder). 

Nowadays, with the advent of smartphones and big data, we are fully immersed in the use of 

programs and apps that are based on algorithms. Often we use the outputs of these apps without active 

thinking of them, and they are completely embedded in our everyday life. Due to their broader and 

broader adoption, it is fundamental to understand how users experience affects the decision-making 

process through these algorithm-based systems and the emotions that can be experienced after following 

a suggestion that leads to a non-optimal outcome. In the next sections, it will be presented an overview 

of the importance of algorithm-based application and the emotional aspects related to the decision 

process, in particular, when the outcome does not meet the initial expectations. 

 

Algorithms are well-defined scripts for sequences of mathematical calculations or procedural 

steps that lead to a solution to a particular problem (Cormen, Leiserson, Rivest, & Stein, 2002). They 

can complement, improve, and inform human judgment through advice and suggestions. Although 

companies have traditionally relied on human’s gut feeling and expert intuitions to forecast future events, 

the advent of Big Data and algorithms-based systems lead to better predictions and smarter data-driven 

decisions (Brynjolfsson & McAfee, 2012; McAfee & Brynjolfsson, 2012; Sundsøy, Bjelland, Iqbal, 

Pentland, & De Montjoye, 2014). 

Algorithms can surpass human accuracy for a few reasons. Aggregation of individual judgments 

can outperform a single user’s forecast (Hastie & Kameda, 2005; Larrick & Soll, 2006; Youyou, Kosinski, 

& Stillwell, 2015). Even a simple average can perform better than a single user’s judgment (Bachrach, 

Kosinski, & Gael, 2012; Turner, Steyvers, Merkle, Budescu, & Wallsten, 2014). Previous studies showed 

how the average between people's judgments reduces the error from individuals. This enhanced 

precision can be referred to as the wisdom of crowds (Galton, 1907; Mannes, Soll, & Larrick, 2014; 

Surowiecki, 2004), this process of aggregating opinions of people cancel the errors of individuals in order 

to boost decision accuracy.  
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However, algorithms are not usually based only on the simple average of human judgments, and 

they are trained with different and more complex inputs. Besides, more complex algorithms, like deep 

learning, overtake simple average in terms of accuracy, weighting more appropriately training cues. 

(Baron et al., 2014). This kind of complex application of algorithms results in what is called “black box” 

or unintelligible systems form, which is not possible to trace back the system’s reasoning about the 

outcome. (Rudin, 2019). Dealing with complexity and complex unintelligible systems during a non-

optimal decision process can provoke negative emotions, and this can affect the future in the system. 

The next sections will present two phenomena that can occur while following advice from an algorithm, 

algorithm aversion, and algorithm appreciation.  

 

Nevertheless, the higher algorithmic accuracy compared to humans, people usually show distrust 

in the advice made by these complex systems. 

The dispute between algorithms versus human has a long story. Meehl’s book “Clinical versus 

statistical prediction: A Theoretical Analysis and Review of the Evidence” (1954) is the first reference 

on the superiority of algorithms over human experts and the “irrational” skepticism in this superiority. 

As Meehl found in 20 forecasting tasks, even a linear model outperforms human judgment. Over decades 

other studies with the same anecdotal content spread in the research community (Dawes, 1979; Dawes 

et al., 1989). Then the claims over the distrust in algorithmic advice received attention from the decision-

making research. Kahneman resumed Meehl’s story on the hostility spread amongst clinical 

psychologists about the finding that even a simple algorithm can surpass and be more precise than 

human experts (2011, p. 227). Only in recent years, the attention has been paid on empirical evidence of 

the distrust in algorithmic suggestions, and the debate is still open. This irrational discounting of 

algorithmic advice has its roots in the “clinical versus actuarial” dispute, and only in the last few years, 

this phenomenon was found in forecasting domain (Önkal et al., 2009) and has been called “algorithm 

aversion”(Dietvorst et al., 2015; Prahl & Van Swol, 2017). This aversion could be explained by reasons 

stated by Dietvorst et al. (2015), and they include the perceived inability of algorithm to learn (Dawes, 

1979; Dietvorst et al., 2015), the exaggerated role of human experience in forecasts (Dietvorst et al., 

2015; Highhouse, 2008), the idea that algorithms are dehumanizing (Dietvorst et al., 2015; Grove & 

Meehl, 1996), the difficulty to accept that a machine can perform better than humans (Grove & Meehl, 

1996), the users’ desire for perfect forecasts (Dawes, 1979; Dietvorst et al., 2015; Highhouse, 2008; 

Madhavan & Wiegmann, 2007). This influential set of papers offers different hypotheses about the 

reason for algorithm aversion, while they lack empirical evidence. 

The seminal empirical evidence can be found in the works of Dietvorst and colleagues (2015) 

and Dzindolet and colleagues (2002). With their works, the authors found that participants quickly lost 

their reliance on algorithmic advice when they see them err. To solve this issue, the research group of 

Dietvorst proposed a solution to overcome algorithm aversion, and through three studies, showed that 
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people are more inclined to use algorithms if they can slightly modify them (Dietvorst, Simmons, & 

Massey, 2016). A recent paper demonstrated that the algorithm aversion is present in decisions under 

uncertainty, even if the algorithmic output is the best possible algorithm in the field (Dietvorst & Bharti, 

2019). These experiments showed that participants relied more on themselves compared to the 

algorithm. These results have been found in the subjective domain as well, Yeomans and colleagues 

(2019) found that participants relied more on friends/other humans when they have to recommend 

jokes, even if the algorithm performs better.  

 

On the other hand, evidence from computer science showed that participants relied more on a 

suggestion given by an “expert system” compared to a suggestion given by a “human” solving logic 

problems (Dijkstra, Liebrand, & Timminga, 1998). Dijkstra (1999) found that even if the algorithm errs 

people trust in the actuarial advice compared to other humans. Dijkstra’s results seem to be contradictory 

to Dietvorst’s work. On this line, Banker & Khetani (2019) posited that consumers tend to totally depend 

on algorithmic recommendations even when they are aware of the inferiority of products or services 

proposed by the recommender. This phenomenon is what the authors called “algorithmic 

overdependence.” 

In this debate, it is worth to mention the work of Logg and co-workers (Logg, 2016, 2018; Logg 

et al., 2019). They found empirically that the context influences how people trust or not the suggestion 

given by an intelligent system. They found that people usually rely on an algorithm, in particular 

participants followed algorithmic advice more in objective decisions than in subjective decisions and 

when they have to cope with mathematical problems. Nevertheless, the authors’ analysis did not take 

into account when the suggestion results in a wrong outcome.  

Logg and colleagues (Logg, 2016, 2018; Logg et al., 2019) claimed that there is a general 

algorithm appreciation, contradicting the advocates and the literature of algorithm aversion (Dawes, 

1979; Dawes et al., 1989; B. Kleinmuntz, 1990; D. N. Kleinmuntz & Schkade, 1993; Meehl, 1954, 1957) 

showing that this topic is not straightforward as it seemed as the literature suggests (e.g., Dietvorst et al., 

2015), and she reconciled the incompatible results previously found. Logg and colleagues found that 

aversion only appears under certain conditions and reliance under others. Another point that needs 

attention is the role of expertise. Experts trusted more their gut feelings than the advice given by the 

algorithm. A general result is that people usually consider algorithmic advice from others when they face 

objective decisions, while they trust more human suggestions when they face subjective decisions. 

These results appear to confute Dietvorst’s findings (Dietvorst et al., 2015), however, while the 

work of Dietvorst and colleagues focused on the reliance after an algorithmic error, none of Logg and 

coworkers' studies found aversion before seeing the algorithm errs. Evidence for algorithm aversion can 

also be found in Prahl and Van Swol (2017), who tested in a repeated interaction task the reliance on 
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algorithm before and after participants saw it err compared to a human. What they found is that 

participants rely on an algorithm in the same way as they did in the human condition, while there was a 

more significant discounting in the algorithmic advice after an err, compared to human advice, even 

when participants followed the human wrong suggestion.  

In the presented studies, a high relevance had the domain of decision one is facing and the 

understandability of the machine’s reasoning. Each of these works focused on the user’s perception of 

an unintelligible algorithm-based system, or what is usually called a “black box.” In the next section, the 

user's interaction with complex systems based on algorithms will be unfolded.   

 

As seen in previous paragraphs, according to the literature, dealing with complex algorithms and 

the adverse outcome can lead to discounting precious algorithmic advice. Algorithm aversion and 

algorithm appreciation are fundamentally related to the idea of future collaboration with the systems to 

understand and prevent the abandonment of technology. 

In this section, there is presented an overview of the interaction amongst users and complex or 

opaque systems based on algorithms. In different decision domains, people express reliance or 

discounting on the algorithmic advice in favor of human judgment, and the mistakes made by an 

algorithm result in more severe way compared to human mistakes. This different perception of the 

seriousness of the mistake can undermine the relationship and the cooperation between human-

computer despite the fruitful advantages of this relationship.  

Early on, the cooperation with artifacts was smooth due to the complete comprehension of the 

system’s functioning because of its simplicity. The intention to cooperate has a relation with two main 

aspects; the complexity of the automation and trust in the algorithmic suggestion. 

These two features are intertwined as the complexity leads to difficulties and different strategies 

of trust in the system.  

 Back in the history of algorithm-based artifacts, computers were just mere tools, with a clear 

and understandable path beyond their calculation (Bradshaw et al., 2009). According to Norman, simple 

tools allow us to understand precisely the model beyond the artifact (2004, p. 76). If we share the same 

mental model of the design, we can easily understand how the system works. On the other hand, with 

the advent of more complex systems, new theories have been developed.  

As stated by Norman (2004), people interpret everything that they experience in human terms; 

this way of attribute motivations and emotions to other people, animals, and objects; this is called 

Anthropomorphism. As human beings, we have the natural tendency to attribute mental states, beliefs, 

intents, emotions, and so forth to every animate or inanimate object. We are biologically primed to social 

interactions, and the basis of this interaction is the ability to understand others’ minds. (Rand & Nowak, 
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2013; Rand et al., 2014). Reeves and Nass (1996) demonstrated with many studies that people treat 

“computers as social actors.” That is to say if an object interacts with us, showing specific characteristics 

like language, turn-taking, reactivity, we implicitly and naturally treat this object as a social actor. As 

Norman (2004) noted in his book “Emotional Design” this social interaction with artifacts allow us to 

get mad with a computer, thus we can experience emotions about the wrong outcome of a decision 

when following a suggestion. 

Early research by Nass and colleagues suggested that people treat machines in a social manner 

(Nass & Moon, 2000; Nass, Steuer, & Tauber, 1994; Norman, 2004), that is to say, that people act with 

complexity, as computers and algorithms, as they do with humans. Another approach examining the 

degree to which computers are treated in social ways focuses on people’s inclination to 

anthropomorphize non-human entities because of the perception of having a mind (Waytz, Gray, Epley, 

& Wegner, 2010). Two measurements constitute mind perception: experience, which is related to the 

experience of feelings and emotions, and agency, which is linked to responsibility of actions, self-control, 

and planning (Gray, Gray, & Wegner, 2007) According to this view if a person perceives a computer as 

an entity capable of agency as well as sensing and feeling experience, this perception predicts if the 

machine is treated like an actual person (de Melo & Gratch, 2015). On the other hand, recent studies 

showed that people cooperated less with a computer agent compared to a human agent (de Melo, 

Carnevale, & Gratch, 2014). This can be defined as a bias for the in-group, or people foster humans 

because they have a similarity due to agency and experience (Blascovich et al., 2002; Gray et al., 2007; 

Waytz et al., 2010). In other words, people can dehumanize machines because they do not have these 

mental abilities (Haslam, 2006). This perceived difference with machines can lead users to perceive 

algorithm-based systems as only as artifacts.  

Early on, trust was an essential factor in HCI, and the advent of big data, more powerful 

calculation competence, and advanced graphical user interfaces such as natural language communication 

or anthropomorphic virtual agents make these artifacts more similar to teammates than mere tools. In 

this framework, new essential investigation raised on how people interact and trust with complex 

machines and how this reliance on them differs from the human-human trust. 

Trust helps people to rely on automation and overcome the complexity faced in the increasing 

sophisticated interaction with more and more unintelligible machines (J. D. Lee & See, 2004). 

Trust, a social psychological concept, seems particularly important for understanding human-

automation partnerships. Trust can be defined as the attitude that an agent will help achieve an 

individual’s goals in a situation characterized by uncertainty and vulnerability.   

Trust in HCI is not a new field of study, and has extensive literature exploring how people treat 

and cooperate with computers.  
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As trust mediates human relationships, it can also mediate the interaction between humans and 

automation. Many studies showed that trust is an important dimension to define human-automation 

interaction (e.g. Lee & Moray, 1992; Zuboff, 1988). 

Proper forms of trust forestall maladaptive human behaviors induced by distrust (e.g. Dietvorst 

et al., 2015) and overdependence (e.g., Banker & Khetani, 2019) (J. D. Lee & See, 2004). An important 

aspect is that when the trust is violated and the relationship is being broken. When the trust has been 

violated the trustor (i.e., the user of the system) can feel responsible for having relied on the system or 

blame the system. Nevertheless, this is not straightforward. 

Over the years, human-computer interaction changed from using the machines as mere tools to 

view them as potential teammates in cooperative settings (Bradshaw et al., 2009; Nass, Fogg, & Moon, 

1996). In human-human interaction, a typical and effective way to achieve this is blame. Blame 

attributions provide the opportunity to regulate behavior, identify problems, and help to fix them (Malle, 

Guglielmo, & Monroe, 2014). In order to achieve trusting human-computer cooperation, the HCI 

community requires cooperative frameworks addressing such limitations. 

It has a paramount relevance to understanding the use and misuse of technology, as the 

automation and algorithm-based systems are becoming more and more complex.  

In the next paragraph, an overview of the violations of trust will be presented, in order to 

understand the differences in the concept of blame, during a decision with an algorithm and another 

human. 

 

As seen in the previous paragraph, trust is a concept from social psychology defined by two 

agents, the trustor, and the trustee. Trust can be defined as the attitude that the trustee will help to 

achieve the trustor’s goals in a situation defined as “uncertain and vulnerable” (Buchholz, Kulms, & 

Kopp, 2017; J. D. Lee & See, 2004). 

According to Mayer and colleagues (1995), trust results from the evaluation of the trustee's 

abilities to fulfill the trustor’s expectation. The violations of trust occur when the trustee does not satisfy 

the trustor’s expectancies. These violations usually lead to three specific emotions: disappointment, 

anger, and regret for “having trusted in the first place” (Martinez & Zeelenberg, 2015, p. 119).  

When trust is violated, people can experience blame. According to Malle, Guglielmo and 

Monroe (2014) blame is a form of public criticism that can only be directed towards a person, and 

strongly rely on social cognition and always requires a judgment on the reasons of blaming. Three 

different dimensions stem from this definition that distinguishes blame from wrongness judgments, 

anger, and event evaluation. Event evaluation is directed to an event; wrongness judgment has as its 

target a purposeful behavior, while anger can be experienced towards anything (Buchholz et al., 2017). 
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These three emotions do not require warrants; blame is a form of responsibility assignment that requires 

the processing of information and has its purpose in the regulation of social behavior. 

The act of blaming can be seen as an invitation to communicate and allow to repair trust (Malle 

et al., 2014) whereas blame is a form of attribution of responsibility that has no intrinsic defined emotions 

in itself. The emotions that blame convoys depend on whether one blames her/himself or another 

person. Another important aspect is the intentionality of non-optimal behavior. When blame is 

addressed towards another person, one can experience anger if the behavior in question is perceived as 

intentional, or pity if the behavior was a result of unintentionality. On the other hand, if blame is 

addressed towards the self, one can experience guilt if there was intentionality or ashamed when the 

negative outcome was not on purpose.  

The emotions that relate to the feeling of blame are different according to the sense of 

responsibility and have different behavioral consequences. Sometimes is not easy to distinguish these 

emotions that stem from the same trust violation or can be experienced at the same time. For example, 

the emotion of guilt has a lot in common with regret, they both can be experienced in the same time, 

and even if regret is a broader emotion than guilt, both are tied with interpersonal harm, even if guilt can 

be experienced when a negative outcome affect others and not only oneself (Zeelenberg & Breugelmans, 

2008).  

Martinez and Zeelenberg found in an experiment contrasting effects of these emotions 

(Martinez & Zeelenberg, 2015). Regret and anger are strongly related to losing trust while experiencing 

disappointment increases it.  

Trust is not only affected by the experienced emotions of the trustor, but it is also affected by 

the repair strategies of the trustee. When the trustee feels responsible for the inability to help the trustor 

to achieve her/his goals, the trustee blames her/himself. Usually, feelings of regret and guilt that follow 

self-blame decrease trust (Kim, Dirks, Cooper, & Ferrin, 2006). 

These feelings of the trustee can lead to an apology in order to repair trust. Different types of 

apologies affect different positive ways of trust violation (Kim et al., 2006).  

Kim et al. (2006) found concrete evidence about the positive effects of apologies as a means to 

repair trust violations. Usually, successful trust repair is achieved after violation by apologizing with an 

external or an internal attribution; consequently, the trust-repairing agent needs to take the responsibility 

of the wrong outcome or attribute blame to an external source of influence.  

 These positive effects of apologies to recover trust can be found even in human and virtual 

agent interaction. De Visser et al. (2016) demonstrated that anthropomorphism enhances the effect of 

apology as a trust-repair strategy of a virtual computer agent in a cooperation task. 
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To sum up, the blame is experienced when a person is pointed as responsible for a norm-

violation action or a negative event, and there is a reason to think that this person acted on purpose or 

had the capacity to prevent an adverse outcome (Malle et al., 2014). In addition, the attribution of the 

blame can have negative or positive effects on trust (Kaniarasu & Steinfeld, 2014; Martinez & 

Zeelenberg, 2015). 

Apologies form the trustee are the basis to repair trust in case of negative consequences (Kim 

et al., 2006). Nowadays, the research has demonstrated that human interaction with the computer and 

virtual agents can be social and similar to human-human interaction (Lee & Nass, 2010). However, it is 

not clear how attributions of blame and trust decrease affect human-algorithm cooperation, in which 

there is a lack of anthropomorphic interface, and there are no trust violation repair strategies. 

With this idea in mind, the author hypothesizes that it is more difficult to blame an artifact than 

the self, during a decision-making process with machines, compared to the same process with other 

humans. 

 

Regret and disappointment are two emotions that stem from counterfactual thoughts. 

Counterfactual thoughts can be defined as a mental simulation that occurs after a situation that 

happened, through the comparison between “what now is” and “what might have been.” 

Counterfactuals emotions of regret and disappointment have on their basis the comparison between the 

factual and counterfactual result of a choice, in particular for regret is related with the outcome one could 

obtain with a different choice, or, as regards disappointment, if another state of the world happened 

(Zeelenberg, Van Dijk, Manstead, & Van Der Pligt, 1998). That is to say that these two emotions differ 

on the source of comparison from which they arise. 

Regret results from the comparison of the outcomes of different actions given a particular state 

of the world, and it generates behavior-focused counterfactuals. Regret is bounded with a sense of self-

responsibility in which one can change her/his behavior in a certain state of the world 

Disappointment, instead, is provoked by external attribution of responsibility, by comparing 

different states of the world and subsequent outcomes given a choice. Disappointment generates 

situation-focused counterfactuals and implies a change in events beyond personal control (Zeelenberg, 

Van Dijk, Van Der Pligt, et al., 1998). 

As seen in previous sections, algorithm aversion and appreciation are strongly related to the 

process of choice. People can decide to follow or not the suggestion presented by an algorithm, and if it 

is wrong can lead to suboptimal outcomes. Two emotions are quite often experienced during a 

suboptimal decision process and outcome: regret and disappointment. 
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Regret and disappointment are “negative, cognitively determined emotions that we may 

experience when a situation would have been better if: (a) we had done something different (in case of 

regret); or (b) the state of the world had been different (in case of disappointment)”(Giorgetta et al., 

2012). In other words, both emotions can be defined as counterfactual (Zeelenberg, Van Dijk, Van Der 

Pligt, et al., 1998). 

Counterfactual thoughts can be defined as a mental simulation that occurs after a situation that 

happened, through the comparison between “what is now” and “what might have been”.  

Due to the importance of the emotions of regret and disappointment, these two emotions 

received wide attention from economists as well as psychologists. Early theories have been studied by 

economists and investigated how the feeling of anticipated regret affects the decision process under 

uncertainty (Bell, 1982; Loomes & Sugden, 1982). From a psychological point of view, the focus was on 

how negative outcomes could intensify the experience of regret (Kahneman & Tversky, 1982). The 

attention was then dedicated to how disappointment influences decision making (Bell, 1985; Loomes & 

Sugden, 1986). The main difference between these two emotions is based on the feeling of responsibility 

that can be found at different levels.  

Many theorists claimed that the role of self-blame and responsibility is one of the main aspects 

in the experience of regret (Frijda et al., 1989; Gilovich & Medvec, 1994; Ordóñez & Connolly, 2000; 

Sudgen, 1985; Zeelenberg, Van Dijk, & Manstead, 1998, 2000).  

As stated before, counterfactual emotions arise through comparison between the alternative not 

experienced. Regret and disappointment are two different emotions related to the hedonic values of the 

outcomes. 

These two emotions can be discriminated against on their content and behavioral consequences 

(Zeelenberg, Van Dijk, Manstead, et al., 1998). Regret can be experienced when one could not obtain 

the expected goals, while disappointment arises when there is a goal abandonment (Zeelenberg, van 

Dijk, Manstead, & Van Der Pligt, 2000). Zeelenberg and colleagues found that regret is related to a 

behavioral switch and a trust reduction, whereas disappointment increases trust (Martinez & Zeelenberg, 

2015; Zeelenberg & Pieters, 2004). In other studies, Zeelenberg found that regret increases prosocial 

behaviors, while disappointment reduces prosocial behaviors (Martinez & Zeelenberg, 2015; Martinez, 

Zeelenberg, & Rijsman, 2011b; Martinez et al., 2011a; Van Kleef, De Dreu, & Manstead, 2006)  

Given these differences in how these emotions affect behavior, it is relevant to know whether 

people feel disappointed or regretted and what are the relevant aspects of these affective reactions. In 

this work, the main interest is aimed towards understanding when these emotions arise after a suggestion 

results in an unexpected outcome, and the differences when it is given by a human or an intelligent 

computer.  
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This section discusses the limitations to both of the current studies on regret and 

disappointment related to intelligent systems, and how this dissertation addresses these open questions.  

Firstly, the limitations regarding the studies that involved regret were discussed in comparison 

with the repeated interactions with intelligent systems. Secondly, a discussion on the potential of this 

research about the importance of the understanding negative emotions that could arise after a wrong 

decision and the aspects that could involve HCI to handle and improve cooperation between different 

agents (human and computer). 

8.1. Negative Outcomes  

Prior works have been focused on investigating whether the users trust or not in an algorithm 

compared to a human after seeing it err (Dietvorst, 2016; Dietvorst et al., 2015; Dzindolet, Pierce, 

Peterson, Purcell, & Beck, 2002). This attention has led to what is called algorithm aversion, and the results 

have shown that people’s trust relies more on humans than on algorithms suggestion. This phenomenon 

leads companies and organizations to have expensive improvements that could lead to disuse or misuse 

of the new intelligent technologies due to the user’s perceptions of them (Parasuraman & Riley, 1997). 

As reported before, Hung and colleagues (2007) found that the measure of the avoidance of experienced 

regret could be useful to improve the success in the adoption and the usage of an intelligent system. 

Hence, the understanding of regret and disappointment could support the interface design to plan more 

appropriate applications that can be accepted in a more correct fashion. 

8.2. The interest in maintaining a Human-In-The-Loop  

In the near future, humans will face the continuous and increasing development of automation, 

systems based on AI and intelligent computers; these technologies will be more and more complex 

(Borst, 2016). Studies in this field agreed that to improve new approaches and framework, able to 

understand the cooperative relationship, and more information needs to be shared within the users and 

the system (e.g. Borst, 2016; Christoffersen & Woods, 2001; Norman, 1990). Nevertheless, there is no 

explicit agreement about what kind of information needs to be shared by the machine (e.g., information 

related to input, process, and output) without overloading the user’s cognitive system. It is fundamental 

to take the user in the center of the design of automation and interfaces to build technologies that can 

be members of the human-intelligent system team. In order to develop cooperative relationships 

between human and computer agents, it is fundamental to understand how people use the information 

of algorithms, what individual characteristics influence the use of the system and its reliance, the 

environment in which these technologies will be used and the specific decision tasks that need to be 

accomplished. 
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This study explores emotional reactions (Regret and Disappointment) to bad choice in a 

“purchase a flight ticket” scenario. This experiment aims to understand the underlying relations between 

the experience of counterfactuals and the source of suggestion (human vs. computer) taking into account 

the role of trust in the advice and the confounder variables of locus of control, numeracy, attitude 

towards technology and personality traits.  

This first experiment aids the understanding of the experience of counterfactual emotions 

through analyzing participants’ implicit trust, or the trust users showed in following the suggestion, in a 

task with a suggestion given by a human or an “intelligent machine.” The primary purpose is building 

probabilistic exploratory models to explain how regret, disappointment, and attribution correlate with 

the presented source of suggestion. 

Hence, this experiment explores how much people rely on the suggestion from an “intelligent 

computer” compared with the suggestion from human experts and the differences in the experienced 

emotions after they realized the “intelligent system” or the human experts provided a wrong outcome. 

In this work, the primary purpose is to explore the differences in regret and disappointment between a 

human suggestion and computer suggestion in a binary choice in which the user can rely on the given 

suggestion or not. The user has to make a decision based on the suggestion she/he received within a 

fictional flight ticket scenario, constructed to provide negative feedbacks generating the experience of 

counterfactual emotions. 

According to Pieters and Zeelenberg (2007), regret and disappointment are two counterfactual 

emotions that are strongly related to decision-process with bad outcomes or disconfirmed expectancies. 

These emotions differ in what concerns their antecedents; regret is closely related to self-attribution (self-

agency), while disappointment is more related to external attribution. One can experience regret while 

observing that the outcome of a decision would have been better if she/he had done something different, 

having direct responsibility of the outcome, on the other hand, one can experience disappointment while 

observing that the problematic situation she/he is facing is the result of unexpected events in the world, 

on which the person could not have direct control. Previous works have shown that different 

counterfactuals could lead to different behavioral consequences (Bougie et al., 2003). These 

consequences are particularly important during the use and cooperation with intelligent systems. The 

design has its basis in psychological literature presenting two different scenarios, albeit it has been 
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modified to achieve the goals of the study through the lenses of algorithm aversion studies and advice 

taking framework. 

 

This experiment has its basis in the difference between regret and disappointment in terms of 

the perceived responsibility and the attribution of blame.  

The main aim of this study is to compare the experience of counterfactual emotions and 

attribution of responsibility after having followed a poor suggestion provided by a human expert or by 

a trained algorithm. Secondly, the study aims to investigate the presence of a possible correlation between 

the emotions experienced by the participants and some individual traits present in the population. In 

particular, numeracy (the ability of doing simple mathematical calculation), the level of trust that the 

participant showed towards the source of suggestion, and her/his attribution of locus of control will be 

modeled seeking a correlation with the type and the intensity of emotion they have experienced in 

response to the human or artificial suggestion. 

This manipulation and analysis aim to provide a more detailed description and explanation of 

the complex interaction between the individual emotional response to a bad outcome, and the source of 

the suggestion, being human or virtual. The final goal is to better understand how the emotional response 

of individuals changes when interacting with a computer instead of a human being.  These effects give 

insight into how counterfactual emotions differ compared to the source of suggestion and disentangle 

the complexity of these emotions in relation to human-computer interaction. Two research questions 

are the core of this study. First, what are the main variables that affect the experience of regret, 

disappointment, and attribution? Second, is there a relationship between the measures of regret, 

disappointment, internal and external attribution, and trust? Eventually, discover what is the 

effectiveness of the confounding variables for counterfactual emotions and perceived responsibility in 

an algorithm scenario. 

In this experiment, the hypotheses have been stated following Haslam (2006), according to the 

idea of dehumanization of the machines (see Chapter 1:.section Chapter 1:5). Hence, the main idea is 

that when following a suggestion given by a machine is more difficult to feel external responsibility from 

the outcome compared to the opportunity to blame someone else while following a wrong suggestion 

given by humans.  

Despite the exploratory purpose of this study, five hypotheses guided this work:  

H1: Participants feel more internal responsibility while following the suggestion of an 

intelligent machine compared to human advice; 

H2: Participants feel more regret while following the suggestion of an intelligent 

machine compared to human advice; 
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H3: Participants feel more external attribution while following the suggestion of a 

human compared to participants who followed the machine suggestions 

H4: Participants feel more disappointment while following the suggestion of a human 

compared to participants who followed the machine suggestions 

H5: In the first task, according to previous literature (e.g., J. M. Logg et al., 2019) 

participants have more trust in the suggestion provided by the algorithm than in the suggestion 

provided by the human experts. 

In this experiment, the hypotheses are related to understanding the algorithm aversion through 

the experience of regret, disappointment, the internal and external attribution of responsibility. 

In particular, according to the ideas described in the previous section (Chapter 1:), the leading hypothesis 

is that regret, disappointment, and the attribution of the blame can be explained mainly by the source of 

the wrong advice. 

This work also aims at finding experimentally the relationship between Objective Numeracy, 

locus of control, time of experience, and trust that can influence the participants’ perceived regret, 

disappointment, internal and external attribution after a bad outcome. In the following sections, it will 

be presented the methods, followed by a detailed description of the experimental protocol. Then, results 

are discussed, and finally, this work concludes with a discussion on the main findings and the critical 

points encountered.  

 

The experimental task was built using Axure RP81, a software that allows to prototype websites. 

To use the prototype online, the preview of the website was then recoded in HTML programming 

language and uploaded on Trento University’s servers.  

The questionnaire was built through Google Forms to be easily spread and incorporated into 

the experimental online task. 

 

This section describes the experimental design and the metrics recorded, then the description 

of the sample is presented. 

 

1 https://www.axure.com/ 

https://www.axure.com/
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4.1. Experimental design 

The experiment had two cells (advisor: human experts vs. intelligent system) between-subjects 

repeated measure design that manipulated the source of advice participants received.  

For each subject, the order of presentation of the tasks was counterbalanced to prevent order 

effects. To prevent the learning effect, for each task, two different yet analogous assignments were 

identified. 

Participants had to choose whether to buy a flight ticket for work purposes; they could decide 

to follow the suggestion given, buying the ticket “Now,” or they could wait to hope for a last-minute 

ticket. They did so twice, and the feedback of their choice was always negative. The two conditions differ 

for the source of the suggestion. In the case Human Expert, the suggestion was given by “some 

professional travel agents…”; while, in the Computer Agent condition, the suggestion was given by “ a 

machine learning system with a probability of 80%” of correctness. 

This study operationalized a decision making task in which the user has to buy a flight ticket and 

she/he can decide to follow the given suggestion or not. Hence, the reliance on the suggestion, and how 

the (always wrong) feedback influences counterfactual emotions were measured. The task was 

administered twice to see the differences between the first wrong suggestion and the second wrong 

suggestion (Zeelenberg & Pieters, 1999). The scenario was “buying a flight at the best price” task. This 

task simulated the suggestion that could be given by human experts and an algorithm based on historical 

data. After the user's choice, feedback about the wrong decision was given. That is to say, participants 

always had a bad outcome. This experiment follows two conditions mixed-design. Each participant had 

to make two choices (buy two flight tickets) and can follow or not the given suggestion, in any case, the 

feedback was negative to provoke counterfactual feelings. Due to the nature of the study, the participants 

were first debriefed with a different with different instructions about the actual aims of the experiment, 

while the real aims of the data collection were explained at the end of both trials. 

4.2. Setting and Sample 

The data collection took place through a non-lab setting in a web-based study.  

The collected participants were people from Italy aging from 18 to 65 years old. The only 

inclusion criteria were that participants had to be native Italian speakers to understand the experimental 

instruction and scenarios. The final sample was collected amongst the students of the University of 

Trento. In total, 270 participants took part in the study. Due to technical issues with the laptop, an 

experimental session was interrupted, and the data were excluded from analysis; data from another 

participant has been excluded from the analysis because she was not a native Italian speaker. Ninety-two 

participants have been removed from the analysis because they did not complete the study for technical 

reasons at the early stage of running.  
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A final sample of 178 people was then analyzed. The sample had a mean age of 26.47 (SD=5.39) 

ranging from 18 to 63 years old. In this sample, 110 are women, and 68 are men. The average age of the 

female sample has a mean of 26.34 (SD=4.88), and the male sample has a mean equal to 27.79 (SD=6.05). 

In the control condition (human suggestion), there were 77 participants. The sample had a 

mean age of 23.76 (SD=4.158) ranging from 19 to 35 years old. In this sample, 50 were women and 27 

were men. The average age of the male sample had a mean equal to 28.52 (SD=8.52), and the female 

sample had a mean of 26.52 (SD=45.28). 

In the experimental condition (computer suggestion), there were 101 participants. The 

sample had a mean age of 22.85 (SD=3.014) ranging from 19 to 31 years old. In the present sample, 60 

were women, and 41 were men. The average age of the male sample had a mean equal to 27.32 

(SD=3.68), and the female sample had a mean 26.20 (SD=4.57). Participants were recruited by word of 

mouth, and posting advertisements on dedicated pages on social networks. 

4.3. Experimental Procedure 

Each participant has been tested individually with an online form. In the beginning, the 

participants were informed about the study with a cover story to not influence the results of the study. 

If participants agreed, they accepted the initial informed consent. First, they were asked to fill the pre-

test questionnaire, about numeracy and attitude towards technology (only in machine learning 

suggestion). Then, they were assigned to either the human or the machine(s) condition. The first task 

was then administered, with the possibility to accept or reject the presented suggestion. After the first 

scenario, the participants filled the first scale of counterfactuals. Finally, a second analogous task was 

administered with the presentation of the final scale about counterfactual emotions. 

In the end, a debriefing with the actual purpose of the study is presented, and a second informed 

consent was accepted by the participant. 

4.3.1. Suggestion manipulation 

Each task consisted of deciding whether to buy a flight ticket now or wait a few days hoping 

that the price will go down.  

Example of a task for the human expert condition: 

“Today is March 1, 2017. Your task is to buy a ticket from Milano Malpensa to New York for  March 15, 

2017. The best price available today is 1050 euros. Do you want to buy it now or do you want to wait? 

“According to many professional travel agents, the best time to buy a ticket is two weeks in advance of the flight, 

although in some cases it is possible for last-minute tickets; (purchased one or two days before departure) are even cheaper 

but it is a risky choice if the departure date is not flexible. 

Example of a task for the computer expert condition: 
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“Today is March 1, 2017. Your task is to buy a ticket from Milano Malpensa to New York for  March 15, 

2017. The best price available today is 1050 euros. Do you want to buy it now or do you want to wait? 

“According to the Machine Learning system, the best time to buy a ticket is two weeks in advance of the flight. 

Based on historical data, this forecast has a 80% probability of being corrected, although in some cases it is possible for last 

minute tickets; (purchased one or two days before departure) are even cheaper but it is a risky choice if the departure date is 

not flexible.” 

Both tasks were analogous and counterbalanced to prevent order effect. That is to say, if in the 

first task the participants had to decide whether to buy a flight ticket from Milano Malpensa to New 

York in the second task they read instruction related to buying a flight ticket from Milano Malpensa to 

Madrid with the same percentage of money loss in the negative feedback. 

4.4. Materials 

To collect the possible confounder variables a brief version of the Big5 personality questionnaire 

was administered (Gosling, Rentfrow, & Swann, 2003). In addition, measures of locus of control of 

behavior (Craig, Franklin, & Andrews, 1984), objective numeracy (Lipkus, Samsa, & Rimer, 2001), 

subjective numeracy (Fagerlin et al., 2007) were collected. Only in the computer condition, participants 

had to fill out a questionnaire measuring the attitude towards technology (Elias, Smith, & Barney, 2012). 

The counterfactual emotions of regret and disappointment have been measured adopting the Regret and 

Disappointment Scale by Marcatto and Ferrante (2008) In these results, it was not calculated a regret 

index and a disappointment index between external attribution and disappointment and internal 

attribution and regret because the collected data differ from Marcatto et al.’s hence the Cronbach’s alpha 

is not strong enough (lower than 0.6) to use these measures as indexes. Marcatto & Ferrante used the 

RDS to assess two different scenarios, one for regret and one for disappointment, while the presented 

experimental design does not have this difference. According to these reasons, it was decided not to use 

regret and disappointment indexes as reported by Marcatto & Ferrante (2008). This questionnaire was 

slightly modified for this study, and the item on the affective reaction was removed. The reason to choose 

this questionnaire was to assess regret, disappointment, internal and external attribution with not many 

items to prevent participants' abandonment due to tiredness. 

Objective numeracy and attitude towards technology scales were assessed because these 

dimensions can influence the reliance on algorithms as found for numeracy in Logg (2016) and attitude 

towards technology in Venkatesh & Davis (2000). 

4.4.1. Dependent variables: 

- Implicit Trust (implicit measure): how many times the participants followed the suggestions 

(0=never, 1=only the trust time, 2=only the second time, 3=both) (J. D. Lee & See, 2004); 
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- Regret (1 item): refers to the extent the participants wish to have made a different choice (Likert 

7 points: 1: totally disagree; 7: totally agree) (Marcatto & Ferrante, 2008) 

- Disappointment (1 item): refers to the extent participants felt that the result of their choice 

was beyond their control (Likert 7 points: 1: totally disagree; 7: totally agree) (Marcatto & 

Ferrante, 2008) 

- Internal attribution (1 item): refers to the extent which participants felt responsible for the 

outcome (Likert 7 points: 1: totally disagree; 7: totally agree) (Marcatto & Ferrante, 2008) 

- External attribution (1 item): refers to the extent participants felt that the events out of their 

control were the cause for the bad outcome (Likert 7 points: 1: totally disagree; 7: totally agree) 

(Marcatto & Ferrante, 2008).  

- Control item (1 item): refers to the satisfaction of the wrong outcome (Likert 7 points: 1: totally 

disagree; 7: totally agree) (Marcatto & Ferrante, 2008). 

4.4.2. Independent variables 

- Conditions: human expert vs computer suggestion 

4.4.3. Confounding variables 

-  Demographic: (age, gender) 

- General Objective Numeracy scale (3 items): This measure refers to the general 

comprehension and use of simple percentages and basic calculations (coded as 0 to 3 according 

to the correctness of the answers) (Lipkus et al., 2001). 

- Attitude towards technology (3 items): this measure was collected only in computer 

suggestion condition to collect measures on the perception of the technology and was adapted 

from Elias, Smith, & Barney (2012). 

- Locus of control of behavior (17 items): scale to measure the locus of control of participants 

(Likert 6 points: 0: strongly disagree; 5: strongly agree) (Craig et al., 1984) 

- Extraversion (2 items): refers to the extent to which participants are extraverted, enthusiastic  

(Likert 7 points: 1: strongly disagree; 7: agree strongly) (Gosling et al., 2003) 

- Agreeableness (2 items): refers to the extent to which participants define themselves as 

sympathetic (Likert 7 points: 1: strongly disagree; 7: agree strongly) (Gosling et al., 2003) 

- Conscientiousness (2 items): refers to the extent to which participants are dependable (Likert 

7 points: 1: strongly disagree; 7: agree strongly) (Gosling et al., 2003) 

- Emotional Stability (2 items): refers to the extent to which participants are calm and 

emotionally stable (Likert 7 points: 1: strongly disagree; 7: agree strongly) (Gosling et al., 2003) 

- Openness to Experiences (2 items): refers to the extent to which people are open to new 

experiences (Likert 7 points: 1: strongly disagree; 7: agree strongly) (Gosling et al., 2003) 
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The present section describes the findings obtained for the dimensions of regret, 

disappointment, internal attribution, and external attribution in conditions. All dimensions were 

collected both after the first, and second trials. In particular, the first section describes the descriptive 

statistics (means and standard deviations) of the dependent variables on the whole sample and for each 

condition.  

Then the role of trust in the two experimental conditions is presented for any dependent 

variable. These analyses had the aim of understanding the role of trust in a wrong suggestion with the 

dimensions of regret, disappointment, internal and external attribution. Finally, linear mixed models are 

presented to evaluate the underlying dimensions that affect the counterfactual emotions and the 

attribution of responsibility for the wrong outcome. 

5.1. Descriptive statistics 

Table 1 to Table 6 report descriptive statistics of dependent variables in each condition.  
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Table 1 Means (and standard deviations) of the four dimensions in RDS scale scores and trust by gender, age group, locus of control, personality traits, objective 

numeracy score. 

         

0.001*** 0.51 0.70 0.25 0.29 0.82 0.55 0.75 

4.39 (1.84) 3.72 (1.88) 3.827 (1.95) 4.49 (1.749) 3.645 (1.99) 3.55 (1.90) 3.71(2.0) 4.14(1.9) 

3.441 (1.96) 3.912(1.9) 3.72 (2.26) 4.2(1.75) 3.32 (1.94) 3.63 (2.01) 3.54(2.25) 4.22 (2.01) 

0.33 0.27 0.93 0.52 0.39 0.27 0.55 0.31 

5.14 (0.69) 3.57 (1.81) 4.42 (2.07) 4.57 (1.61) 4.14 (1.43) 4.42 (1.99) 4.28 (2.36) 5 (1.419 

4.04 (1.92) 3.91 (1.85) 3.76 (2.04) 4.41 (1.72) 3.57 (1.93) 3.62 (1.90) 3.63 (1.99) 4.08 (1.90) 

3.72 (2.07) 3.40 (1.98) 3.75 (2.14) 4.18 (1.85) 3.27 (2.13) 3.29 (2.01) 3.52 (2.34) 4.16 (2.13) 

5.00 (1.41) 3.5 (0.7) 4.00 (4.42) 5 (1.41) 2.5 (2.12) 3 (1.4) 5.5 (2.12) 5.5 (2.12) 

        

6.00 (na) 7 (na) 3.00 (na) 7 (na) 6 (na) 7 (na) 2 (na) 7 (na) 

        

0.11 0.16 0.83 0.97 0.79 0.99 0.10 0,1 

4.29 (1.88) 4.01 (1.83) 3.8 (2.03) 4.39 (1.69) 3.56 (1.98) 3.58 (1.92) 3.49 (1.99) 3.92 (1.85) 

3.81 (1.96) 3.61 (1.91) 3.75 (2.11) 4.37 (1.80) 3.48 (1.97) 3.58 (1.96) 3.77 (2.17) 4.37 (2.00) 

0.24 0.95 0.60 0.55 0.06 0.97 0.9 0,99 

3.83 (1.98) 3.8 (1.90) 3.7 (2.16) 4.29 (1.80) 3.2 (1.92) 3.59 (2.02) 3.32 (2.16) 4.15 (2.10) 

4.18 (1.89) 3.78 (1.87) 3.85 (2.01) 4.45 (1.71) 3.77 (1.98) 3.58 (1.88) 3.9 (2.01) 4.19 (1.83) 

0.9 0.97 0.93 0.24 0.99 0.16 0.14 0,15 

4.05 (1.96) 3.77 (1.71) 3.76 (1.84) 4.61 (1.59) 3.51 (2.08) 3.84 (1.90) 3.65 (2.06) 4.47 (1.83) 

4.02 (1.92) 3.8 (1.97) 3.8 (2.19) 4.25 (1.82) 3.53 (1.91) 3.44 (1.95) 3.64 (2.12) 4.00 (2.00) 

0.38 0.44 0.64 0.54 0.43 0.90 0.8 0,81 

3.93 (1.99) 3.7 (1.87) 3.85 (2.1) 4.31 (1.76) 3.42 (1.95) 3.60 (1.95) 3.65 (2.12) 4.19 (2.01) 

4.19 (1.83) 3.9 (1.89) 3.69 (2.05) 4.48 (1.74) 3.67 (2.00) 3.56 (1.92) 3.63 (2.06) 4.14 (1.85) 

0.06 0.02* 0.20 0.89 0.09 0.06 0.68 0,69 

4.30 (1.88) 4.11 (1.78) 3.97 (1.95) 4.37 (1.76) 3.29 (1.90) 3.84 (1.89) 3.76 (1.99) 4.13 (1.81) 

3.75 (1.95) 3.47 (1.93) 3.59 (2.17) 4.39 (1.75) 3.75 (2.01) 3.32 (1.96) 3.52 (2.2) 4.21 (2.08) 

0,38 0,05 0,01* 0,59 0,35 0,04* 0,1 0,72 

3.10 (1.73) 2.4 (1.65) 3 (2.21) 4.5 (2.12) 3 (2.21) 2.3 (1.89) 2.9 (2.2) 3.7 (2.26) 

4 (1.75) 3.47 (1.84) 4.78 (1.9) 4.1 (1.43) 3.17 (2) 3.33 (2.01) 4.14 (2.19) 4.19 (2.01) 

3.966 (2.00) 3.93 (2.02) 3.65 (2.13) 4.45 (1.86) 3.57 (2.1) 3.5 (1.96) 3.93 (2.16) 4 (2.15) 

4.22 (1.99) 4.03 (1.76) 3.51 (1.96) 4.45 (1.78) 3.73 (1.86) 3.9 (1.84) 3.28 (1.92) 4.36 (1.7) 

(p ) = for each comparison an indication of the p-value. ns = non-significant. 
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Table 2 distribution of trust in the two conditions with percentages 

Frequency and percentage (italic) of trust  in human and computer conditions 
 

Trust in the suggestions 
 

 Never Trust (0) Only in the first 
task (1) 

Only in the 
second task (2) Both task (3) Total 

Human 5 (2.7%) 8 (4.4%) 11 (6.2%) 53 (30%) 77 (43.3%) 
      

Computer 7 (3.9%) 9 (5%) 16 (9%) 69 (38.8%) 101 (56.7%) 
      

Total 12 (6,6%) 17 (9.4%) 27 (15.2%) 122 (68.8%) 178 (100%) 
      

 

 

Figure 1 Distribution of trust in the two conditions 

 

Results showed that there are no significant differences between the two conditions in the trust 

participants had in the suggestion. 
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Table 3 Means and standard deviation on regret between conditions 
 

  M SD # Subj 
Human REGRET1 3.91 2.12 77 

 REGRET2 3.45 2.1  
Computer REGRET1 4.12 1.78 101 

 REGRET2 3.57 1.86  

 

 

Table 4 Means and standard deviation on disappointment between conditions 
 

  M SD # Subj 
Human DISAPP1 3.57 1.96 77 

 DISAPP2 3.40 1.96  
Computer DISAPP1 3.96 1.82 101 

 DISAPP2 3.72 1.92  

 

 

Figure 2 Boxplots of the counterfactual emotions (regret on the left) and the two conditions (human and 
computer). Lower and upper box boundaries 25th and 75th percentiles 
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Table 5 Means and standard deviation on internal attribution between 
conditions 

  M SD # Subj 
Human INTATT1 3.58 2.15 77 

 INTATT2 3.72 2.23  
Computer INTATT1 3.94 2.00 101 

 INTATT2 3.58 1.98  

 

 

Table 6 Means and standard deviation on external attribution between 
conditions 

  M SD # Subj 
Human EXTATT1 4.39 1.87 77 

 EXTATT2 4.18 2.03  
Computer EXTATT1 4.37 1.67 101 

 EXTATT2 4.16 1.89  

 

 

Figure 3 Boxplots of the attribution of responsibility (internal on the left) and the two conditions (human and 
computer). Lower and upper box boundaries 25th and 75th percentiles 

5.2. The role of trust on the suggestion on the dependent variables 

The plots presented below show how any DV is affected by the reliance on the suggestion. Trust 

is labeled as 0 for participants who never followed the advice; 1 for participants who followed the 
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suggestion only in the first task; 2 for participants who followed the suggestion only in the second task; 

3 for participants who followed the suggestion both times.  

In these analyses, all the dependent variables have been taken separately as regards the first and 

the second choice.   
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Figure 4 The effect of suggestion on regret in the first task 

 

Figure 5 The effect of suggestion on regret in the second task 

For regret in the first choice, results showed that there is no significant difference between the two 

conditions (Trust=0, p=0.68; Trust=1, p=0.26; Trust=2, p=0.61; Trust=3, p=0.33). It appears that the 

first decision provoked almost the same level of regret when participants followed a bad suggestion given 

by a human or a computer. 

The analysis of the second task showed that when participants relied only the second time on the 

suggestion (i.e., they trust the source of advice), users who received a wrong suggestion by human experts 

(M=5.45, sd=2.02) felt more regret compared to who trusted twice the advice of computer (M=3.81, 

sd=2.00, p=0.049). 

There are no differences between the scores of regret in the two conditions when respondents never 

trusted the advice (p=0.88) or when they trusted twice (p=0.23). 
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Figure 6 The effect of suggestion on disappointment in the first task 

 

Figure 7 The effect of suggestion on disappointment in the second task 

As regards disappointment in the first task, the main difference is shown by the trend in which 

participants felt more disappointment after a bad outcome with an intelligent system compared to human 

only in the first choice. An independent-samples t-test showed a non-significant difference between 

human (M=2; sd=1.20) and computer (M=3.67; sd=1.65) conditions, p=0.30. 

 In the second task, respondents showed a difference as regards how many times people chose the advice 

or not. When people followed the suggestion only in the first task, they felt more disappointment 

following a computer (M=3.44; sd=1.94) compared to those who followed human advice (M=1.75; 

sd=0.88, p=0.037). However, even if it is not significant, there is a trend showing participants who 

trusted the suggestion only in the second task they felt less disappointment while the suggestion came 

from a computer (M=3.5; sd=1.77) compared to a human (M=4.82; sd=1.78, p=0.07). 

As previously found for regret, participants who never trusted the suggestion and participants who relied 

entirely upon the suggestion showed comparable scores in both conditions. 
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Figure 8 The effect of suggestion on internal attribution in the first task 

 

Figure 9 The effect of suggestion on internal attribution in the second task 

The perceived internal attribution of blame after the first wrong outcome did not show any variation 

between the two sources of the suggestion, and it seems to follow the same trend concerning the trust 

in the suggestion.  

Scores after the second bad outcome seemed to have the same trend more related to trust than to the 

source of suggestion.  
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Figure 10 The effect of suggestion on external attribution in the first task 

 

Figure 11 The effect of suggestion on external attribution in the second task 

Concerning the scores of external attribution in the first task, the resulting trends seemed similar in both 

conditions. The most relevant difference is in the scores of external attribution after following the advice 

in the first task. People seemed to blame more the suggestion given by the computer compared to the 

suggestion given by a human.  

After the second trial, respondents assigned more external attribution to the error of human experts if 

they trusted twice the suggestion, while if they trusted the suggestion only during the first task, they 

blamed more the “intelligent system.” 
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In the next section, liner-mixed models have been performed to assess the role of confounding variables 

in the scores of regret, disappointment, internal and external attribution. 

5.3. Hierarchical analysis of variance for Linear Mixed-Effects Models 

For the explorative analysis, linear mixed-effects models2 had been calculated to assess the 

relationship between regret values (in the first and second task) and the two conditions, adding the 

influence of the other measured confounding variables.  

Initially, the exploration of the effects of the role of the suggestion given (human vs. computer) 

is presented comparing to regret scores in t1 and t2, and this analysis followed a bottom-up approach to 

get the best predictors involved in the regret scores.  

As fixed effects, the first model had trust in the suggestions, objective numeracy score and locus 

of control (without interaction term) into the model. As random effects, intercepts for subjects random 

slopes for the effect of the condition is added. Visual inspection of residual plots did not reveal any 

obvious deviations from homoscedasticity or normality. P-value was obtained by likelihood ratio tests 

of the full model (m5) with the effects in question against the model without the effects in question (m0).  

The analysis specified four models of decreasing complexity concerning the parameterization of 

the subject-related variance/covariance matrix. The simple model is a dependent variable-condition 

model. The lmer specification for this model is: 

m0=lmer(dependent var ~ Condition + (1|Subj)) 

The final model requests the addition of other parameters through an iterative process. This 

model estimates parameters for the four components trust, time (t1, t2), objective numeracy and locus 

of control. 

The lmer specification for this model is: 

m4=lmer(dependent val~Condition+Trust+Time+ObjectiveNumeracy+LOC+(1|Subj)) 

In detail, as regards regret, disappointment and external attribution, the model that better fits 

considers the time of experience (first and second task), objective numeracy score, locus of control. 

 

2 These analyses have been developed with R Studio software (R Core Team, 2018)(R Core Team, 

2018)(R Core Team, 2018)(R Core Team, 2018)(R Core Team, 2018)(R Core Team, 2018)(R Core Team, 

2018)(R Core Team, 2018)(R Core Team, 2018)(R Core Team, 2018) (R Core Team, 2018)((Bates, Mächler, 

Bolker, & Walker, 2015; R Core Team, 2018) (Bates et al., 2015)(Bates et al., 2015)(Bates et al., 2015)(Bates et al., 

2015)(Bates et al., 2015)(Bates et al., 2015)(Bates et al., 2015)(Bates et al., 2015)(Bates et al., 2015)(Bates 

et al., 2015) 
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In this section, it will be presented the specific model used that best explains the considered 

dependent variable. 

Any considered model comprehends the random effect of individual variability of intercept-

values (1|subj). 

The considered models are: 

- m4: the model comprehends fixed effects of the condition, time of experience, numeracy and locus 

of control and random effect (~condition + trust in the suggestion + time of experience + objective 

numeracy + locus of control + (1|subj)) 

- m3: the model comprehends fixed effects for condition, time of experience and objective numeracy 

and random effect (~condition + trust in the suggestion + time of experience + objective numeracy 

+ (1|subj)) 

- m2: the model considers fixed effects for condition, time of experience and random effect 

(~condition + trust in the suggestion + time of experience + (1|subj)) 

- m1: this model takes into account fixed effects for condition and trust in the suggestion with 

random effect (~condition + trust in the suggestion + (1|subj)) 

- m0: the simplest model comprehends only condition and random effect (~condition+ (1|subj)) 

The resulting LMEMs are compared beginning from the more complex and moving to the 

simpler ones. In case two models significantly fit the data, the simplest model was preferred. 
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5.3.1. Regret 

The ANOVA model comparison of regret values in model4 displays a significant difference 

with other models, and m4 is, therefore, the best model exploring the data. 

Regret values are not explained only for different conditions; the source of suggestion does not 

systematically vary regret value. As shown in Table 7, these analyses showed that the variables of 

condition, trust in the suggestion, objective numeracy, and locus of control significantly explain the 

participants’ expressed regret compared to the model without these effects.  

Model4 is chosen as the best fit to explain the date, since it is preferable over m3, m2, m1, and m0. 

 

Table 7 Compared linear mixed models explanatory analysis models of regret 
Models:    

model0: RegretScores ~ Condition + (1 | Subjects)   

model4: RegretScores ~ Condition + Trust+ Time+ Objective numeracy + Locus of control +(1 | Subjects) 

 Df AIC BIC LLR Deviance χ2 Df p-value 

model0 4 1456.3 1471.8 -724.17 1448.3    
model4 10 1433.9 1472.7 -706.96 1413.9 34.423 6 >0.01 * 

 

 

Figure 12 Linear mixed models results of regret scores 

5.3.2. Disappointment 

In each analysis, the best-fitting model was chosen by comparing models whose random-effects 

structure had a different degree of complexity. For each pair of models, the results of the likelihood ratio 
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test were applied to evaluate whether the reduction of additional fixed-effects parameters provided a 

better fit of the model to the data.  

As found for regret dimension, disappointment is not only explained by the different source of 

the suggestion. The best model that fits the data is model4, in which it has been taken into account how 

many times the participants trusted the advice, the time of the experience, the objective numeracy, and 

locus of control. 

In Table 8 is presented the comparison between the simplest model and the model5 that better 

fit disappointment scores. 

 

Table 8 Compared linear mixed models explanatory analysis models of disappointment 
Models:    

model0: DisappointmentScores ~ Condition + (1 | Subjects)   
model4: DisappointmentScores ~ Condition + Trust+ Time+ Objective numeracy + Locus of control +(1 | 
Subjects) 

 Df AIC BIC LLR Deviance χ2 Df p-value 

model0 4 1433.6 1449.1 -712.80 1425.6    
model4 10 1395.3 1434.1 -687.66 1375.3 50.293 6 >0.01 * 

 

 

Figure 13 Linear mixed models results of disappointment scores 

The formula of the model that best fit disappointment is the following: 

m4= lmer(Disapp scores~Condition+Trust+Time+Numeracy+Locus of control+(1|Subj)) 

 



 

50 

5.3.3. Internal attribution 

Internal attribution results showed that the best-fitting model was model1, which incorporates 

trust in the suggestion and the random-effect for subjects. This model was found more explicative 

compared to more complex models evaluating the likelihood ratio.  

In Table 9 is presented the comparison between the simplest model and the model1 that better 

fit internal attribution scores. 

 

Table 9 Compared linear mixed models explanatory analysis models of internal attribution 
Models:    

model0: IntAttScores ~ Condition + (1 | Subjects)   
model1: IntAttScores ~ Condition + Trust +(1 | Subjects) 

 Df AIC BIC LLR Deviance χ2 Df p-value 

model0 4 1461.4 1476.9 -726.68 1453.4    
model1 49 1443.2 1633.0 -672.59 1345.2 108.18 45 >0.01 * 

 

 

Figure 14 Linear mixed models results of internal attribution scores 

The formula of the model that best fit internal attribution is the following: 

m1=lmer(int attr. scores ~  Condition + Trust +(1|Subj)) 

 

5.3.4. External attribution 

As found previously for regret and disappointment, the ANOVA model comparison showed 

that the best-fitting model that better explains external attribution was model4 that includes besides the 

source of suggestion, trust in the suggestion, time of experience, numeracy, and locus of control. 



 

51 

In Table 10 is presented the comparison between the simplest model and the model5 that better 

fit disappointment scores. 

 

Table 10 Compared linear mixed models explanatory analysis models of external attribution 
Models:    

model0: ExtAttScores ~ Condition + (1 | Subjects)   
model5: ExtAttScores ~ Condition + Trust+ Time+ Objective numeracy + Locus of control +(1 | Subjects) 

 Df AIC BIC LLR Deviance χ2 Df p-value 

model0 4 1405.2 1420.8 -698.62 1397.2    
model5 10 1390.6 1429.4 -685.31 1370.6 26.624 6 >0.01 * 

 

 

Figure 15 Linear mixed models results of external attribution scores 

The formula of the model that best fit external attribution score is the following: 

m5=lmer(Ext att scores~Condition+Trust+Time+Numeracy+Locus of control+ (1|Subj)) 

5.4. Summary of Linear Mixed-Effects Models analysis  

Overall the LMEMs’ analysis shows that the only source of suggestion was not enough to 

explain the DVs scores and other variables play a role in the best fitting model.  

Regret and disappointment acted almost in the same way as regards the differences in the two 

conditions, in the time of experience and their relationship with objective numeracy and locus of control. 

Both of these counterfactual emotions are slightly higher in human condition compared to computer 

condition. They decreased over time between as response of the first negative feedback compared to the 

second. Higher numeracy correlates with higher scores in regret and disappointment; as for locus of 
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control, which higher scores (higher externality of locus of control) correlate with higher scores in both 

regret and disappointment.  

The main difference can be found in the role of trust in the suggestion; while regret and 

disappointment are comparable when the participants did not trust in the suggestion, these two emotions 

differ when the participants trust only the first time or only the second time. As for regret, participants 

who trusted only the first suggestion had a higher score in regret compared to disappointment, while for 

the second task, people who trusted only in the second suggestion showed similar levels of counterfactual 

emotions. An important distinction can be found for participants who trusted both the suggestion; they 

showed a lower level of regret and a higher level of disappointment 

Pertaining to the attribution of responsibility, internal and external attributions differ from the 

underlying factors that influence these dimensions. 

Internal attribution is mainly explained by the source of the suggestion and the reliance on the 

advice. External attribution is defined by the source of the suggestion, the trust in the advice, the time 

of experience, numeracy, and locus of control. 

Through a visual comparison between Figure 14 and Figure 15, one can notice the difference 

between the internal attribution trend and the external attribution. That is to say, internal attribution is 

higher in the computer condition compared to the human condition, while external attribution is higher 

in the human condition compared to the computer condition.  

Even the role of trust in the system affects these variables differently. As regards internal 

attribution, participants who trusted only the first time in the suggestion perceived themselves more self-

responsible for the bad outcome while participants who trusted only the second suggestion or both 

attributed the responsibility of the adverse outcome to events beyond their control.  

 

The main goal of the current study was to investigate whether the dimensions of regret, 

disappointment, internal and external attribution behaved differently in the function of a suggestion 

provided by some human experts or a machine learning system. Further on, the role of the trust in the 

suggestion, objective numeracy, and different levels of locus of control was observed. 

The results showed that the counterfactual emotions of regret and disappointment, as well as 

external attribution of responsibility, are affected by five main factors, that are: the source of the 

suggestion, the trust in the suggestion, the time of the experience, the ability to understand numbers 

measured by the objective numeracy, and the locus of control.  

The dimension that is affected only by the source of the suggestion and the trust in it is the 

internal attribution of responsibility. Nevertheless, a model that takes into account the dimensions 
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outlined above seems to be the most accurate to predict the values of counterfactual emotions during 

the interaction with an intelligent system. 

These findings support the purpose of this research, which suggests that the source of 

suggestion has an impact on counterfactual emotions and attribution of responsibility. This study also 

makes a small contribution to establishing an evidence base for the confounding variables measured. 

As regards the first hypothesis stated in section 2 the analysis showed that internal attribution is 

higher in the computer condition compared to the human condition. As a confirmation, the third 

hypothesis is confirmed by external attribution that is more related to the human suggestion compared 

to the computer advice.  

The second hypothesis was about the higher level of regret while having a bad outcome after 

following a suggestion given by an “intelligent system.” This second hypothesis is partially confirmed by 

trends in LMEMs, even if this difference is not significant per se and is affected by the dimensions of 

trust in the system, the time of experience, numeracy, and locus of control. 

The third hypothesis was about the higher level of external attribution in the human suggestion 

condition. No significant differences were found between the two condition, even if LMER models 

showed a weak trend even if it needs to be confirmed by further studies. 

The fourth hypothesis was about the higher level of disappointment in the human condition 

compared to the computer condition. This hypothesis was not confirmed, and trends in LMEMs showed 

contradictory results than expected.  

The last hypothesis was about the higher trust in the computer suggestion in the first task 

compared to human suggestion, according to previous literature on reliance on the algorithm (Logg et 

al., 2019). Nevertheless, this hypothesis was not confirmed; however, the descriptive statistics for trust 

showed a slight trend in which participants trusted more algorithmic advice twice. Hence it seems people 

trust more algorithm advice, even if this trend needs more attention in the next studies. 

This study had some limitations. First, the scores in the dependent variables appear to be quite 

low. There are two potential reasons for these results. One can be related to the nature of the scenario 

as referred by some participants at the end of the study. The task was about buying two flight tickets for 

work purposes, and some participants denoted that they did not care about the idea of saving money; 

hence, they preferred to buy the ticket as soon as possible to avoid the possibility of losing the flight. 

Another reason can be related to the use of the RDS scale. To prevent the abandonment of the study, 

in the design phase, it was decided to not collect the affective reaction item that investigates how sorry 

participants felt. This item was used by Marcatto & Ferrante (2008) to control the experience of 

counterfactuals subtracting it from the control item about how satisfied the participant was. 
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Another potential weakness can be related to the presence of a percentage of correctness in the 

computer scenario, which is not present in the human scenario. This decision was made to present to 

participants a plausible scenario, in which usually a suggestion given by a machine-learning system has a 

percentage of precision. This aspect could have affected the results in terms of trust and in terms of 

comparison between the two scenarios.  

The next study overcomes these issues through the use of another purchase scenario validated 

in the previous study on regret and disappointment (Giorgetta, 2012) and taking into account the control 

measures used in the Regret and Disappointment Scale (RDS) (Marcatto & Ferrante, 2008).  

Despite the limitations, these results create a first original input to study counterfactual emotions 

and their antecedents in the particular case in which the decision process ended with a wrong outcome 

with algorithm-based systems. This novel approach takes into account the emotional reactions of the 

users while facing wrong outcomes during the use of these complex systems. In particular, this first 

attempt to merge psychological literature on regret and disappointment during the interaction with 

intelligent systems. It is especially important to suggest to intelligent systems designers to take into 

account the users’ emotional reaction to the potential incorrect suggestion an intelligent application can 

give. The prevention of the user experience of regret after a wrong outcome can significantly prevent 

the abandonment of the technology itself. 

In the next chapter, study two investigated how participants experienced regret, disappointment, 

guilt and perceived responsibility in a typical purchase scenario from the psychological literature. The 

second experiment aimed at further investigating the specific role of counterfactuals in two scenarios 

without taking into account the implicit trust of the participants. The decision to avoid the measure of 

implicit trust was made to control and assess only the experience of counterfactuals without any variance 

related to participants’ trust. 
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As found by the previous study, counterfactual emotions are involved in the interaction with 

intelligent systems when the user faces a wrong outcome. This experiment was about the confirmation 

of the previous findings and is aimed at fixing the limitations encountered before. 

The previous study found that the emotions of regret and disappointment, as well as the internal 

and external attributions, are affected by the source of the suggestion in the evaluation of a wrong 

outcome. 

The design followed a previous experiment in psychological literature aimed at analyzing the 

attribution of responsibility, and the consequent counterfactual experience, in a purchase scenario. 

In this experiment, it was chosen to overcome the issues found with the main dependent 

variables of the previous study changing the scale to assess the experienced counterfactual emotions. In 

this study, it was used the scale developed by Giorgetta (2012) maintaining the control measures used in 

Marcatto & Ferrante (2008) to check the actual experience of counterfactuals.  

 

Several works are discussing that people abandon algorithm-based systems after seeing them err 

(e.g., Dietvorst et al., 2015; Logg, 2018). This phenomenon named “Algorithm Aversion” is due to the 

fact that users expect intelligent computer systems to behave perfectly, and they do not assume that 

different algorithms can have different accuracy rates, determining a percentage of success that almost 

always is far from 100%.  

The central consequence of algorithm aversion is that people switch in a dichotomic way from 

entirely relying on the computer-based suggestion to go back completely relying on human advice, not 

taking advantage anymore of the calculating power that intelligent systems have and humans do not.  

The hypothesis at the basis of this study is that a cause of this behavior can be found in the 

emotional response users have while interacting with an intelligent system, and how it determines the 

behavioral switch caused by regret.  

Hence, the purpose of this research is to understand the relationship between the users’ 

experienced counterfactual emotions after following a suggestion resulting in a wrong outcome that 

could describe the algorithm aversion.  

This information could advise intelligent systems experts and computer scientists to design 

better and more useful decision support systems, enhancing or not the sense of responsibility to make a 
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decision more nudging-oriented or more reasoning-oriented, preventing the abandonment and support 

the cooperation between human and these new AI-based systems.  

This cooperation is essential in order to understand what kind of information the systems should 

provide to improve the decision-making process and prevent user’s regret and the subsequent 

abandonment of intelligent systems. 

 

As described in the previous section, the expectations were that suggestion provided by an 

intelligent machine (in a technical and relatively complicated decision task) decreases the possibility for 

the user to blame the advisor and, therefore, should produce a lower rating on counterfactual emotions 

and responsibility. 

Consequently, after a wrong suggestion by an intelligent machine, it was postulated the following 

hypotheses: 

• Hypothesis on regret: the user experiences more regret after a poor suggestion provided by an 

intelligent machine compared to a poor suggestion provided by a human being. 

• Hypothesis on disappointment: the user experiences less disappointment after a poor 

suggestion provided by an intelligent machine compared to a poor suggestion provided by a human 

being. 

• Hypothesis on responsibility: the user feels less responsible for the choice and the bad outcome 

than after a wrong suggestion given by a human being. 

• Hypothesis on guilt: the user experiences less guilt than after a wrong suggestion given by a 

human being. 

 

The experiment was built on Qualtrics XM3. Qualtrics XM is an online platform to build surveys 

that can be easily incorporated in Amazon Mechanical Turk services.  

 

3 www.qualtrics.com 
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4.1. Experimental Design 

To address this topic, the participants read two similar scenarios in a 2 cells between-subjects 

design controlled by the source of the suggestion (human advice vs computer advice).  

To explore the effect of experienced counterfactuals, the scenario is presented twice in an 

analogous manner in each condition. 

The dimensions investigated are Regret, Disappointment, Responsibility, and Guilt. Every 

dimension has two items one related to the experienced emotion on the choice, the other is related to 

the outcome (e.g., Choice: “I feel responsible for the choice that was made”; Outcome: “I feel responsible for 

having a phone that does not meet my needs”).  

The scenario is a typical purchase scenario (Giorgetta, 2012, pp. 89–129) in which the person 

needs to buy a new phone, and the clerk or an algorithm-based system suggests another alternative.  

4.2. Sample 

In total, 147 participants took part in this study. 47 participants were excluded from the analysis 

due to the repeating occurrence of an I.P. address. 15 participants were excluded because they failed the 

attention check; the other 15 participants failed the control items about the experience of counterfactual 

emotions. 

A final sample of 70 people was then analyzed. The sample had a mean age of 37.5 (SD=11.7) 

ranging from 22 to 73 years old. In this sample, 25 are women, and 45 are men. The average age of the 

female sample has a mean of 37.8 (SD=11.66), and the male sample has a mean equal to 36.9 (SD=11.75). 

In the control condition (human suggestion), there are 43 participants. The sample had a 

mean age of 37.72 (SD=11.9) ranging from 22 to 73 years old. In this sample, 12 are women and 31 are 

men. The average age of the male sample has a mean equal to 38.48 (SD=12.47), and the female sample 

has a mean of 35.75 (SD=10.56). 

In the experimental condition (computer suggestion), there are 27 participants. The sample 

had a mean age of 36.44 (SD=11.39) ranging from 23 to 66 years old. In the present sample, 13 are 

women and 14 are men. The average age of the male sample has a mean equal to 33.42 (SD=9.49), and 

the female sample has a mean of 39.69 (SD=12.72). 

They were randomly assigned to one of the two conditions, with computer suggestions or 

human suggestions. 
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4.3. Experimental Procedure 

Participants were recruited through the Amazon Mechanical Turk service. After accepting the 

informed consent, the participants read the first scenario and then filled the first questionnaire. Then the 

participants read the second analogous scenario and responded to the second questionnaire. 

The “human suggestion” scenario was as follows: 

“Imagine that you have to buy a new smartphone because yours has just stopped working. Even if you are not an 

expert, you go to the shop with the idea to buy XY10, because you think that is the model that best suits your preferences. 

Once in the shop, you explain your preferences to the clerk who suggests you buy smartphone WLx at the 

same price. Hence you decide to buy the suggested model WLx. Some time later, you realize that model XY10 would have 

been better for your needs, while the smartphone you have bought does not meet your expectations.” 

The scenario in the “computer suggestion” condition described the same situation but change 

the source of the suggestion and was as follows: 

“Imagine that you have to buy a new smartphone because yours has just stopped working. Even if you are not an 

expert, you go to the shop with the idea of buying XY10, because you think that is the model that best suits your preferences. 

Once in the shop, you enter your preferences in an algorithm-based website that suggests you buy 

smartphone WLx at the same price. Hence you decide to buy the suggested model WLx. Some time later, you realize that 

model XY10 would have been better for your needs, while the smartphone you have bought does not meet your expectations” 

After having read this first scenario, participants were asked to fill the questionnaire on 

responsibility, regret, disappointment, guilt. 

After having answered the items, participants were asked to read the second scenario. For the 

human suggestion condition was:  

“After a year, your smartphone stops working and you have to buy a new one. You go back to the shop with the 

idea to buy B30, because you think that is the model that best suits your preferences. Once in the shop, you explain 

your preferences to the clerk who suggests you buy smartphone T25 at the same price. Hence you decide to 

buy the suggested model T25. Some time later, you realize that model B30 would have been better for your needs, while the 

smartphone you have bought does not meet your expectations.”  

While the second scenario in the “computer suggestion” condition was as follows: 

“After a year, your smartphone stops working and you have to buy a new one you go back to the shop with the 

idea to buy B30, because you think that is the model that best suits your preferences. Once in the shop, you enter your 

preferences in an algorithm-based website that suggests you buy smartphone T25 at the same price. 

Hence you decide to buy the suggested model T25. Some time later, you realize that model B30 would have been better for 

your needs, while the smartphone you have bought does not meet your expectations.” 
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4.4. Materials  

After having read the first scenario, participants filled the item related to the dimensions of 

responsibility, regret, disappointment, and guilt.  Due to the sampling method (Amazon MTurk), it seemed 

necessary to add one question as an attentional check, two questions about affective reaction and control 

item and an item checking the attention in the suggestion given. 

For the answers, participants were provided with a 10-points Likert scale, ranging from complete 

disagreement (1) to complete agreement (10). 

In this study, there were two items for each dimension. The former item was about the feeling 

of the dependent variable on the choice, while the latter item was about how participants felt for the bad 

outcome. 

The items were then considered singularly for each task and averaged to have scores about the 

experienced emotions on choice and outcome. 

The attention check question was assessed at the beginning of the experiment, to check whether 

participants read or not the instructions, to prevent distracted answers. 

Participants who had higher values in the control item compared to affective reaction were 

excluded from the analysis as a check of the experience of counterfactual emotions. 

4.4.1. Dependent variables: 

- Responsibility on Choice (1 item): refers to the extent the participants feel responsible about 

the choice made (Likert 10 points: 1: totally disagree; 10: totally agree) (Giorgetta, 2012) 

- Responsibility on Outcome (1 item): refers to the extent the participants feel responsible for 

the negative outcome (Likert 10 points: 1: totally disagree; 10: totally agree) (Giorgetta, 

2012)(Marcatto & Ferrante, 2008)(Marcatto & Ferrante, 2008)(Marcatto & Ferrante, 

2008)(Marcatto & Ferrante, 2008)(Marcatto & Ferrante, 2008)(Marcatto & Ferrante, 

2008)(Marcatto & Ferrante, 2008)(Marcatto & Ferrante, 2008)(Marcatto & Ferrante, 2008) 

- Regret on Choice (1 item): refers to the extent the participants feel regret on the choice made 

(Likert 10 points: 1: totally disagree; 10: totally agree) (Giorgetta, 2012) 

- Regret on Outcome (1 item): refers to the extent the participants feel regret on the negative 

outcome (Likert 10 points: 1: totally disagree; 10: totally agree) (Giorgetta, 2012) 

- Disappointment on Choice (1 item): refers to the extent the participants feel disappointed 

about the choice made (Likert 10 points: 1: totally disagree; 10: totally agree) (Giorgetta, 2012) 

- Disappointment on Outcome (1 item): refers to the extent the participants feel disappointed 

about the choice made (Likert 10 points: 1: totally disagree; 10: totally agree) (Giorgetta, 2012) 

- Guilt on Choice (1 item): refers to the extent the participants feel guilty about the choice made 

(Likert 10 points: 1: totally disagree; 10: totally agree) (Giorgetta, 2012) 
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- Guilt on Outcome (1 item): refers to the extent the participants feel guilty for the unsatisfactory 

outcome (Likert 10 points: 1: totally disagree; 10: totally agree) (Giorgetta, 2012) 

4.4.2. Independent variables 

- Conditions: human expert vs computer suggestion 

 

4.4.3. Control variables 

-  Affective reaction (1 item): refers to the feeling of being sorry about what happened to the 

participant, or the degree about how much the participant feel (Likert 10 points: 1: totally disagree; 

10: totally agree) (Marcatto & Ferrante, 2008)) 

- Control item (1 item):  refers to the feeling of being satisfied with what happened (Likert 10 points: 

1: totally disagree; 10: totally agree) (Marcatto & Ferrante, 2008) 

- Age and Gender 

 

 

5.1. Descriptive statistics 

The analyses were based on simple comparisons between dependent variables in the two 

conditions. No multiple comparisons were analyzed. In this section, the descriptive statistics for the 

dependent variables are presented. In the beginning, non-parametric analysis was carried out on the total 

sample of participants. In the second section, Mann-Whitney tests were used to test significant 

differences between dependent variables of responsibility, guilt, regret, and disappointment in the two 

conditions (human vs computer). In the last section, a summary of the will enlighten the significant 

results.  
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Table 11 Means (and standard deviations) of the four dimensions in RDS scale scores and trust by gender, age group, locus of control, personality traits, objective numeracy score. 

          

  

        

ns ns ns ns Ns ns ns ns 

8.16 9.4 9.4 6.76 8.44 9.44 9.48 6.5 

8.42 9.2 9.16 6.02 8.73 9.07 9.40 7.32 

0.04* 0.04* ns ns ns 0.004*** ns ns 

9.31 9.62 9.3 7.37 8.88 9.31 9.25 7.81 

7.85 9.00 9.07 5.94 8.28 9.10 9.35 6.59 

8.55 9.44 9.44 6.44 9.44 9.22 9.67 7.44 

8.5 9.83 9.83 5.33 9.00 9.5 10.00 4.5 
        

        

ns ns ns ns ns ns ns ns 

8.28 9.4 9.5 6.7 8.36 9.36 9.44 6.84 

8.44 9.09 9.09 6.2 8.86 8.87 9.27 6.5 

ns ns ns ns ns ns ns ns 

9.12 9.37 9.37 7.69 9.13 9.00 9.13 7.63 

8.02 8.87 9.02 5.94 8.28 8.97 9.25 6.38 

8.33 9.78 9.55 6.33 9.22 9.11 9.56 7.33 

8.83 10 9.83 5.66 9.33 9.5 10.00 4.5 

(p ) = for each comparison an indication of the p-value. ns = non-significant. 
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Figure 16 Total scores in the first task in human and computer condition by the dimensions of responsibility, guilt, 
regret, disappointment (N=70) 

Table 12 Summary descriptive statistics on dependent variables in the first task in human and 

computer conditions (N=70) 

  M Median SD # Subj 
Computer RESPONSIBILITY TASK1 8.11 8.5 2.00 27 

 GUILT TASK1 6.29 7 2.75  
 REGRET TASK1 9.21 10 0.96  

 DISAPP TASK1 9.17 9 0.93  
Human RESPONSIBILITY TASK1 8.51 9 1.71 43 

 GUILT TASK1 6.35 8 3.17  
 REGRET TASK1 9.23 9.5 0.88  
 DISAPP TASK1 9.29 9.5 0.82  

 

The medians of computer condition and the human condition were 8.5 and 9, respectively. To 

evaluate the difference in the responses of total responsibility in the first task, it was chosen a Mann-

Whitney's U test. It was found a non-significant effect between the two groups (The mean ranks of 

computer suggestion and group human suggestion were 8.11 and 8.51, respectively; U = 501, p = 0.33). 

Mann-Whitney’s U test showed a non-significant difference for the dimension of total guilt in the first 

task. The scores of computer condition (Mdn=7) were not different compared to the human condition 

(Mdn=8), U= 551, p=0.72. 

For total regret in the first task, Mann-Whitney’s U test indicated a non-significant difference between 

computer suggestion (Mdn=10) and human suggestion (Mdn=9.5), U=595, p=0.86. Even for total 

disappointment scores in the first task, Mann-Whitney’s U test showed a non-significant difference 

between the computer (Mdn=9) condition and the human condition (Mdn=9.5), U=544.5, p=0.65.   
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Figure 17 Total scores in the second task in human and computer condition by the dimensions of responsibility, guilt, 
regret, disappointment (N=70) 

 

Table 13 Summary descriptive statistics on dependent variables in the second task in human and 

computer conditions (N=70) 

  M Median SD # Subj 
Computer RESPONSIBILITY TASK2 8.26 8 1.99 27 

 GUILT TASK2 6.24 7 3.28  
 REGRET TASK2 8.98 9 1.23  

 DISAPP TASK2 9.37 10 0.86  
Human RESPONSIBILITY TASK2 8.91 10 1.65 43 

 GUILT TASK2 7.01 8 3.29  
 REGRET TASK2 9.21 10 1.25  
 DISAPP TASK2 9.38 10 1.12  

 

A Mann-Whitney's U test was chosen to evaluate the differences in the scores of total 

responsibility in the second task. The medians of computer condition and the human condition were 8 

and 10, respectively. It was found a non-significant effect between the two groups, U = 455, p = 0.11.  

Mann-Whitney’s U test showed also a non-significant difference for the dimension of total guilt in the 

second task. The scores of computer condition (Mdn=7) were not different compared to the human 

condition (Mdn=8), U= 495, p=0.30. 

For total regret in the second task, Mann-Whitney’s U test indicated a non-significant difference between 

computer suggestion (Mdn=9) and human suggestion (Mdn=10), U=516, p=0.41. Even for total 

disappointment scores in the first task, Mann-Whitney’s U test showed a non-significant difference 

between the computer (Mdn=10) condition and the human condition (Mdn=10), U=533, p=0.52.   
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Figure 18 Scores in the first task in human and computer condition of the dimensions of regret and disappointment 
(N=70) 

 

Table 14 Summary descriptive statistics of regret and disappointment (on choice and outcome) in the 

first task in human and computer conditions (N=70) 

  M Median SD # Subj 
Computer REGRET ON CHOICE 9.26 10 1.02 27 

 REGRET ON OUTCOME 9.22 10 0.97  
 DISAPPOINTMENT ON CHOICE 9.185 9 0.96  

 DISAPPOINTMENT ON OUTCOME 9.15 9 0.95  
Human REGRET ON CHOICE 9.28 9 0.83 43 

 REGRET ON OUTCOME 9.19 10 0.98  
 DISAPPOINTMENT ON CHOICE 9.28 10 0.83  
 DISAPPOINTMENT ON OUTCOME 9.30 10 0.89  

 

Mann-Whitney’s U test showed a non-significant difference for the dimension of total regret on 

choice in the first task. The scores of computer condition (Mdn=10) were not significantly different 

compared to the human condition (Mdn=10), U= 602, p=0.78. 

For regret on outcome in the first task, Mann-Whitney’s U test indicated a non-significant difference 

between computer suggestion (Mdn=10) and human suggestion (Mdn=10), U=594.5, p=0.86. 

Even for disappointment on choice in the first task, Mann-Whitney’s U test showed a non-significant 

difference between the computer (Mdn=9) condition and the human condition (Mdn=10), U=560, 

p=0.79. Non-significant results were found for the differences between the scores of disappointment on 

outcome in the first task between computer condition (Mdn=9) and the human condition (Mdn=10), as 

showed by Mann-Whitney’s U test, U=525.5, p=0.47.   
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Figure 19 Scores in the second task in human and computer condition of the dimensions of regret and disappointment 
(N=70) 

Table 15 Summary descriptive statistics of regret and disappointment (on choice and outcome) in the 

second task in human and computer conditions (N=70) 

  M Median SD # Subj 
Computer REGRET ON CHOICE 9.04 10 1.31 27 

 REGRET ON OUTCOME 8.93 9 1.27  
 DISAPPOINTMENT ON CHOICE 9.41 10 0.84  

 DISAPPOINTMENT ON OUTCOME 9.33 10 0.91  
Human REGRET ON CHOICE 9.30 10 1.28 43 

 REGRET ON OUTCOME 9.12 10 1.27  
 DISAPPOINTMENT ON CHOICE 9.44 10 1.18  
 DISAPPOINTMENT ON OUTCOME 9.33 10 1.12  

 

A non-parametric Mann-Whitney test indicated that regret on the choice on the second task was 

not different from computer suggestion (Mdn = 10) and human suggestion (Mdn = 10), U=498.5, 

p=0.26. 

The median of experienced regret on outcome during the second task was not different between the 

experimental condition (Mdn = 9) and the control condition (Mdn = 10), a Mann-Whitney’s U test 

showed non-significant results, U=530.5, p=0.52 

As regards disappointment on choice on the first task, the Mann-Whitney test showed a non-significant 

difference between computer suggestion (Mdn=10) and human suggestion (Mdn=10), U=518.5, 

p=0.37. Non-significant results were found for the differences between the scores of disappointment on 

outcome in the second task between computer condition (Mdn=10) and the human condition 

(Mdn=10), as showed by Mann-Whitney’s U test, U=555, p=0.73.  
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Figure 20 Scores in the first task in human and computer condition of the dimensions of responsibility and guilt 
(N=70) 

Table 16 Summary descriptive statistics of responsibility and guilt (on choice and outcome) in the first 

task in human and computer conditions (N=70) 

  M Median SD # Subj 
Computer RESPONSIBILITY ON CHOICE 8.07 8 1.98 27 

 RESPONSIBILITY ON OUTCOME 8.15 9 2.09  
 GUILT ON CHOICE 6.33 7 2.72  

 GUILT ON OUTCOME 6.26 7 2.82  
Human RESPONSIBILITY ON CHOICE 8.49 9 1.79 43 

 RESPONSIBILITY ON OUTCOME 8.54 9 1.65  
 GUILT ON CHOICE 6.26 7 3.22  
 GUILT ON OUTCOME 6.44 8 3.16  

 

A Mann-Whitney's U test was chosen to evaluate the differences in the scores of total 

responsibility on choice in the first task. The medians of computer condition and the human condition 

were 8 and 9, respectively. It was found a non-significant effect between the two groups, U = 494.5, p 

= 0.28. 

Mann-Whitney’s U test also showed a non-significant difference for the dimension of responsibility on 

outcome in the first task. The scores of computer condition (Mdn=9) were not different compared to 

the human condition (Mdn=9), U= 517.5, p=0.44. 

For guilt on choice in the first task, Mann-Whitney’s U test indicated a non-significant difference 

between computer suggestion (Mdn=7) and human suggestion (Mdn=7), U=561, p=082. 

Even for total guilt on outcome scores in the first task, Mann-Whitney’s U test showed a non-significant 

difference between the computer (Mdn=7) condition and the human condition (Mdn=8), U=536, 

p=0.59.  
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Figure 21 Scores in the second task in human and computer condition of the dimensions of responsibility and guilt 
(N=70) 

 

Table 17 Summary descriptive statistics of responsibility and guilt (on choice and outcome) in the 

second task in human and computer conditions (N=70) 

  M Median SD # Subj 
Computer RESPONSIBILITY ON CHOICE* 8.19 8 2.08 27 

 RESPONSIBILITY ON OUTCOME 8.33 9 2.09  
 GUILT ON CHOICE 6.30 7 3.27  

 GUILT ON OUTCOME 6.19 7 3.34  
Human RESPONSIBILITY ON CHOICE 8.91 10 1.72 43 

 RESPONSIBILITY ON OUTCOME 8.91 10 1.66  
 GUILT ON CHOICE 7.12 9 3.34  
 GUILT ON OUTCOME 6.91 8 3.39  

 

A Mann-Whitney test indicated that responsibility on the choice on the second task was not 

different from computer suggestion (Mdn = 8) and human suggestion (Mdn = 10), U=442, p=0.07. 

The median of responsibility on the outcome on the second task was not different between the 

experimental condition (Mdn = 9) and the control condition (Mdn = 10), a Mann-Whitney’s U test 

showed non-significant results, U=484.5, p=0.21 

As regards guilt on choice on the second task, the Mann-Whitney test showed a non-significant 

difference between computer suggestion (Mdn=7) and human suggestion (Mdn=9), U=483.5, p=0.24.  

Non-significant results were found for the differences between the scores of disappointment on 

outcome in the second task between computer condition (Mdn=7) and the human condition (Mdn=8), 

as showed by Mann-Whitney’s U test, U=498, p=0.31.   
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Figure 22 Scores in both tasks in human and computer condition of the dimensions of responsibility, guilt, regret and 
disappointment on choice (N=70) 

Table 18 Summary descriptive statistics of DVs on choice in human and computer conditions (N=70) 
  M Median SD # Subj 

Computer RESPONSIBILITY ON CHOICE 8.13 8.5 1.92 27 
 GUILT ON CHOICE 6.32 7 2.91  

 REGRET ON CHOICE 9.15 9.5 1.04  
 DISAPPOINTMENT ON CHOICE 9.3 9.5 0.85  

Human RESPONSIBILITY ON CHOICE 8.7 9 1.65 43 
 GUILT ON CHOICE 6.7 8 3.11  
 REGRET ON CHOICE 9.29 9.5 0.93  
 DISAPPOINTMENT ON CHOICE 9.36 9.5 0.88  

 

Mann-Whitney’s U test evaluated the dimension of total responsibility of choice. The medians 

of computer condition and the human condition were 8.5 and 9, respectively. It was found a non-

significant effect between the two groups; U = 448.5, p = 0.10. 

Mann-Whitney’s U test showed a non-significant difference for the dimension of total guilt on choice in 

both tasks. The scores of computer condition (Mdn=7) were not different compared to the human 

condition (Mdn=8), U= 520, p=047. 

For total regret on choice, Mann-Whitney’s U test indicated a non-significant difference between 

computer suggestion (Mdn=9.5) and human suggestion (Mdn=9.5), U=548.5, p=0.69. Even for total 

disappointment scores in the first task, Mann-Whitney’s U test showed a non-significant difference 

between the computer (Mdn=9.5) condition and the human condition (Mdn=9.5), U=549, p=0.69.  
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Figure 23 Scores in both tasks in human and computer condition of the dimensions of responsibility, guilt, regret and 
disappointment on outcome (N=70) 

Table 19 Summary descriptive statistics of DVs on outcome in human and computer conditions 

(N=70) 

  M Median SD # Subj 
Computer RESPONSIBILITY ON OUTCOME 8.24 8.5 2.04 27 

 GUILT ON OUTCOME 6.22 6.5 2.99  
 REGRET ON OUTCOME 9.01 9.5 1.06  

 DISAPPOINTMENT ON OUTCOME 9.24 9.5 0.88  
Human RESPONSIBILITY ON OUTCOME 8.72 9 1.49 43 

 GUILT ON OUTCOME 6.67 8 3.20  
 REGRET ON OUTCOME 9.15 9.5 0.97  
 DISAPPOINTMENT ON OUTCOME 9.31 9.5 0.89  

 

A Mann-Whitney's U test was chosen to evaluate the differences in the scores of total 

responsibility on the outcome. The medians of computer condition and the human condition were 8.5 

and 9, in that order. It was found a non-significant effect between the two groups, U = 492, p = 0.28. 

Mann-Whitney’s U test showed also a non-significant difference for the dimension of guilt on the 

outcome. The scores of computer condition (Mdn=6.5) were not different compared to the human 

condition (Mdn=8), U= 512, p=0.41. 

Non-significant results were found for the differences between the scores of regret on the 

outcome between computer condition (Mdn=9.5) and the human condition (Mdn=9.5), as showed by 

Mann-Whitney’s U test, U=569, p=0.89. As regards guilt on the outcome, the Mann-Whitney test 

presented a non-significant difference between computer suggestion (Mdn=9.5) and human suggestion 

(Mdn=9.5), U=553.5, p=0.74.   
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5.2. Removed outliers 

In this section, the data were handled excluding the outliers according to the subjects out the 

limits of the whiskers in the boxplots. Each dimension in each task was handled independently, and 

other non-parametric tests were carried out. 

 

Figure 24 Scores in the first task human and computer condition of the dimensions of responsibility, guilt, regret and 
disappointment on choice (N=68) 

Table 20 Summary descriptive statistics on dependent variables in the first task in human and 
computer conditions 

  M Median SD # Subj 
Computer RESPONSIBILITY TASK1 8.39 8.5 1.43 26 
Human RESPONSIBILITY TASK1 8.63 9 1.53 42 
Computer GUILT TASK1 6.30 7 2.75 27 
Human GUILT TASK1 6.35 8 3.17 43 
Computer REGRET TASK1 9.35 10 0.81 26 
Human REGRET TASK1 9.23 9.5 0.88 43 
Computer DISAPP TASK1 9.17 9 0.93 27 
Human DISAPP TASK1 9.29 9.5 0.82 43 

A Mann-Whitney test indicated that the scores of total perceived responsibility were not different in the 

human condition (Mdn= 9 ) than in Computer condition (Mdn=8.5), U= 475, p=0.369 

As regards total guilt in the first task, the Mann-Whitney’s U test showed a non-significant difference 

between computer condition (Mdn=8.5) and the human condition (Mdn=9), U=551, p=0.73. 

Similarly, total regret in the first task showed a non-significant difference between the suggestion in the 

experimental condition (Mdn=10) and control condition (Mdn=9.5), Mann-Whitney’s U test showed 

U=595, p=0.67. Even total disappointment in the first task showed a similarity in the medians in the 

computer condition (Mdn=9) and the human condition (Mdn=9.5); Mann-Whitney’s U test was 

U=544.5, p=0.65. 
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Figure 25 Scores in the second task human and computer condition of the dimensions of responsibility, guilt, regret 
and disappointment on choice  

Table 21 Summary descriptive statistics on dependent variables in the second task in human and 
computer conditions 

  M Median SD # Subj 
Computer RESPONSIBILITY TASK2* 8.54 8.5 1.39 26 
Human RESPONSIBILITY TASK2* 9.24 10 1.13 40 
Computer GUILT TASK2 6.24 7 3.29 27 
Human GUILT TASK2 7.012 8 3.29 43 
Computer REGRET TASK2 8.98 9 1.23 27 
Human REGRET TASK2 9.54 10 1.24 39 
Computer DISAPP TASK2 9.46 10 0.73 26 
Human DISAPP TASK2 9.61 10 0.72 40 

A Mann-Whitney test indicated that total responsibility in the second task was lower for 

computer suggestion (Mdn = 8.5) compared to human suggestion (Mdn = 9), U=377, p=0.04. 

The median of guilt in the second task was not different between the computer condition (Mdn = 7) 

and the control condition (Mdn = 8), a Mann-Whitney’s U test showed non-significant results, U=495, 

p=0.30. 

As regards regret in the second task, the Mann-Whitney test showed a non-significant difference between 

computer suggestion (Mdn=9) and human suggestion (Mdn=10), U=413, p=0.11.  

Even for disappointment in the second task, the Mann-Whitney test showed a non-significant difference 

between computer suggestion (Mdn=10) and human suggestion (Mdn=10), U=453, p=0.30.   
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Figure 26 Scores in the first task human and computer condition of the dimensions of regret and disappointment  

Table 22 Summary descriptive statistics of regret and disappointment (on choice and outcome) in the 
first task in human and computer conditions 

  M Median SD # Subj 
Computer REGRET ON CHOICE 9.39 10 0.80 26 
Human REGRET ON CHOICE 9.39 9 0.67 41 
Computer REGRET ON OUTCOME 9.22 10 0.97 27 
Human REGRET ON OUTCOME 9.19 10 0.98 43 
Computer DISAPPOINTMENT ON CHOICE 9.36 10 0.76 25 
Human DISAPPOINTMENT ON CHOICE 9.28 10 0.83 43 
Computer DISAPPOINTMENT ON OUTCOME 9.32 9 0.74 25 
Human DISAPPOINTMENT ON OUTCOME 9.36 10 0.82 42 

Non-significant results were found for the differences between the scores of regret on choice in 

the first task between computer condition (Mdn=10) and the human condition (Mdn=9), as showed by 

Mann-Whitney’s U test, U=550, p=0.81. 

As regards regret on outcome in the first task, the Mann-Whitney test presented a non-significant 

difference between computer suggestion (Mdn=10) and human suggestion (Mdn=10), U=594.5, 

p=0.86. 

For disappointment on choice in the first task, non-parametric Mann-Whitney’s U test showed a non-

significant difference between computer suggestion (Mdn=10) and human suggestion (Mdn=10), 

U=560, p=0.76. 

Even for the disappointment of choice in the first task, the two conditions did not differ comparing the 

medians of computer condition (Mdn=9) and the human condition (Mdn=10), Mann-Whitney’s test 

U=499.5, p=0.72.  
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Figure 27 Scores in the first task human and computer condition of the dimensions of regret and disappointment 

Table 23 Summary descriptive statistics of regret and disappointment (on choice and outcome) in the 
second task in human and computer conditions (N=67) 

  M Median SD # Subj 
Computer REGRET ON CHOICE 9.19 10 1.06 26 
Human REGRET ON CHOICE 9.64 10 0.63 39 
Computer REGRET ON OUTCOME 8.93 9 1.27 27 
Human REGRET ON OUTCOME 9.44 10 0.72 39 
Computer DISAPPOINTMENT ON CHOICE 9.5 10 0.71 26 
Human DISAPPOINTMENT ON CHOICE 9.7 10 0.61 40 
Computer DISAPPOINTMENT ON OUTCOME 9.42 10 0.81 26 
Human DISAPPOINTMENT ON OUTCOME 9.73 10 0.51 37 

 

The dimension of regret on choice in the second task was evaluated by Mann-Whitney’s U test. 

The medians of computer condition and the human condition were 10 and 10, respectively. It was found 

a non-significant effect between the two groups; U = 396.5, p = 0.08. 

Mann-Whitney’s U test showed a non-significant difference for the dimension of regret on outcome in 

the second task. The scores of computer condition (Mdn=9) were not different compared to the human 

condition (Mdn=10), U= 429, p=0.17. 

For disappointment on choice in the second task, Mann-Whitney’s U test indicated a non-significant 

difference between computer suggestion (Mdn=10) and human suggestion (Mdn=10), U=438.5, 

p=0.18. 

Even for disappointment on outcome in the second task, Mann-Whitney’s U test showed a non-

significant difference between the computer (Mdn=10) condition and the human condition (Mdn=10), 

U=395.5, p=0.14.  
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Figure 28 Scores in the first task human and computer condition of the dimensions of responsibility and guilt 

Table 24 Summary descriptive statistics of responsibility and guilt (on choice and outcome) in the first 
task in human and computer conditions 

  M Median SD # Subj 
Computer RESPONSIBILITY ON CHOICE 8.35 8 1.41 26 
Human RESPONSIBILITY ON CHOICE 8.62 9 1.59 42 
Computer RESPONSIBILITY ON OUTCOME 8.6 9 1.29 25 
Human RESPONSIBILITY ON OUTCOME 8.54 9 1.65 43 
Computer GUILT ON CHOICE 6.33 7 2.71 27 
Human GUILT ON CHOICE 6.26 7 3.22 43 
Computer GUILT ON OUTCOME 6.25 7 2.82 27 
Human GUILT ON OUTCOME 6.44 8 3.16 43 

 

A Mann-Whitney's U test was chosen to evaluate the differences in the scores of responsibility 

on choice in the first task. The medians of computer condition and the human condition were 8 and 9, 

respectively. It was found a non-significant effect between the two groups, U = 468.5, p = 0.31. 

Mann-Whitney’s U test also showed a non-significant difference for the dimension of responsibility on 

outcome in the first task. The scores of computer condition (Mdn=9) were not different compared to 

the human condition (Mdn=9), U= 517 p=0.79. 

For guilt on choice in the first task, Mann-Whitney’s U test indicated a non-significant difference 

between computer suggestion (Mdn=7) and human suggestion (Mdn=7), U=561, p=082. 

Even for total guilt on outcome scores in the first task, Mann-Whitney’s U test showed a non-significant 

difference between the computer (Mdn=7) condition and the human condition (Mdn=8), U=536, 

p=0.59.  
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Figure 29 Scores in the second task human and computer condition of the dimensions of responsibility and guilt 

Table 25: Summary descriptive statistics of responsibility and guilt (on choice and outcome) in the second task in human 

and computer conditions (N=70) 
  M Median SD # Subj 

Computer RESPONSIBILITY ON CHOICE* 8.46 8.5 1.53 26 
Human RESPONSIBILITY ON CHOICE* 9.42 10 0.89 48 
Computer RESPONSIBILITY ON OUTCOME 8.62 9 1.52 26 
Human RESPONSIBILITY ON OUTCOME 9.02 10 1.49 42 
Computer GUILT ON CHOICE 6.30 7 3.27 27 
Human GUILT ON CHOICE 7.12 9 3.34 43 
Computer GUILT ON OUTCOME 6.19 7 3.34 27 
Human GUILT ON OUTCOME 6.91 8 3.39 43 

 

A Mann-Whitney's U test was run to assess the differences in the scores of responsibility on 

choice in the second task. The medians of computer condition and the human condition were 8.5 and 

10, in that order. It was found a significant effect between the two groups, U = 318, p = 0.009. 

Mann-Whitney’s U test also showed a significant difference in the dimension of responsibility on 

outcome in the second task. The scores of computer condition (Mdn=9) were not different compared 

to the human condition (Mdn=10), U= 485.5, p=0.23. 

Non-significant results were found for the differences between the scores of guilt on choice in 

the second task between computer condition (Mdn=7) and the human condition (Mdn=9), as showed 

by Mann-Whitney’s U test, U=483.5, p=0.24. 

As regards guilt on the outcome, the Mann-Whitney test presented a non-significant difference between 

computer suggestion (Mdn=7) and human suggestion (Mdn=8), U=498, p=0.31.   
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Figure 30 Total scores on choice in human and computer conditions of the dimensions of responsibility, guilt, regret, 
and disappointment 

 

Table 26 Summary descriptive statistics of DVs on choice in human and computer conditions (N=70) 
  M Median SD # Subj 

Computer RESPONSIBILITY ON CHOICE* 8.4 8.5 1.31 26 
Human RESPONSIBILITY ON CHOICE* 9.1 9.5 1.03 39 
Computer GUILT ON CHOICE 6.32 7 2.91 27 
Human GUILT ON CHOICE 6.69 8 3.11 43 
Computer REGRET ON CHOICE 9.25 9.5 0.91 26 
Human REGRET ON CHOICE 9.43 9.5 0.69 41 
Computer DISAPPOINTMENT ON CHOICE 9.3 9.5 0.84 27 
Human DISAPPOINTMENT ON CHOICE 9.44 9.5 0.72 42 

 

A Mann-Whitney test pointed out that total responsibility was significantly different from 

computer suggestion (Mdn = 8.5) and human suggestion (Mdn = 9.5), U=346.5, p=0.03. 

The median of guilt on choice was not different between the experimental condition (Mdn = 7) and the 

control condition (Mdn = 8), a Mann-Whitney’s U test showed non-significant results, U=520, p=0.47. 

As regards regret on choice, the Mann-Whitney test showed a non-significant difference between 

computer suggestion (Mdn=9.5) and human suggestion (Mdn=9.5), U=483.5, p=0.62.  

Non-significant results were also found for the differences between the scores of disappointment on 

choice between computer condition (Mdn=9.5) and the human condition (Mdn=9.5), as showed by 

Mann-Whitney’s U test, U=522, p=0.56.   
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Figure 31 Total scores on outcome in human and computer conditions of the dimensions of responsibility, guilt, 
regret and disappointment 

 

Table 27 Summary descriptive statistics of DVs on outcome in human and computer conditions 
(N=70) 

  M Median SD # Subj 
Computer RESPONSIBILITY ON OUTCOME 8.68 9 1.25 25 
Human RESPONSIBILITY ON OUTCOME 9 9 1.1 40 
Computer GUILT ON OUTCOME 6.22 6.5 2.99 27 
Human GUILT ON OUTCOME 6.67 8 3.20 43 
Computer REGRET ON OUTCOME 9.07 9.5 1.06 27 
Human REGRET ON OUTCOME 9.15 9.5 0.97 43 
Computer DISAPPOINTMENT ON OUTCOME 9.24 9.5 0.88 27 
Human DISAPPOINTMENT ON OUTCOME 9.43 9.5 0.75 41 

 

The dimension of regret on outcome was calculated by Mann-Whitney’s U test. The medians of 

computer condition and the human condition were 9 and 9, respectively. It was found a non-significant 

effect between the two groups; U = 417, p = 0.25. 

Mann-Whitney’s U test showed a non-significant difference for the dimension of guilt on outcome. The 

scores of computer condition (Mdn=6.5) were not different compared to the human condition (Mdn=8), 

U= 512, p=0.41. 

As regards regret on the outcome, the Mann-Whitney test presented a non-significant difference between 

computer suggestion (Mdn=9.5) and human suggestion (Mdn=9.5), U=569, p=0.89. Even for 

disappointment on outcome, the two conditions did not differ comparing the medians of computer 

condition (Mdn=9.5) and the human condition (Mdn=9.5), Mann-Whitney’s test U=499.5, p=0.48.   
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5.3. Summary of results 

In the first section, the analyses showed a lack of significance in the dependent variables of 

disappointment, regret, and guilt. While an exciting trend was found for the perceived responsibility on 

choice in the second task (p=0.08).  

In the second section, the outliers were removed from the analyses according to the criteria of 

excluding participants who showed scores outside the whiskers of the boxplots (upper and lower 

quartiles).  

These analyses showed how responsibility has higher scores after following the human 

suggestion. In particular total responsibility, or the sum of responsibility on choice and on the outcome, 

in the second task showed that participants felt more self-blame after made a mistake following twice a 

human advisor (p=0.04); the responsibility in the choice confirmed this result compared to the 

responsibility on the outcome. Participants felt more responsible for the wrong choice (p=0.008) when 

they trust again the same source of the suggestion than they felt responsible for the outcome (p=0.21). 

This effect showed a trend in the regret on choice in the second task (p=0.08), higher when people 

followed twice the bad advice of another human compared to following twice wrong advice by an 

algorithm-based system. This analysis, even if it is not statistically significant, showed a trend that needs 

more attention.  

Eventually, the results of this study demonstrated that participants felt more responsibility on 

the wrong choice in both tasks (p=0.028) when the advisor is human than the same situation when a 

computer-based system gave the advice. 

The results did not meet the initial expectations since any difference in regret, disappointment, 

and guilt between the human and computer-based task have not been found. The initial intuition was at 

least partially confirmed because the effect on responsibility was rather strong. Indeed, the effect on 

responsibility can be related to the antecedents of regret (Zeelenberg, van Dijk, et al., 2000). 

Even if further studies need to be carried out, from a Human-Computer Interaction (HCI) point 

of view, the decrease of the sense of responsibility when the suggestion comes from the computer may 

induce risky choices and it should be counterbalanced by appropriate design solutions.  

 

This study presented preliminary research aimed at understanding the possible differences in the 

acceptance of an algorithmic suggestion with respect to a human being suggestion. Negative and 

counterfactual emotions were analyzed, presenting scenarios in which participants experienced two 

wrong outcomes due to bad suggestions. 

The evidence from this study suggests that perceived responsibility on choice is lower when 

participants received a wrong suggestion by a computer rather than by a human being. 



 

80 

This evidence may suggest that decision making with computer advice may eventually induce 

risky choices due to the lower sense of responsibility.   

This result needs to be confirmed by other studies, in particular, because of the lack of 

significance for the other negative and counterfactual emotions that are well-known related to a sense of 

responsibility. Primarily, it will be essential to vary the scenarios, to understand the context-specific effect 

of counterfactual emotions, and to control for possible confounding variables (such as personality traits 

or attitude toward technology). 

Still, these results are appealing for a better understanding of the relation between users and 

intelligent machines in a decision-making process and for a better design of this type of systems. In 

particular, the contribution of this study to the design of intelligent systems is to make the designers 

conscious about how the context can influence counterfactual thoughts, and every decisional task can 

affect the emotions of regret and disappointment in different ways.  

The study had some limitations. First, one may note that for all emotions and in both scenarios, 

the values tend to be quite high. These scores might be due to either a bias from recruiting the 

participants in a crowdsourcing service (as it might be apparent from the high number of participants 

that the author had to exclude from the analysis) or from the scenarios that may have appeared confused 

or unnatural. Second, the variance is quite large for all the emotions, and in both scenarios. Again, this 

might be due to the reasons above, or it might depend on some conditions that were not measured (for 

example, different perceptions of the true intentions of the clerk while the computer might have looked 

more neutral concerning hidden intentions). Alternatively, personality traits (for example, the Locus of 

Control (Ajzen, 2002) of participants) might be a confounding variable in this case. Another possibility 

would be that participants might have transferred the responsibility of the wrong decision outcome on 

the source of the suggestion, both perceived as experts (see for example the discussion in (Pieters & 

Zeelenberg, 2007)). Moreover, one of the limitations of the experiment based on scenarios is that they 

can be perceived as artificial by the participants, and the specific situation used can affect the results. 

The next study will put the attention to the manipulation of algorithm aversion from a classic 

scenario from the literature (Logg et al., 2019; Moore & Klein, 2008; Sniezek & Buckley, 1995). It will 

focus on the exploration of different positive and negative emotions in the Judge-Advisor System 

paradigm between human and algorithm-based advisors. 
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The previous study showed the role of responsibility in the wrong outcome between a human 

and a computer suggestion in a purchase scenario. In particular, experiment 2 demonstrated that people 

feel more responsibility when they follow a suggestion from a human compared to a suggestion given 

by an intelligent system.  

In the next study, to prevent the issues related to the scenario-based experiment and to maintain 

the multidisciplinary approach, the design was based on advice taking literature, in particular to algorithm 

aversion studies. 

This study is adapted to the judge-advisor system (JAS) design experiment (Bonaccio & Dalal, 

2006; Gino, 2008; Sniezek & Van Swol, 2001). The goal of this experiment was to replicate the results 

from Logg et al. (2019) and relate them to the experience of counterfactual emotions. 

The fundamental importance of Logg’s findings is that people appreciate more advice from an 

algorithm than from a human for the first time (2016; 2019), while there are no links between how bad 

feedback can influence the perceived responsibility in the outcome and the experienced subsequent 

counterfactuals. 

The main idea of this study was to link the higher reliance on algorithms in the first instance 

with a greater surprise for seeing an algorithm errs, because of the expected perfection of the machine. 

According to the author’s vision, this expectation can be linked to the experience of regret if the 

algorithm gives a wrong suggestion. 

This study aims to replicate the previous findings in Logg (2016) that showed how people rely 

more on algorithmic suggestions and compare the previous results with counterfactual thinking and 

emotional experience of the participants. In this study, an error was added to the participants to give the 

salience to counterfactual thoughts. This design and the set up were inspired by (Logg et al., 2019), and 

as a variation, the method added wrong feedback after participants accomplished the task. Moreover, it 

adds three scales about the perception of the source of the advice, the experienced emotions, and the 

behavioral intention to use the systems again. 

 

 

This experiment has its roots in the Logg’s findings of the higher reliance people expressed on 

algorithms during a visual estimation task (Logg et al., 2019). 
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This study aimed to investigate whether a higher reliance on the suggestion can affect 

significantly the experienced negative effects of counterfactuals emotions. 

This experiment tests how much people rely on the advice provided by an algorithm or on the 

advice provided by other participants for an estimate with an objective standard. 

In particular, the main purpose is to link the algorithm appreciation literature with algorithm 

aversion through the understanding of the underlying process of reliance. That is to say; participants 

follow algorithm suggestion because they think that the algorithm is perfect until they see it errs. In the 

author’s idea, this can provoke a violation of trust and a higher feeling of self-blame and regret compared 

to following the suggestion provided by a human, even if it also leads to a wrong outcome. 

This study has two research questions in its basis. First, do people with higher reliance in the 

algorithm suggestion, after a wrong outcome, show more negative emotions? Second, do people with 

higher reliance on the algorithm suggestion, after a wrong outcome, show less intention to use the same 

source of advice again?  

Five hypotheses guided this work:  

H1: Participants who rely more on the algorithmic suggestion feel more negative 

emotions about the choice. 

H2: Participants who rely more on the algorithmic suggestion feel more negative 

emotion about the source of advice. 

H3: Participants who rely more on the algorithmic suggestion show a lower intention 

to use the suggestion from the same source in the future again. 

H4: Participants who trust more on the suggestion perceive a general lower ease of use 

of the suggestion nevertheless the source  

H5: Participants who rely more on the suggestion perceive general lower usefulness of 

the suggestion nevertheless the source  

 

This experiment was built with Qualtrics XM platform. Qualtrics allows to dynamically present 

a suggestion with the same error reported to the participants’ responses, according to the purposes of 

this experimental design. Besides that, Qualtrics software is suitable to be used on the Amazon 

Mechanical Turk platform, the crowdsourcing platform to collect participants. 



 

83 

 

4.1. Experimental Design 

The experiment had a 2-cell (advisor: participant vs. algorithm) between-subject design in which 

the source of the advice participants received was manipulated between an estimate given by an algorithm 

or given by a participant from a previous study. 

The task was to estimate the weight of a person in a photograph, without any other information. 

Participants estimated the weight of the person twice and received advice before making the second 

choice. The primary dependent variable was how much the participants relied on the suggestion or, as it 

called in advice literature, Weight of Advice4.  

The instructions and the phrasing of the task are essentially the same as used by Logg (2019) in 

experiment1A. This paradigm was adopted to replicate the results achieved by the authors and investigate 

additional emotional implications. Specifically, three different scales were added. An emotional scale 

about the choice after receiving a wrong outcome(MacGeorge et al., 2013; Prahl & Van Swol, 2017), a 

scale on the perception of the source of the suggestion, and a scale on ease of use, usefulness, behavioral 

intention (Spagnolli, Guardigli, Orso, Varotto, & Gamberini, 2014). 

4.2. Sample 

For this experiment, 702 participants were collected through the Amazon Mechanical Turk 

platform. Every participant was from the US, and she/he was paid 0.25$. The aim was to collect 200 

participants (100 in the human-suggestion condition and 100 in the computer-suggestion condition). 

Despite these arrangements, the final sample included 163 participants. The inclusion requirements were 

to be at least 18 years old, be fluent in English, understand weight in pounds and, read the instructions 

carefully. Nevertheless, 388 participants were removed by checking double (or more) occurrences in I.P. 

address, 21 participants did not finish the survey, 116 failed the attention check, 11 participants were 

excluded because of missing data or incomplete completion, 2 participants were removed because they 

failed the instructions of the first estimate and, 1 participant was excluded because she/he failed the 

instructions of second estimate (she/he gave an estimate out of the expected weight written in the 

instructions).  

The final sample was composed of 163 participants (74 women M=42.68 SD=13.00; 89 men, 

M=34.72, SD=10.43) (83 computer suggestion, 80 human suggestion). For this and all the experiments 

 

4𝑆𝐻𝐼𝐹𝑇 =
𝐹𝑖𝑛𝑎𝑙𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒−𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒

𝑆𝑢𝑔𝑔𝑒𝑠𝑡𝑖𝑜𝑛−𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒
. SHIFT= 0, totally discounting the advice; 0>SHIFT<1: rely on 

the advice 
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about estimates and forecasts, participants’ precision was incentivized. In this experiment, participants 

were informed about the opportunity to enter a lottery of 10$ if the estimate was closer to the real weight.  

To improve commitment and precision, participants earned a bonus according to their precision, 

according to the following bullets: 

• $0.80 - perfectly forecast the actual weight 

• $0.65 - within 2 pounds of the actual weight  

• $0.50 - within 5 pounds of the actual weight 

• $0.35 - within 7 pounds of the actual weight 

• $0.20 - within 9 pounds of the actual weight 

• $0.05 - within 12 pounds of the actual weight 

• $0.00 - out 12 pounds of the actual weight 

 

4.3. Experimental procedure  

The procedure was adapted from Logg, Moore, Klein, and Gino (Logg et al., 2019). Participants 

viewed a photo of a person, made a first estimate about the weight, then received a suggestion (157 or 

165 pounds) and made a final estimate before receiving the feedback about their (wrong) choice. 

Before their second estimate, participants received different advice, according to their first 

estimate (157 pounds, if the first estimate was higher than actual weight; 165 pounds, if the first estimate 

was lower than actual weight). The suggestion was described as an estimate from either another 

participant or an algorithm. The advice had the same error (±4 pounds). The suggestion was actually 

quite accurate and only four pounds off from the person’s actual weight (161 pounds).  

This dynamic suggestion represents one of the main differences compared to Logg’s design, in 

which the participants received the same static suggestion. This feedback was made to present a 

suggestion on a reasonable weight without going beyond plausible range. 

Another important difference is the presentation of feedback. In Logg’s design there was no 

feedback presented after the second judgment. In the present design, the wrong outcome has been 

presented. 

4.3.1. Suggestion Manipulation 

The presented suggestion followed exactly Logg’s design. As stated before, the main differences 

between the present study and the study of Logg pertain to the dynamic suggestion presented to 

participants and the dynamic feedback about the error, in which the suggestion performed better 

compared to the participant. In the lines below, the wording of the two suggestions will be presented. 
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The task for the human condition: 

“Here is some more information that may help you make your final estimate. 

 The average estimate of participants from a past study was: ### pounds.” 

The task for the computer condition: 

“Here is some more information that may help you make your final estimate. 

“An algorithm ran calculations based on estimates of participants from a past study.  

The output that the algorithm computed as an estimate was: ### pounds.” 

 

4.4. Materials 

To investigate the emotional experiences in the two conditions a questionnaire was build ad hoc. 

Such questionnaire is composed of three parts: the emotional scale on the suggestion, emotional scale 

on the source of advice, and a behavioral intention scale. The behavioral intention scale has its basis in 

Human-Computer Interaction literature, and here, the purpose was to assess the participants’ willingness 

to trust the same source of the advice again despite the wrong suggestion. This scale was usually used in 

technology adoption, while here is used to understand how easy and useful was the advice, in addition 

to the user’s behavioral intention to use the same source of advice again. 

4.4.1. Dependent variables 

- Emotional scale on choice (15 items): participants were asked to evaluate their emotions 

about their choice according to with the following features: happy, elated, sad, regret, guilt, 

anger, fear, disappointment, shame, self-blame, responsible, joy, relief, proud, competent (Likert 

8 points: 1: strongly disagree; 8: strongly agree). This survey was adapted from previous advice 

literature (MacGeorge, Guntzviller, Hanasono, & Feng, 2013; Van Swol, MacGeorge, & Prahl,; 

Prahl & Van Swol, 2017), adding 8 emotions to have insight about a broader branch of emotions 

beside regret and disappointment. In particular, the purpose was to understand if other 

emotions affect interaction during the use of an algorithmic system. 

- Emotional scale on the source of suggestion (15 items): it was asked to participants to 

evaluate their feeling about the source of the suggestion with the following features: trustworthy, 

predictable, dependable, reliable, clear, understandable, credible, inaccurate, unexpected, 

undependable, ambiguous, unintelligible, dishonest, authoritative, questionable (Likert 8 points: 

1: strongly disagree; 8: strongly agree). 

- Ease of use (2 items): the extent to which a user thinks the suggestion will not be tiring or 

difficult to use (Likert 6 points: 1: strongly disagree; 6: strongly agree)  (Davis, Bagozzi, & 

Warshaw, 1989; Spagnolli et al., 2014). 
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- Usefulness (2 items): refers to the extent to which the user thinks that the use of a certain 

suggestion may improve her performance (Likert 6 points: 1: strongly disagree; 6: strongly agree) 

(Davis, 1985; Spagnolli et al., 2014). 

- Behavioral intention (2 items): refers to the user’s willingness to adopt and use a particular 

technology. In this case, how much a user would use again the suggestion given (Likert 6 points: 

1: strongly disagree; 6: strongly agree) (Davis, 1985; Spagnolli et al., 2014). 

- Weight of Advice (WOA): Weight of Advice (WOA) measures the degree to which participants 

move their estimate toward the advice from the first estimate to the second estimate (Sniezek & 

Buckley, 1995). This measure provides information about participant’s reliance on the advice. 

Measures the degree to which participants move their estimates toward the advice from Time 1 

to Time 2. The measure is continuous and provides more information about the participant’s 

reliance on the advice than a binary choice measure can capture. In addition to the options of 

fully discounting or fully updating to the advice, participants can rely on the advice as little or as 

much as they would like. The measures collected how much participants relied on the advice by 

dividing the difference between the final and initial estimate by the difference between the advice 

and the initial estimate and confidence in each estimate. The higher the WOA, the greater the 

reliance on the information.  

- SHIFT: is a variant of WOA, usually used in judge-advisor system (JAS) research, and it is used 

as a measure of trust (Bonaccio & Dalal, 2006; Önkal et al., 2009) 

- Weight of Own Estimate (WOE): WOE expresses a ratio and reveals the weight a participant 

discounted the advice (Yaniv & Kleinberger, 2000). 

- Confidence measures: after each estimate participants indicated how confident they were 

about the estimate they gave. This measure was on a scale from 0= no chance to 100= absolutely 

confident. 

4.4.2. Independent variables 

- Demographic (age, gender) 

- Objective Numeracy Scale (11 items): This measure point out the general comprehension and 

use of simple percentage, probability and mathematical concepts (coded as 0 to 11 according to 

the correctness of the answers) (Lipkus et al., 2001) 

4.4.3. Attentional check 

- Reading the instruction – Education question (1 item): this measure was added to prevent 

attention fail and random responses. It was asked to participants to fill education question with 

the information presentedin the description (Oppenheimer, Meyvis, & Davidenko, 2009). 
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5.1. Descriptive Statistics 

Below are presented the descriptive statistics of dependent variables of scales of the dimensions 

collected on the choice and the suggestion. 
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Table 28 Pearson’s Product-Moment Correlation Table of variables of experienced emotions on outcome 
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Happy  1                           

Elated 0.74**** 1                          

Sad -0.11 -0.01  1                       

Regret -0.25** -0.18* 0.54****  1                     

Guilt 0.04 0.17* 0.59**** 0.44****  1                   

Anger 0.01 0.07 0.59**** 0.41**** 0.64****  1                 

Fear 0.22** 0.43**** 0.44**** 0.18* 0.58**** 0.54****  1               

Disappointment -0.35**** -0.33**** 0.55**** 0.69**** 0.42**** 0.39**** 0.15  1             

Shame 0.03 0.19* 0.61**** 0.50**** 0.62**** 0.59**** 0.58**** 0.42****  1           

Self-Blame -0.21** -0.14 0.62**** 0.68**** 0.54**** 0.46**** 0.27*** 0.74**** 0.58****  1         

Responsible 0.24** 0.14 0.1 0.11 0.05 0.03 0 0.11 0.06 0.19*  1       

Joy 0.79**** 0.87**** 0.01 -0.18* 0.16* 0.04 0.36**** -0.33**** 0.13 -0.17* 0.15  1     

Relief 0.61**** 0.64**** 0.06 -0.20* 0.08 0.06 0.33**** -0.25** 0.13 -0.13 0.14 0.64****  1   

Proud 0.75**** 0.75**** -0.09 -0.29*** -0.03 -0.04 0.18* -0.41**** 0 -0.29*** 0.1 0.77**** 0.70****  1 

Competent 0.59**** 0.56**** -0.13 -0.23** -0.12 -0.05 0.1 -0.39**** -0.15 -0.30*** 0.14 0.58**** 0.49**** 0.63**** 

p < .0001 ‘****’; p < .001 ‘***’, p < .01 ‘**’, p < .05 ‘*’ 

 



 

 
 

Table 29 Pearson’s Product-Moment Correlation Table of variables of experienced emotions on the source of suggestion 
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Trustworthy  1                           

Predictable 0.53****  1                         

Dependable 0.85**** 0.52****  1                       

Reliable 0.82**** 0.52**** 0.81****  1                     

Clear 0.54**** 0.46**** 0.51**** 0.51****  1                   

Understandable 0.53**** 0.32**** 0.56**** 0.53**** 0.51****  1                 

Credible 0.83**** 0.50**** 0.86**** 0.88**** 0.53**** 0.60****  1               

Inaccurate -0.62**** -0.26*** -0.59**** -0.64**** -0.25** -0.37**** -0.63****  1             

Unexpected 0 -0.04 -0.01 0 -0.08 -0.01 0.01 0.16*  1           

Undependable  -0.63**** -0.23** -0.58**** -0.58**** -0.29*** -0.33**** -0.62**** 0.71**** 0.28***  1         

Ambiguous -0.08 0.01 -0.12 -0.17* -0.08 -0.09 -0.1 0.21** 0.24** 0.31****  1       

Unintelligible -0.25** 0.06 -0.22** -0.21** -0.27*** -0.19* -0.26*** 0.51**** 0.30**** 0.48**** 0.32****  1     

Dishonest -0.44**** -0.09 -0.43**** -0.45**** -0.30**** -0.29*** -0.51**** 0.63**** 0.30*** 0.67**** 0.30*** 0.53****  1   

Authoritative 0.41**** 0.46**** 0.43**** 0.46**** 0.28*** 0.26*** 0.43**** -0.16* 0.20* -0.14 0.12 0.14 -0.04  1 

Questionable -0.53**** -0.21** -0.49**** -0.52**** -0.25** -0.24** -0.53**** 0.70**** 0.28*** 0.70**** 0.33**** 0.55**** 0.52**** -0.08 

p < .0001 ‘****’; p < .001 ‘***’, p < .01 ‘**’, p < .05 ‘*’ 



 

 
 

 

Table 30 Pearson’s Product-Moment Correlation Table of variables of experienced emotions on the source of suggestion and participants' emotions on the wrong outcome 
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Trustworthy 0.24** 0.27*** 0.01 -0.06 -0.07 -0.05 0.11 -0.03 0 0 0.03 0.28*** 0.17* 0.18* 

Predictable 0.24** 0.32**** -0.02 0.02 0.07 0.01 0.22** -0.05 0.14 0.03 0.08 0.27*** 0.28*** 0.22** 

Dependable 0.21** 0.22** -0.05 -0.01 -0.07 -0.09 0.05 0.01 0 0.04 0.14 0.25** 0.11 0.16* 

Reliable 0.14 0.24** 0.03 0.02 0.04 -0.05 0.20* 0.03 0.12 0.02 0.04 0.24** 0.1 0.08 

Clear 0.06 0.05 -0.03 0.01 -0.14 -0.05 0.04 -0.02 -0.09 -0.03 0.12 0.02 0.07 0.01 

Understandable 0.08 0.01 0.08 0.1 0.02 0.08 -0.09 0.09 0.05 0.14 0.19* 0.05 -0.05 -0.02 

Credible 0.13 0.19* -0.03 0.04 -0.07 -0.11 0.07 0 0.02 0.07 0.11 0.17* 0.09 0.1 

Inaccurate 0.02 0 0.17* 0.11 0.25** 0.26*** 0.16* 0.11 0.15 0.11 0.07 -0.04 0.08 0 

Unexpected -0.04 0.1 0.35**** 0.23** 0.32**** 0.31**** 0.18* 0.24** 0.26*** 0.25** 0.04 0.07 0.05 0.04 

Undependable -0.01 0.01 0.19* 0.21** 0.28*** 0.32**** 0.17* 0.17* 0.19* 0.16* 0.09 0 0.11 0.03 

Ambiguous 0.18* 0.23** 0.16* 0.15 0.16* 0.21** 0.25** 0.12 0.19* 0.28*** 0.18* 0.18* 0.21** 0.17* 

Unintelligible 0.17* 0.35**** 0.34**** 0.16* 0.43**** 0.40**** 0.46**** 0.1 0.42**** 0.22** 0.04 0.26** 0.26*** 0.18* 

Dishonest 0.04 0.12 0.27*** 0.19* 0.36**** 0.40**** 0.24** 0.17* 0.30**** 0.16* 0 0.1 0.14 0.06 

Authoritative 0.28*** 0.39**** 0.1 0.06 0.11 0.05 0.27*** -0.07 0.18* -0.01 0.11 0.41**** 0.26*** 0.24** 

Questionable -0.03 0.02 0.25** 0.22** 0.31**** 0.37**** 0.15 0.17* 0.29*** 0.21** 0.05 -0.03 0.04 0.03 

p < .0001 ‘****’; p < .001 ‘***’, p < .01 ‘**’, p < .05 ‘*’ 
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Table 31 Pearson’s Product-Moment Correlation Table of Acceptance measures, confidence, reliance on suggestion and on self, objective numeracy scores and experienced 

emotions on outcome 
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BI -0.01 -0.02 -0.1 -0.05 -0.13 -0.21** -0.11 -0.02 -0.1 -0.02 -0.01 -0.01 -0.12 -0.03 -0.17* 
PU 0.02 0.07 -0.06 -0.08 -0.13 -0.13 0.02 -0.01 -0.06 0 -0.02 0.08 -0.01 0.01 -0.07 
EoU -0.18* -0.26*** -0.16* -0.03 -0.23** -0.14 -0.34**** 0.1 -0.23** -0.05 0.05 -0.23** -0.20** -0.19* -0.14 
Conf1 0.19* 0.23** -0.02 -0.03 0.07 0.07 0.19* 0.05 0.05 0.06 0.05 0.20* 0.15 0.18* 0.17* 
Conf2 0.18* 0.18* -0.03 -0.01 0.06 0.03 0.08 0.13 0.02 0.12 0.07 0.17* 0.1 0.17* 0.14 
WOA -0.11 -0.05 0.08 0.12 0.15* 0.08 0.08 0.15 0.16* 0.17* 0.04 -0.05 -0.07 -0.16* -0.15 
WOE 0.05 0.14 -0.05 -0.15 -0.09 -0.1 0.11 -0.21** -0.08 -0.21** -0.1 0.13 0.16* 0.13 0.13 
SHIFT -0.07 -0.16* 0.03 0.14 0.08 0.1 -0.1 0.18* 0.08 0.20** 0.07 -0.15 -0.16* -0.14 -0.14 
ONS -0.12 -0.20** -0.06 -0.01 -0.12 -0.08 -0.23** -0.1 -0.23** -0.1 0.05 -0.15 -0.14 -0.11 -0.03 

BI= Behavioral intention to use again the same suggestion; PU= perceived usefulness; EoU= Ease of Use; Conf1= confidence first task; Conf2= confidence second task; WOA=Weight of 
advice; WOE= Weight of own estimate; SHIFT=variant of WOA; ONS=Objective Numeracy Score. p < .0001 ‘****’; p < .001 ‘***’, p < .01 ‘**’, p < .05 ‘*’ 
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Table 32 Pearson’s Product-Moment Correlation Table of Acceptance measures, confidence, reliance on suggestion and on self, objective numeracy scores and experienced 

emotions on the source of suggestion 
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BI 0.58**** 0.24** 0.57**** 0.56**** 0.31**** 0.35**** 0.60**** -0.67**** -0.02 -0.60**** -0.1 -0.42**** -0.52**** 0.11 -0.56**** 
PU 0.70**** 0.34**** 0.70**** 0.67**** 0.40**** 0.43**** 0.71**** -0.70**** 0 -0.62**** -0.08 -0.35**** -0.54**** 0.25** -0.52**** 
EoU 0.12 -0.06 0.13 0.1 0.26*** 0.33**** 0.19* -0.23** -0.24** -0.19* -0.26*** -0.36**** -0.31**** -0.14 -0.22** 
Conf1 0.09 0.12 0.14 0.1 -0.02 0.05 0.13 0.1 0.14 0.03 0.15 0.23** 0.06 0.04 0.05 
Conf2 0.05 0.12 0.11 0.06 -0.09 0 0.08 0.11 0.15 0.03 0.13 0.18* 0.05 0.02 0.03 
WOA -0.13 -0.05 -0.11 -0.08 -0.12 -0.1 -0.1 0.12 -0.01 0.1 0.01 0.11 0.20* 0.02 0.06 
WOE 0.12 0.1 0.11 0.14 0.12 0.04 0.09 -0.14 0.08 -0.09 -0.02 -0.03 -0.13 0.05 -0.16* 
SHIFT -0.09 -0.09 -0.1 -0.14 -0.11 -0.04 -0.08 0.1 -0.07 0.06 0.02 0 0.14 -0.07 0.12 
ONS -0.02 -0.04 -0.08 -0.12 0.04 -0.03 -0.04 -0.08 -0.1 -0.1 -0.02 -0.26** -0.16* -0.11 -0.09 

BI= Behavioral intention to use again the same suggestion; PU= perceived usefulness; EoU= Ease of Use; Conf1= confidence first task; Conf2= confidence second task; WOA=Weight of 

advice; WOE= Weight of own estimate; SHIFT=variant of WOA; ONS=Objective Numeracy Score. p < .0001 ‘****’; p < .001 ‘***’, p < .01 ‘**’, p < .05 ‘*’. 
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Table 33 Pearson’s Product-Moment Correlation Table of Acceptance measures, confidence, reliance 

on suggestion and on self, objective numeracy scores 
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BI  1               

Usef 0.84****  1             

EoU 0.21** 0.23** 1            

Conf1 -0.06 -0.01 -0.19*  1         

Conf2 -0.1 -0.06 -0.19* 0.84****  1       

WOA -0.12 -0.15 0.03 -0.05 0.05  1     

WOE 0.11 0.15 -0.15 0.11 0 -0.80****  1   

SHIFT -0.09 -0.14 0.14 -0.13 -0.02 0.85**** -0.96****  1 

ONS 0.03 -0.06 0.19* -0.24** -0.12 -0.06 0.03 -0.01 

BI= Behavioral intention to use again the same suggestion; PU= perceived usefulness; EoU= Ease of Use; Conf1= 
confidence first task; Conf2= confidence second task; WOA=Weight of advice; WOE= Weight of own estimate; 
SHIFT=variant of WOA; ONS=Objective Numeracy Score. p < .0001 ‘****’; p < .001 ‘***’, p < .01 ‘**’, p < .05 
‘*’ 
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5.2. Replication of Logg’s results 

Logg’s experiment found that participants relied more on algorithmic suggestion compared to 

human suggestion. As found in Logg’s, participants relied more on the same advice when it came from 

an algorithm (M= .55, SD=.30) than when they thought it came from other people (M=.42, SD=.32), 

F(1,161) = 6,78, p=.01. The same results have been found when controlling for gender, age and 

confidence after the first estimate, F(4, 158) = 2.38, p = .053. See Figure 32. 

Compared to Logg’s results, the current findings show no difference in terms of increased 

confidence at Time 2 in the computer condition (Mdn= 6, SD= 14,7) compared to the human condition 

(Mdn= 5, SD= 12.09),  as shown in Wilcoxon Signed-ranks test Z= 3529, p=0.49. 

Another difference found between the results of the current study compared to the original 

results of Logg’s study regards numeracy; participants in the human condition did not show a correlation 

with the measure of reliance in the suggestion (WOA), as showed in Pearson’s product-moment 

correlation, r=-0.17, p=0.11. A similar finding occurs in participants who received the algorithmic 

suggestion, r=0.01, p=0.91, although, in the original results, the authors found a correlation between 

numeracy and reliance on computer suggestion. 

 

 

Figure 32  Boxplots of Logg's replicated results 
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Figure 33 Reliance on the suggestion between the human condition and computer condition 

 

Figure 33 presents the boxplots about the reliance on the suggestion according to three different 

indexes.  

SHIFT was measured by an independent samples t-test to compare the differences between the 

computer and the human condition. Analyses found a significant difference between values in the 

computer condition versus the human condition.  

Similar to SHIFT scores, scores in Weigh of Advice (WOA) showed a significant difference 

between the computer condition and the human condition in an independent sample t-test. This result 

follows Logg’s finding. 

These results are in line with the t-test in Weigh of Own Estimate (WOE) in which participants 

remained more on their initial hypothesis when the suggestion was given by another participant (human 

condition).  

5.3. Results of emotions on choice 

This paragraph presents the results about the first hypothesis about the relation between the 

reliance on suggestion and the participants’ experienced negative emotions of regret, disappointment, 

guilt, and self-blame. 
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Results of Pearson correlation indicated that there was a not significant correlation between 

regret and reliance in the suggestion in human condition, r(78) = .0.19, p = .097, as in the computer 

condition, r(81) = .0.03, p = .80. 

Pearson correlation showed a not significant association between disappointment and weight of 

advice in human condition, r(78)=0.16, p=0.15, as in computer condition, r(81) = .0.16,  p = .16. 

Pearson product-moment correlation indicated a significant positive association between the 

perceived guilt and the weight of advice in the human condition, r(78)=0.26, p=.02, while this association 

is not significant in computer condition, r(81)=0.02, p=0.84. 

As regards self-blame, Pearson’s r showed a positive association between the reliance on the 

suggestion from human and the feeling of self-blame, r(78)=.27, p=0.02, while this association is not 

significant for participants in computer condition, r(81)=.03, p=0.80. 

5.4. Results of perception of suggestion 

In this section, the association of the reliance on the suggestion with the perception of the source 

of the suggestion after a wrong outcome is presented. In particular, these results focused on the negative 

characteristics of how much participants though about the source of suggestion as inaccurate, 

unexpected, undependable, ambiguous, unintelligible, dishonest, and questionable. 

Results of the Pearson’s r indicated that there was a not significant correlation between the 

reliance and the perceived inaccuracy of the source of the suggestion in the human condition, r(78) = 

.12, p = .26, as in the computer condition, r(81) = .13, p = .24. 

No significant correlations has been found between the WOA and the how much participants 

felt the suggestion unexpected, in both human, r(78) = .05, p = .67, and computer condition, r(81) = -

.12, p = .25. 

As concerns how much participants found the source of the suggestion undependable and the 

reliance on the suggestion, Pearson’s r showed no association in the human condition, r(78)=.1, p=.38, 

while this association is not significant for participants in computer condition, r(81)=.13, p=.23. 

The reliance on the suggestion and the perception of ambiguity about the presented advice has 

been tested through a Pearson’s product-moment correlation and showed a not significant association 

in both human suggestion, r(78)=.07, p=.53, and computer suggestion, r(81)=-.07, p=.53. 

A Pearson’s r showed a not significant correlation between the reliance on the suggestion and 

how much participants’ found the suggestion unintelligible in the human condition, r(78)=.19, p=.09, 

and in computer condition, r(81)=-.03, p=.76. 
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Results of the Pearson’s r indicated that there was a not significant correlation between the 

reliance and the perceived dishonesty of the source of the suggestion in human condition, r(78) = .09, p 

= .41, while a significant positive correlation has been found in the computer condition, r(81) = .26, p 

= .02. 

No significant correlations has been found between the WOA and the how much participants 

felt the suggestion questionable, in both human, r(78) = .07, p = .55, and computer condition, r(81) = -

.06, p = .61. 

5.5. Results on acceptance of the suggestion 

The next paragraph will show the correlation between the three dimensions of acceptance, 

behavioral intention to use again the suggestion, perceived usefulness of the suggestion, and ease of use 

of the advice. 

A Pearson’s product-moment correlation found a not significant association between the 

reliance on the advice and the intention to use again the same wrong suggestion in both human r(78) = 

-.02, p = .88, and computer condition, r(81) = -.20, p = .057. 

As regards the correlation between the reliance in the suggestion and the perceived usefulness 

of the advice, a Pearson’s r showed a not significant association in the human suggestion r(78) = -.05, p 

= .68, and a significant negative association in the computer condition, r(81) = -.25, p = .02. 

No significant correlations has been found between the WOA and the how much participants found the 

suggestion easy to use, in both the human, r(78) = -.10, p = .36, the and computer condition, r(81) = 

.21, p = .06.  

 

The experiment reported in the present chapter aimed at reproducing Logg’s results on 

algorithm appreciation reported in experiment 1A (2019). The design followed Judge-Advisor System 

(JAS) design consistent with previous literature on advice research (Bonaccio & Dalal, 2006). Compared 

to the previous study, the suggestion given to participants was not static, but it was dynamic in a range 

to make the participants’ estimate more reasonable. The reason was to make the participants closer to 

the actual weight (161 pounds) to improve the feeling of counterfactual emotions due to the “near miss” 

estimate. For example, if the first estimate was higher than the actual weight, the suggestion presented 

was 157 pounds; if the first estimate was lower than the actual weight, the suggestion presented was 165 

pounds. However, this difference did not affect the replication with the previous main results. In line 

with Logg’s findings, the presented results suggest that people relied more on algorithm compared to 

the advice that came from other people, even with the most straightforward description of the algorithm. 

As stated by Logg (2019), due to the suggestion given, closer to the real weight of the person, a greater 
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reliance on the suggestion improved the judgment accuracy. The choice of replicate the previous study 

was to present an algorithm as a “black box” to allow participants the use of their personal interpretation 

of algorithmic advice. 

To merge this reliance on algorithms with algorithm aversion, in the current experimental 

design, wrong feedback was presented after the second estimate to participants. After the feedback three 

scales measured the experienced emotions about the choice, how people felt about the source of 

suggestion, and a scale to collect data about acceptance of suggestion measuring the future behavioral 

intention to use again the same suggestion, the ease of use, and the perceived usefulness. 

Results showed that participants experienced more guilt and self-blame when they relied more 

on human suggestion. This association was not present when they relied more on the algorithm 

suggestion. This result is consistent with what was found in the second experiment presented in Chapter 

2: nevertheless, this result does not support the first hypothesis. As regards to the perception of the 

source of the suggestion, participants evaluated the source of suggestion as more dishonest when they 

relied more on the computer suggestion; this association was not found when people followed the human 

suggestion.  

An interesting but not statistically significant trend that deserves more attention is the relation 

between the participants’ reliance on suggestion and the expressed behavioral intention to use again the 

same advice. The more participants relied on the suggestion and less they are inclined to use again the 

suggestion from an algorithm. This trend was found only in the algorithm condition and supports the 

algorithm aversion literature. Similar results were found for the perceived usefulness, in which 

participants who relied more on algorithmic suggestion found the advice less useful. This association 

was not found for participants in the human suggestion. 

To sum up, this experiment suggests that participants showed more self-blame and guilt the 

more they trusted human suggestion, while participants who relied more on the computer suggestion 

reported to find the algorithm more dishonest and showed a trend against the future use of the algorithm 

suggestion after a wrong outcome. Participants who showed higher reliance on algorithmic suggestion, 

after the negative feedback, evaluated the source of suggestion less useful compared to the people who 

relied upon another human. Nevertheless, these results can give suggestions to the design of intelligent 

automation about the role of the feedback. Insights from the comparison between the present findings 

and Logg’s results showed that it seems that people are more willing to use algorithms when users do 

not see they making errors as the case when the algorithms are not visible to the final users. These 

findings suggest that algorithm appreciation and algorithm aversion are not two different phenomena, 

but they can happen after a wrong outcome, and the reliance on a suggestion has relations with the 

perceived negative emotions after a non-optimal outcome. 
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This study showed the importance of how people use and incorporate advice from the 

algorithmic source into their decisions. From an HCI point of view, it has a particular relevance to the 

result about the perceived usefulness after trusted the suggestion. This finding may shed light on the 

importance of the presentation of the feedback in terms of wording because besides the participants’ 

idea about the source of the suggestion in this study the presentation of the advice was not manipulated. 

Participants who thought the advice came from an algorithm perceived it as less useful after bad 

feedback. As found in study 2, participants felt more self-blame after a wrong outcome following a 

human advice. This finding can be interesting for the designers of intelligent systems to put the attention 

on the level of anthropomorphism of the interface that can be tricky according to the field of the 

decisions in which the system is used. Next studies will be addressed to better understand the behavioral 

intention and its relationship with reliance on the suggestion.  
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The present work has explored different aspects of the interaction with algorithms based systems 

focusing on the particular case in which the suggestion is not optimal in an attempt to unveil the users’ 

experienced counterfactual emotions in order to understand the phenomenon called “algorithm 

aversion.” 

To the best of the author’s knowledge, these are the first studies available on the relation between 

counterfactual experience and algorithm aversion. The emotions of regret and disappointment have 

never been studied from the lenses of HCI. These emotions are relevant and involved in the so-called 

“algorithm aversion” or the distrust people feel in the use of an intelligent system after see it errs. 

The first experiment explored the dimensions of counterfactual emotions and the differences when the 

source of suggestion was an algorithm-based system or a group of human experts and the trust when 

participants needed to make a choice. The second theme of investigation, explored in the second study, 

involved a typical purchase scenario in which participants trust the same source of suggestion (i.e., 

algorithm or human) twice with the results of a wrong outcome both time. Finally, an evaluation of 

counterfactuals during a forecasting task was compared between an algorithm suggestion and a human 

suggestion. 

These three studies were chosen to address different aspects of both counterfactual emotions and 

aversion to algorithms. The first experiment aimed at uncovering the users' choice and preference 

between an algorithm and a human suggestion. The second study aimed at the understanding of 

counterfactual emotions in relation to algorithm suggestion from a classical psychological perspective. 

The third experiment aimed at understanding from an algorithm aversion study from advice taking 

literature, the role of counterfactuals and other negative emotions. 

In the first experiment, during a fictional “flight ticket purchase” scenario, participants were asked to 

make two decisions on whether to buy the flight ticket (“now” or “wait two weeks”) in two different 

and analogous choices. The aim was to explore the underlying dimensions related to trust violation, 

counterfactual emotions, and the perceived attribution of responsibility for a wrong outcome. For this 

purpose, four linear-mixed effects models were created to explain the dimensions of regret, 

disappointment, internal and external attribution of responsibility. Despite the exploratory purpose, it 

was observed that regret, disappointment and external attribution of responsibility are affected by the 

dimensions of the source of the suggestion, how many times the person trusted the suggestion, when 

the person trusted the suggestion, the participant’s general ability to understand simple mathematical 

concepts, and locus of control. Internal attribution of responsibility is affected by the source of the 

suggestion and how many times the person trusted the suggestion. 
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It was observed that participants had experienced similar emotions in both conditions. Even if it is not 

significant, there is a trend that showed higher scores in regret and internal attribution in computer 

condition. This result is confirmed for the higher external attribution scores in the human condition. 

This experiment has some limits that could have influenced the results. One of the main limitations of 

this study was the story in the scenario. As reported by some participants at the end of the experimental 

session, the purpose was to buy a flight ticket for a work purpose in two analogous tasks. This purpose 

could lead to the thought that buying a more expensive ticket can be more consistent with the aim of 

the flight. Other participants’ feedbacks were about the perception about spending more money on the 

same flight tickets, but they explained it as the preference to spend more to go to the work appointment 

is better to save money and lose the job appointment. 

These limitations could explain the scores that are almost similar and averaged at the middle-lower part 

of the scale. Despite the limits found, experiment1 is the first attempt to consider the users’ 

counterfactual emotions during decisions with algorithms compared to decisions with a human advisor. 

The second experiment compared two purchase scenarios following a different suggestion in a repeated 

task. The first condition consisted of clerk advice, who suggested a non-optimal choice to the participant, 

while the experimental condition presented a non-optimal suggestion from a web-based system.  

The results showed that people feel more responsible for a bad choice after having followed a suggestion 

given by a human compared to an algorithm-based system. This result has been found even aggregating 

the responsibility of choice and outcome and removing the outliers. That is to say that participants 

experienced more self-blame after a mistake following twice a human advisor. An interesting trend was 

found as regard regret on choice in the second task, after the first mistake, even if it is not significant. 

Furthermore, these results do not meet the initial expectations, and no significant differences were found 

in the dimensions of disappointment, regret, and guilt. Indeed, the effect of responsibility can be linked 

to the antecedents of regret, and these results need more attention. 

The third experiment compared the reliance and discounting of advice between an algorithm and another 

human. The participants were asked to guess the weight of a person from a photograph, before and after 

a suggestion. This experiment partially replied Logg et al. (Logg et al., 2019) first experiment. As in 

Logg’s design, the main measure was the Weight of Advice (WOA) or how much participants trusted 

the suggestion while the main differences between Logg’s experiment are the presence of feedback 

(always wrong) after the second estimate and the collected measures about the emotions on the 

unsatisfactory outcome and the perception of the source of suggestion. 

The aim was to link the higher reliance on algorithms people have compared to humans in this kind of 

task (Logg et al., 2019) and the higher emotions related to the violation of trust and expectations. Results 

found that participants relied more on the algorithmic suggestion compared to human suggestion. In 

particular, participants who discounted the algorithmic advice felt more guilt compared to participants 
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who discounted human suggestion. This result can be important in the understanding of the underlying 

users’ emotions while interacting with an algorithm-based system. 

One of the most important limitations regards the important dimensions that can be related to the 

experience of relying on or discounting the advice and users' internal dispositions. In a work in progress 

study dimensions as the locus of control, personality traits, and attitude towards technology will be 

measured to check the individual differences. 

Finally, a potential shortfall of this research that needs more consideration is that people can 

view the algorithm as too complex, or as a “black box,” and this complexity could justify similar reactions 

between the two conditions. Despite these limitations, this work could be a springboard to discuss this 

relationship between how people deal with the algorithmic suggestion, in the particular case of a wrong 

outcome, and the emotional relevance for the future use and trust of algorithm-based systems. 

This research is the first attempt to merge literature from algorithm aversion, decision-making, 

and counterfactual emotions. The present results showed that the aversion to algorithms is not a 

straightforward subject, as discussed in previous research. This difficulty was found in the replication 

phase of previous studies that sometimes have not been achieved. One of the main reason for these 

results can be found in difficulty to provoke actual regret and disappointment during web studies. The 

next works will take into account the opportunity to take advantage of a lab setting to prevent these 

issues. 

The approaches used in this dissertation were different, and these studies encourage a broader 

field of research from algorithm aversion, decision-making with automation, and emotions with 

intelligent machines. 

As stated in the literature review, regret and disappointment are not easy to distinguish because 

they both stem from bad decisions and disconfirmed expectancies, and often these emotions overlap 

(Martinez & Zeelenberg, 2015; Roese & Olson, 1995). This shared origin is one of the reasons why 

psychological research usually has studied counterfactual emotions through different scenarios for regret 

and disappointment. Less attention has been given to the negative outcome without manipulating the 

perceived responsibility. In this dissertation, different methods from different fields were used to address 

counterfactual emotions involved with computer suggestions. Despite the limitations of the results, these 

experiments represent the first attempt filling the gap of studying counterfactual emotions after a wrong 

outcome in uncertainty decision-making. Considering the findings altogether, it is possible to draw a set 

of general recommendations that can be useful to consider when studying the interaction with 

“intelligent systems” in the particular case the suggestion provided by the system is not correct.  

1. Importance of the context of the decision, in different decisions, different perceptions of the 

magnitude of the error can be perceived, and this can lead to a higher or lower sense of internal 

responsibility and potential technology abandonment 
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2. The role of counterfactuals in the interaction with intelligent machines, studies about how 

people react to a wrong outcome are fundamental to design better machines  

3. Go further anthropomorphism, previous research showed much interest in the study of users’ 

emotions that could affect trust in virtual agents, while less attention has been given to those 

systems based on data that do not have anthropomorphic interfaces. As the technology evolved 

from mere tools to complex systems  

Maintaining the human in the loop consist of thinking about users' emotions and behavioral 

consequences to advance the cooperation with systems based on data to improve wiser decisions.  

To say it with Norman’s (2010) words “we need new standards” to disentangle the important 

role of emotions during the use of complex systems based on algorithms. 

 

 

This thesis aimed to extend current knowledge of algorithm aversion and the people’s negative 

emotions that can be involved in the decision-making process with an “intelligent system.” To the 

author’s knowledge, this is the first attempt to merge algorithm aversion, regret and disappointment, and 

the relationship with decisions with algorithms. 

The results in the previous sections suggest that people experience a different degree of 

responsibility more than explicit counterfactual emotions while they deal with a computer suggestion. 

Experiment1 showed four different explanatory models that explain regret, disappointment, 

internal and external attribution. These models described how experienced regret, disappointment, 

internal and external attribution are triggered and how the source of suggestion influences the experience 

of these emotions. Other relevant factors are trust in the suggestion, locus of control, and the ability to 

apply mathematical concepts. It is essential to notice that people who followed the suggestion only the 

first time have a higher score in internal attribution, while participants who followed the suggestion only 

the second time experienced more disappointment and external attribution, regret is higher when people 

followed the suggestion or the first time or the second time. 

Experiment 2 tested twice a purchase scenario in which participants did not have the 

opportunity to choose the outcome after following a suggestion given by a human or a computer.  

The results showed that participants felt more self-blame when they made a mistake following 

a suggestion given by a human than when they followed a suggestion given by an algorithm (Experiment 

2). Although these unexpected results, the explanation could rely on the perceived expertise of the 

advisor from the participants.  
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Experiment 3 replicated Logg’s (Logg et al., 2019) design and results on reliance on the 

algorithm suggestion compared to the human suggestion. This experiment has its roots in judge-advisor 

system (JAS) literature (Gino & Moore, 2007; Sniezek & Buckley, 1995) and weight of advice (WOA). 

The task was a guess on the weight of a person showed in photo, in which the participants had to give 

an initial estimate, received a suggestion, and give the second estimate. 

As stated before, findings corroborate Logg’s results (Logg et al., 2019). In particular, people 

trust more algorithms, compared to human advice, when they have the opportunity to follow a 

suggestion. Additional findings between human and computer suggestions showed unsatisfactory 

evidence about the involvement of regret and disappointment. Nevertheless, there is a trend as regards 

the participants’ reliance on the human suggestion correlates with a higher feeling of guilt and self-blame 

compared to participants who trusted algorithmic advice. The algorithmic suggestion was defined as 

more dishonest compared to human suggestion when participants moved more from their first estimate 

closer to the advice, and they evaluated less useful the suggestion from the system.  

 

This dissertation is the first step towards understanding what emotions people experience while 

taking decisions with algorithm-based systems, mainly if the suggestion results in a wrong outcome. To 

improve the use of "intelligent systems," or systems based on big data, one cannot only focus on the 

accuracy of the suggestion delivered to the decision-maker but also on how the experience of negative 

emotions after a wrong outcome.  

The study of the emotions in the particular case of wrong outcomes can help the designer of 

these new intelligent systems to take into account what could happen in terms of perceived responsibility 

of the wrong outcome and trust. Even if more research is needed to develop robust theories and 

guidelines for HCI, this dissertation found three guidelines for designers that need more attention in the 

design process of intelligent systems. The first study showed that counterfactual emotions are involved 

during a non-optimal interaction with intelligent systems compared to humans, and it is important to 

take into account how users deal from an emotional point of view a wrong outcome given by these 

systems. The first experiment showed that the source of the suggestion, whether it is from human or 

from machine learning based system, impact the experience of regret and disappointment. Hence during 

the design phase on these systems, particular attention needs to be given to the presentation of the 

feedback during the occurrence of a wrong outcome. The second experiment gave a contribution in the 

understanding how the experience of counterfactuals is not straightforward and is strongly related to the 

context of the application, that is to say, that each decision task needs particular focus on how people 

experience and cope with negative emotions after seeing an algorithm makes an err. The second 

experiment showed the importance in the design phase to analyze these users’ counterfactuals feelings 

in the decision context in which the system is used, during the occurrence of a wrong outcome. The 

third study has its roots in judgment and advice taking literature, and the insight for HCI found is that 
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people blamed more an algorithm when they provided with a negative feedback in a guessing task; that 

is to say that the way a negative outcome is presented to the final users can affect people future behavior 

and need a particular attention to prevent the abandonment of these technologies. From an HCI 

perspective, the third experiment gave insights about anthropomorphism and anthropomorphic 

interfaces. Even if it is a promising field, the results showed how people felt more self-blame when they 

though the wrong advice came from another human, that is to say, that is not always the best choice to 

present advice through anthropomorphic interfaces but it needs more attention to the context in which 

the decisions occur.  

The growth of “big data”(Davenport & Harris, 2017) encourages the spreading of the algorithms 

in the everyday life of each of us. Nevertheless, many users remain reluctant to trust automation. This 

dissertation showed that this resistance could be related to users’ emotions and the sense of responsibility 

after a wrong outcome through following imperfect advice from intelligent systems. Design can have a 

central role in preventing the abandonment of these systems, which can be problematic in reaching better 

decisions approaches. Possible development in HCI with intelligent systems can be found in Feng & 

MacGeorge (2010), they highlighted that the perception of advisor, so the consequent emotional 

reactions, goes through message features and performance feedback. These aspects suggest better 

practice for researchers and designers of the interaction with intelligent automation. 

 

There are many exciting future directions for this research. Future works will address and 

improve research in advice-taking with machines through the emotional   

Task dependent study 

As mentioned above, even if regret has been identified as “a primary negative emotion” (Inman 

& Zeelenberg, 2002), it is difficult to collect data without a specific scenario to discern it from 

disappointment. Further experimental investigations need to be done to study these two emotions with 

an actual task with real users of systems based on algorithms.  

The main fields in which these technologies are used are medical, financial, and legal (Gunning, 

2017; Yeomans et al., 2019). The opportunity to test actual emotions and the attributed extent of 

responsibility with expert users can change the results presented for lay users. Different jobs have 

different levels of responsibility, and the magnitude of the consequences for a wrong outcome could 

differ significantly in the experience of counterfactual emotions. 

Complexity, trust, and counterfactuals 

People perceive machine learning-based systems as a "black box," either because complex, 

intelligent systems do not give access to understand the procedures beyond the output or the algorithms 

base their calculation in an opaque inaccessible even for expert programmers. Future experiments will 

consider the accessibility of an algorithm and whether laypeople can understand it. It can be interesting 
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to add qualitative measures as interviews about the description of the experienced counterfactual 

emotions to have a more comprehensive description of the experience.  

Another fascinating approach lies in Judge Advisor System (JAS) (Sniezek & Buckley, 1995; 

Sniezek & Van Swol, 2001) and recent studies are giving attention to building a paradigm for algorithm 

aversion and constantly replicate the effect of the error and the subsequent lack of trust in non-optimal 

algorithmic advice. An example can be found in Prahl and Van Swol (2017), who provided further shreds 

of evidence for algorithm aversion in a repeated task. A possibility can be the study of counterfactuals 

after see an algorithm err with this design.  

 

Intelligent machines based on algorithms and big data are more and more widespread and 

influence decisions in the everyday life of everyone. The majority of these applications based on data are 

everywhere around us. Furthermore, portable devices are now ubiquitous, enabling us to receive 

algorithm-based recommendations almost everywhere and for many domains of our everyday decisions. 

Organizations are investing in gathering information through mining “big data” and inform 

human decision-makers through more and more advanced systems. Nevertheless, without understanding 

how people deal with suggestions from automation that leads to wrong outcomes, these systems and 

investments may remain unused because of algorithm aversion.  

With the advent of “big data,” it is fundamental to understand how algorithmic advice is 

perceived by users. Understand how people deal with wrong outcomes after following a wrong 

suggestion can save time and money for companies and reduce the frustration users can feel. It is an 

essential aspect of Human-Computer Interaction to learn how to present suggestions accurately 

according to the level of responsibility and the magnitude of the potential failure.  

The usefulness of “intelligent systems” advice is undeniable. At the same time, the relevance of 

the context of the decision a user is facing and the perception of the source of the advice can lead to a 

non-optimal use of these technologies. This research raised questions about dealing with the wrong 

outcomes after following the wrong advice. In particular, organizations need to worry about how people 

cope with the wrong outcomes to prevent the abandonment of systems based on algorithms. Uncovering 

how emotions that are strongly related with the decision process, that is to say, regret and 

disappointment, and the user’s perceived sense of responsibility can improve the design of these 

applications and will help to repair the violation of trust, without losing the advantages of these 

technologies and prevent abandonment. 

As a final remark, it is desirable that future research on decisions with algorithms will take into 

account a more comprehensive perspective on users’ experienced emotions and attribution of 

responsibility to prevent distrust in intelligent machines. This comprehensive perspective can enhance 
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understanding of users’ feelings and help designers of these systems to built better human-computer 

interfaces. Interaction with these new systems based on “big data” is not straightforward and a 

multidisciplinary approach will be necessary to gain insights from different domains. This work 

represents the first attempt and a step forward in this multidisciplinary direction.
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