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Abstract

Tracking particle in space is a crucial instance on a large number of space
experiments. Measurements of charged cosmic rays based on spectrometers,
observation of γ-rays, study of space weather and many other applications re-
quire systems equipped with tracking detectors. The sensitive area of detectors
required for tracking spans from cm2 to m2.

Silicon microstrip detectors have been the elective technology for tracking
particles in space for several decades. Their stability, reliability and low power
consumption are supported by years of expertise and provided a vast number of
significant results on fundamental physics, reached with different experiments.

An example of magnetic spectrometers are AMS-02, operated on Inter-
national Space Station, and the satellite-borne PAMELA, that measure the
charged component of cosmic rays and use tracking planes immersed in a mag-
netic field produced by permanent magnets to discriminate matter from anti-
matter. AMS-02 mounts several squared meters of microstrip tracker.

The strip technology also has some limits. The spatial resolution depends
on the pitch of the strips implanted on silicon buffer, that depends on the
capabilities of the facility in charge of device construction. The fabrication sites
have to use dedicated infrastructures, making costs relatively higher than the
past. Moreover, it is difficult to reduce the detector thickness below about 150
µm. This thickness impacts on measurements because of multiple scattering
and reduces the lower threshold of low energy nuclear experiments.

Another problem arises when the detector operates in radiation-dense envi-
ronment. When the same frame shows multiple hits, the correct reconstruction
of each interaction point is subject to degeneracy, due to the ambiguity in as-
sociating x− and y−hits in the microstrip sensor. The problem worsens if we
consider that microstrips show equivalent charge noise generally up to hundreds
of electrons if we take into account all the contributions from readout electron-
ics. The resulting signal-to-noise ratio is generally good, but rarely exceeding
10 for Minimum Ionising Particles (MIP).

The migration towards a new technology based on pixel devices is interest-
ing because it solves some of these limitations. In particular the hit position is
uniquely defined by the position of the pixels involved in the event and pixel
detectors can be thinned down to about 50 µm, with a potential gain in resolu-
tion.

This thesis focuses on Monolithic Active Pixel Sensors (MAPS). They have

1



the advantage, with respect to both the microstrip detectors and the other pixel
families, of having the first stages of readout (front-end amplification, discrimi-
nation, digitisation and zero suppression) included on the sensor substrate.

The detectors are realised with standard CMOS technology, the same used
by foundries for most of commercial applications. Once the design is defined, the
mass production of the devices is possible, and it reduces the cost of the single
detector. Other pixel detectors do not provide this advantage since the design of
sensors is based on different custom technologies, and after the production, the
detector must be bump bonded to a readout chip, an expensive and low-yield
technique.

MAPS also have some limits. The most critical for the use in space is
power consumption. A second relevant problem to face is that most of the
devices realised with this technique have a digital readout, that does not allow
measurement of dE/dx, important for particle identification. The requirement
of space experiments to cover large surfaces with a tracking detector implies
that using pixels the number of channels to handle increases. MAPS approach
solves this issue by including on the detector a smart readout that passes to the
DAQ system only data from pixels interested by the event.

The MAPS detectors have been proposed for the first time at the end of the
nineties. The technology reached maturity in the last years. The ALICE exper-
iment, first of the four main LHC experiments, have installed MAPS detectors
for its Inner Tracker Upgrade. For the upgrade the collaboration designed a
new MAPS detector, ALPIDE. It is realised by TowerJazz foundry in 180 nm
technology. The pixel pitch is 28 µm. The matrix is composed of 512×1024
pixels, for a total surface of 1.5×3 cm2. Although smaller if compared to mi-
crostrip ladders, that can reach several tenths of squared cm, the ALPIDE is
one of the largest detector realised with this technology.

Among the properties of ALPIDE, one particularly interesting for the space
application is low power consumption. In ALICE, the low power consumption
is required because of the difficulties of power distribution and cooling of the
Inner Tracker. The power density is still one order of magnitude higher than
for microstrip, but it starts to be interesting for space applications.

In this thesis, we explore the possibility to use ALPIDE to realise the tracker
for the second High Energy Particle Detector (HEPD-02), a payload of the sec-
ond China Seismo-Electromagnetic Satellite (CSES-02). The CSES constella-
tion is devoted to the observation of Earth from space and in particular to the
study of ionosphere perturbation that might be related to seismic activity on
Earth.

We organised the study into two parts. The first is dedicated to the optimi-
sation of the detector for space, dealing with the power consumption reduction,
thermal control and space compliance tests, another section is devoted to the
study of the ALPIDE response to low energy nuclei.

The section devoted to space compliance starts with a description of the
strategies for power consumption reduction. Some strategies are applied to
the detector (use of low-speed lines, smart clock distribution) and require an
optimised design of the full tracker and trigger. The design of the different
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sub-detectors allows distribution of the clock only to a limited section that has
a higher probability of being involved in the event. With this approach, we can
keep the power consumption of the full tracker below 10 W, as required by the
design limits. High power consumption has a large impact on the temperature
control of the device. The ALPIDE has an ideal operative temperature of about
30◦, which must be kept constant on the whole detector. ALICE cools down the
detector with a water-based system, a solution not applicable in space, where
convection is discouraged. A carbon fibre cold plate, designed to optimise the
thermal conduction, is applied to control the temperature. The carbon fibre
placement is studied to minimise the thickness of the plate and the impact of
inert material on tracking performance.

The thesis reports the results of various tests of space compliance made
on a modified ALICE tracker module, an engineering model of the HEPD-02
module. It was made of 14 ALPIDE detectors disposed into two columns and
glued and wire bonded to a Flexible Printed Circuit (FPC). On the other side,
the detectors are glued to a carbon fibre plate. The device has been tested
according to the requirements of the Chinese Space Agency for vibrations and
in thermal-vacuum.

A study of the response of the detector to low energy nuclei has been also
carried out. The HEPD-02 detector is devoted to the detection of electrons
between 3 and 150 MeV and protons between 30 and 300 MeV . We base the
study on measurements, taken with protons and low energy nuclei at different
test facilities in Italy, as well as simulations. Measurements have been analysed
with different tools and used to build a model of the detector response. The only
observable of the detector is the cluster, and in particular on the cluster size, i.e.
the number of pixels over the set threshold for each interaction. The analysis
characterises the dependence of the cluster dimension on the energy deposited
in silicon by the particle. The energy release inside ALPIDE has been evaluated
using GEANT4 simulations of the beam tests. The values obtained have been
used as an input for the analysis and to initialise the charge diffusion process in
the device in a second simulation tool, Synopsis TCAD. The TCAD simulation
includes the electrical properties of silicon and reproduces the detector structure
and the electrical property of the materials. The simulation results have been
used to verify our knowledge of the detector details, evaluated as the capability
of the simulation to reproduce the experimental data. The simulation is the
base of a tool that I developed to predict the cluster size as a function of a
given number of parameters. This tool works after the GEANT4 simulation
and provides essential information for the event reconstruction software of the
experiment.

In conclusion, this work reports on space compliance tests performed on the
ALPIDE sensor, demonstrating technology readiness level 7 on the scale of space
agencies. The dependence of the observed cluster size on the energy deposit
has been fully characterised for highly ionising particles. This parametrisation
will be a crucial element of the event reconstruction and particle identification
algorithms of the HEPD-02 experiment. Given the energy of the nuclei under
consideration, this study contains information useful for applications in proton
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and hadrotherapy.

4



Contents

1 The measurement of charged particle trajectories in space 19
1.1 Detection techniques . . . . . . . . . . . . . . . . . . . . . . . . . 21

1.1.1 Silicon strip detectors . . . . . . . . . . . . . . . . . . . . 21
1.2 Particle trackers in space experiments . . . . . . . . . . . . . . . 25

1.2.1 FERMI LAT . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.2.2 DAMPE . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.2.3 PAMELA . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.2.4 AMS-02 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
1.2.5 HEPD-01 . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
1.2.6 Planned experiments: HERD . . . . . . . . . . . . . . . . 39

1.3 Pixel detector in space . . . . . . . . . . . . . . . . . . . . . . . . 40

2 Monolithic Active Pixel Sensors 43
2.1 New technology for tracking particle in space . . . . . . . . . . . 43
2.2 Monolithic Active Pixel Sensors . . . . . . . . . . . . . . . . . . . 45

2.2.1 Space resolution of digital readout . . . . . . . . . . . . . 50
2.3 Case studies of MAPS detectors . . . . . . . . . . . . . . . . . . . 51

2.3.1 MIMOSA-26 . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.3.2 MIMOSA-28 . . . . . . . . . . . . . . . . . . . . . . . . . 52

2.4 ALPIDE detector . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.4.1 Detector structure . . . . . . . . . . . . . . . . . . . . . . 54
2.4.2 ALICE Inner Tracker Upgrade . . . . . . . . . . . . . . . 62
2.4.3 Power consumption estimation . . . . . . . . . . . . . . . 65
2.4.4 Characterisation of ALPIDE response to high energy par-

ticles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3 HEPD-02 tracker design and spatialisation 69
3.1 HEPD-02 tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.2 Power consumption measurements . . . . . . . . . . . . . . . . . 72

3.2.1 Current probes . . . . . . . . . . . . . . . . . . . . . . . . 73
3.2.2 Software tested . . . . . . . . . . . . . . . . . . . . . . . . 73
3.2.3 Digital line power consumption . . . . . . . . . . . . . . . 77
3.2.4 Downclocking . . . . . . . . . . . . . . . . . . . . . . . . . 80

3.3 Strategies for power consumption reduction . . . . . . . . . . . . 82

5



3.4 Cooling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.5 GEANT4 simulation of HEPD-02 stratigraphy . . . . . . . . . . 86

3.5.1 ALICE Outer Barrel FPC . . . . . . . . . . . . . . . . . . 88
3.5.2 ALICE Inner Barrel FPC . . . . . . . . . . . . . . . . . . 89
3.5.3 LTU Ltd FPC . . . . . . . . . . . . . . . . . . . . . . . . 89
3.5.4 Effects of different FPCs on physics measurements . . . . 89
3.5.5 Cold plate stratigraphy . . . . . . . . . . . . . . . . . . . 92
3.5.6 A plane of the trigger before tracker . . . . . . . . . . . . 94

3.6 Space compliance tests . . . . . . . . . . . . . . . . . . . . . . . . 99
3.6.1 Device Under Test (DUT) description . . . . . . . . . . . 99
3.6.2 Test preparation . . . . . . . . . . . . . . . . . . . . . . . 100
3.6.3 Vibration test . . . . . . . . . . . . . . . . . . . . . . . . . 103
3.6.4 Thermal-vacuum test . . . . . . . . . . . . . . . . . . . . 105

4 ALPIDE response to low energy nuclei 112
4.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.2 Trigger delay study . . . . . . . . . . . . . . . . . . . . . . . . . . 116
4.3 GEANT4 simulations of beam tests . . . . . . . . . . . . . . . . . 118

4.3.1 GEANT4 simulation of Trento beam test . . . . . . . . . 118
4.3.2 GEANT4 simulation of Catania beam test . . . . . . . . . 122

4.4 Cluster definition: from stacked analysis to cluster finding algo-
rithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.4.1 Event selection . . . . . . . . . . . . . . . . . . . . . . . . 123
4.4.2 Event stacking . . . . . . . . . . . . . . . . . . . . . . . . 126
4.4.3 Clustering algorithm test . . . . . . . . . . . . . . . . . . 128
4.4.4 Cluster size dependence on impinging particle charge . . . 134

4.5 ALPIDE response to inclined tracks . . . . . . . . . . . . . . . . 136
4.5.1 Modelling clusters from inclined tracks . . . . . . . . . . . 138

4.6 TCAD simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
4.6.1 TCAD domain construction . . . . . . . . . . . . . . . . . 151
4.6.2 First simulation: particle impinging on a collection electrode155
4.6.3 Second simulation: hit between 4 electrodes . . . . . . . . 163
4.6.4 Third simulation: particle impinging between two electrodes164
4.6.5 Simulation results comparison . . . . . . . . . . . . . . . . 170
4.6.6 Comparison between TCAD results and experimental data 178

5 Future developments of MAPS detector 180
5.1 MIMOSIS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
5.2 TJ MALTA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
5.3 MuPix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
5.4 JadePix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
5.5 ARCADIA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

6



List of Figures

1.1 Schematic of a silicon particle detector [67]. . . . . . . . . . . . . 22
1.2 Schematic view of floating microstrip. . . . . . . . . . . . . . . . 24
1.3 FERMI LAT structure [19]. . . . . . . . . . . . . . . . . . . . . . 26
1.4 Dampe experiment [23]. . . . . . . . . . . . . . . . . . . . . . . . 27
1.5 Pamela experiment: a picture and the layout schematics [33]. . . 29
1.6 AMS-02 detector [79]. . . . . . . . . . . . . . . . . . . . . . . . . 30
1.7 Differences in tracker planes disposition in AMS-02 with super-

conducting and permanent magnets [58]. . . . . . . . . . . . . . . 32
1.8 HEPD-01 detector. . . . . . . . . . . . . . . . . . . . . . . . . . . 32
1.9 Acceptance of HEPD-01 detector [15]. . . . . . . . . . . . . . . . 33
1.10 Calorimeter of HEPD-01 detector [15]. . . . . . . . . . . . . . . . 34
1.11 HEPD-01 detector. The tracker is visible in front of the setup [15]. 35
1.12 Scheme of a tracker ladder readout channel on n side. . . . . . . 36
1.13 Readout scheme of HEPD-01 tracker ladder. . . . . . . . . . . . . 37
1.14 Measured proton dE/dx for a silicon ladder at different energies of

the test beam in Trento, compared with Monte Carlo simulation [15] 37
1.15 Simulation results of particle discrimination capabilities of HEPD-

01 [15]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
1.16 layout of HERD detector (exploded view) [41]. . . . . . . . . . . 39
1.17 Bump bonding of front-end electronics on pixel detector [55]. . . 41

2.1 Schematic view of planar (on the left side) and 3D (on the right
side) pixel design and charge collection [43]. . . . . . . . . . . . . 45

2.2 Differences in charge collection for depleted and undepleted de-
tectors [77]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.3 Different possible layouts for MAPS readout circuitry implanta-
tion [77]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.4 Schematic view of the MIMOSA-26 with the different functional
blocks [26]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

2.5 A picture of MIMOSA-28 [86]. . . . . . . . . . . . . . . . . . . . 52
2.6 Schematic view of ALPIDE section [4]. . . . . . . . . . . . . . . . 54
2.7 Details of structure of ALPIDE [72]. . . . . . . . . . . . . . . . . 55
2.8 Block diagram of the ALPIDE detector [72]. . . . . . . . . . . . . 56
2.9 Scheme of DTU of ALPIDE [7]. . . . . . . . . . . . . . . . . . . . 57
2.10 Pinot of the ALPIDE detector [14]. . . . . . . . . . . . . . . . . . 58

7



2.11 Readout logic of ALPIDE. . . . . . . . . . . . . . . . . . . . . . . 60
2.12 ALPIDE DATA LONG structure [14]. . . . . . . . . . . . . . . . 60
2.13 Communication protocols of ALPIDE CTRL line [14]. . . . . . . 61
2.14 Sketch of ALICE ITS [4]. . . . . . . . . . . . . . . . . . . . . . . 62
2.15 ALICE OB and IB modules [4]. . . . . . . . . . . . . . . . . . . . 63
2.16 Layout of ALPIDE detectors in ALICE IB and OB [7]. . . . . . . 64
2.17 Power consumption of ALPIDE detector in different configura-

tions [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.18 Detection efficiency and fake hit rate as a function of the thresh-

old of non irradiated and irradiated ALPIDE detectors with a -3
V back bias applied [60]. . . . . . . . . . . . . . . . . . . . . . . . 66

2.19 Cluster size and spatial resolution as a function of the threshold
of non irradiated and irradiated ALPIDE detectors with a -3V
back bias applied [60]. . . . . . . . . . . . . . . . . . . . . . . . . 67

2.20 Cluster size as a function of hit position in a four pixels domain
with a laser beam [59]. . . . . . . . . . . . . . . . . . . . . . . . . 68

3.1 HEPD-02 detector structure from GEANT4 simulation. Lateral
and bottom scintillator panels are not represented. Courtesy of
L. Carfora. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.2 Graphic render of HEPD-02 proposed tracker. . . . . . . . . . . . 70
3.3 Scheme of tracker elements grouping. Courtesy of G. Gebbia. . . 71
3.4 Setup for ALPIDE readout installed in Trento Clean Room. . . . 72
3.5 Current probes used for the measurements. . . . . . . . . . . . . 74
3.6 Transfer function of the current probes measured as a function

of the signal frequency. . . . . . . . . . . . . . . . . . . . . . . . . 75
3.7 Current flowing in digital power line during FIFO test. The active

probe measures the DC contribution, and the passive enhances
the details of the transients. . . . . . . . . . . . . . . . . . . . . . 78

3.8 Digital scan current flow. . . . . . . . . . . . . . . . . . . . . . . 79
3.9 Current consumption of threshold scan. Data collected with ac-

tive probe. The voltage (on y axis) is plot as a function of the
time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

3.10 Total power consumption of ALPIDE at different clock frequencies. 81
3.11 Clock distribution mechanism. . . . . . . . . . . . . . . . . . . . 83
3.12 Temperature gradient along the turret during detector opera-

tions. Courtesy of E. Serra. . . . . . . . . . . . . . . . . . . . . . 84
3.13 GEANT4 simulation of window and thermal blanket of HEPD-01.

The same structure has been used also for HEPD-02 simulations. 87
3.14 Stratigraphy of HEPD-02 stave with FPC designed taking as a

model the ALICE Outer Barrel FPC. . . . . . . . . . . . . . . . 87
3.15 Electron threshold for different FPC configurations. . . . . . . . 90
3.16 Proton threshold for different FPC configurations. . . . . . . . . 91

8



3.17 Multiple scattering calculated for particle incoming from differ-
ent angles. For both HEPD-01 and HEPD-02 the angle of the
particle entering on the second sensitive element is considered.
The results are shown for different energies. . . . . . . . . . . . . 93

3.18 Threshold for the three plane tracker of HEPD-02 for different
thicknesses of the cold plate. . . . . . . . . . . . . . . . . . . . . 95

3.19 Minimum energy for which the particle crosses a plane of the
trigger and all the tracker. The cold plate thickness is 350 µm,
and the FPC is the one based on ALICE OB. . . . . . . . . . . 96

3.20 Multiple scattering between the first two planes of HEPD-02
tracker compared with HEPD-01 tracker for the case in which
a plane of the trigger is before the tracker. Investigation of dif-
ferent thicknesses for the trigger plane is ongoing. Results for
HEPD-02 tracker without the plane before are reported in red as
a further reference. . . . . . . . . . . . . . . . . . . . . . . . . . 97

3.21 Distribution of angles of multiple scattering for different energies.
Particle are generated perpendicularly to the detector. . . . . . . 98

3.22 DUT after thermal-vacuum test in SERMS. . . . . . . . . . . . . 99
3.23 Stratigraphy of DUT. Different layers are not in scale. . . . . . . 100
3.24 Test preparation in Torino clean room. . . . . . . . . . . . . . . . 101
3.25 Fixture for vibration test along x and y axes. . . . . . . . . . . . 102
3.26 Vibration profiles for qualification tests . . . . . . . . . . . . . . 103
3.27 Accelerometer proposed position during tests. The capital A in-

dicates the accelerometer, the x,y and z the axis measured and
the lowercase a and b indicates the different accelerometers used
for each axis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

3.28 Accelerometer positions during vibration test along z axis. . . . . 105
3.29 Profile for cycles of thermal-vacuum test. . . . . . . . . . . . . . 106
3.30 DUT installed inside the vacuum chamber. . . . . . . . . . . . . 107
3.31 Maps at different temperatures. The z axis reports the number

of times in which each pixel turned on. The number of counts
is different for the case of -30◦C because the inefficiencies of the
injections required a different range of charge injection. . . . . . 109

3.32 Number of pixels over threshold on a sensor during each step of
charge injection of threshold scan at different temperatures. . . . 110

3.33 Maps of muons collected during thermal-vacuum tests at different
temperatures. The figure shows the position of the hit on the
detector and the cluster shapes. . . . . . . . . . . . . . . . . . . . 111

4.1 Examples of clusters collected during beam test in Catania with
a beam of 62 MeV/a.m.u. He. . . . . . . . . . . . . . . . . . . . 113

4.2 Experimental setup. . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.3 Detector order inside the box during beam tests. . . . . . . . . . 115
4.4 Beam test setup and DAQ scheme. . . . . . . . . . . . . . . . . . 115
4.5 Signal statement scheme for ALPIDE and trigger system as a

function of the time after interaction. . . . . . . . . . . . . . . . 116

9



4.6 Fraction of events with pixels over the threshold as a function
of the delay between the trigger generation and propagation to
ALPIDE. Errors are smaller than the marker size. . . . . . . . . 117

4.7 Energy at isocenter as a function of the input energy. The results
of the fit have been used to reconstruct the input energy that
gives the measured value at the isocenter. Error is smaller than
the marker size. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

4.8 FWHM of the beam with only air contribution (squares) and
including the beam spread (triangles). The results of simulations
are compared with the data provided by the facility documentation.121

4.9 Energy threshold for protons. . . . . . . . . . . . . . . . . . . . . 121
4.10 Energy at isocenter of the beam after 35mm of solid water degrader.122
4.11 Distribution of RMS of pixels over threshold along x and y direc-

tion for each event of two different runs, one acquired with 17.1
MeV protons (figures 4.11a and 4.11b), the other with 218.4
MeV protons (figures 4.11c and 4.11d). The main peak contains
all the events with a single cluster, the other counts are related
to events with more clusters. . . . . . . . . . . . . . . . . . . . . 124

4.12 Distribution of RMSx versus RMSy for 218.4 MeV and 17 MeV
protons. The double structure is more evident on figure 4.12b,
corresponding to 218.4 MeV protons, but there are hints of a
similar effect on figure 4.12a, corresponding to 17 MeV protons. 125

4.13 In the figures, the values of RMSx and RMSy are shown as a
function of the event length. . . . . . . . . . . . . . . . . . . . . . 127

4.14 Size of events with RMSx < 2 and RMSy < 2 for 17 MeV
protons and for 218.4 MeV . . . . . . . . . . . . . . . . . . . . . . 128

4.15 The plot shows the stacking of the clusters for 17 MeV and 218.4
MeV protons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

4.16 Cluster size distribution obtained from the integral of the stacked
clusters normalised distributions. The statistic error extracted is
reported, but it is smaller than the size of the points on the plot. 130

4.17 Distribution of the mean values of stacked clusters histograms
along x and y as a function of the energy of the beam at the
isocenter. The values for x axis are not visible because the y val-
ues perfectly overlap them. The compatibility with 0 is extremely
good. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

4.18 Distribution of the RMS of stacked clusters histograms along x
and y as a function of the energy of the beam at the isocenter.
Uncertainties are not visible because of the order of 0.001 pixels.
The values for y results to be systematically higher than values
for x. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

4.19 Cluster size distributions obtained applying DBSCAN algorithm
to the data samples in table 4.3. Data are fitted with a Gaussian
function to get mean and σ. . . . . . . . . . . . . . . . . . . . . . 133

10



4.20 Cluster size evaluated with different techniques on the same data
sets, collected with protons of different energies. The results are
given as a function of the primary particle energy. . . . . . . . . 134

4.21 Cluster size as a function of the Z of the particle. The beam
energy is 62 MeV/a.m.u. for all the four species. . . . . . . . . . 135

4.22 Cluster size as a function of the energy deposited in silicon for all
the available data set. The value for oxygen is not included but
it is reported in table 4.6. . . . . . . . . . . . . . . . . . . . . . . 137

4.23 Setup with inclined ALPIDE during tests in Catania. . . . . . . 137
4.24 Stacked analysis of 17.1 MeV protons at different angles. . . . . 139
4.25 Stacked analysis of 218.4 MeV protons at different angles. . . . . 140
4.26 Effect of the passage of a particle perpendicular to the detector

(4.26a) and inclined of an angle θ with respect to the normal
direction. Symbols are explained in detail on the text. . . . . . 141

4.27 Cluster size as a function of the angle for different nuclei. . . . . 144
4.28 Parameters from the fit in figure 4.27. Both IC and T are in

pixel and plot as a function of the Z of the impinging particle. . 145
4.29 Cluster size as a function of the angle for 17.1 MeV protons and

218.4 MeV protons for different back bias values. . . . . . . . . . 147
4.30 Parameters from the fit in figure 4.29. IC and T are plot as a

function of the back bias. . . . . . . . . . . . . . . . . . . . . . . 148
4.31 Doping profile of the simulation. The epitaxial layer is in green,

the p-well in cyan and the substrate in blue. The electrodes are
in red. Different thicknesses of the p-wells depend on the mesh
refinement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

4.32 Graphic representation of a ALPIDE pixel, centred on collection
electrode. To describe the detector response from the results of
TCAD simulation, the hit positions (indicated by the red crosses)
must be transformed to be inside the area highlighted in green. . 154

4.33 Simulation domain. The grid represents the mesh and the colour
the doping concentration on the different regions. . . . . . . . . . 155

4.34 Evolution of σ of the electron density distribution over time dur-
ing the first 10 ns after charge generation. . . . . . . . . . . . . . 158

4.35 Charge collected by different electrodes for the different LET in
30 µm thick epitaxial layer for particle hitting on D A electrode. 159

4.36 Charge collected by different electrodes for the different LET in
25 µm thick epitaxial layer for particle hitting on D A electrode. 160

4.37 Charge collected by different electrodes for the different LET in
20 µm thick epitaxial layer for particle hitting on D A electrode. 161

4.38 Simulation domain for the hit between 4 electrodes. . . . . . . . 162
4.39 Evolution of σ of the electron density distribution over time dur-

ing the first 10 ns after charge generation. . . . . . . . . . . . . . 164
4.40 Charge collected by different electrodes for the different LET in

30 µm thick epitaxial layer for particle hitting between four elec-
trodes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

11



4.41 Charge collected by different electrodes for the different LET in
25 µm thick epitaxial layer for particle hitting between four elec-
trodes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

4.42 Charge collected by different electrodes for the different LET in
20 µm thick epitaxial layer for particle hitting between four elec-
trodes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

4.43 Simulation domain. . . . . . . . . . . . . . . . . . . . . . . . . . . 168
4.44 Evolution of σ of the electron density distribution over time dur-

ing the first 10 ns after charge generation. . . . . . . . . . . . . . 169
4.45 Charge collected by different electrodes for the different LET in

30 µm thick epitaxial layer for particle hitting between two elec-
trodes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

4.46 Charge collected by different electrodes for the different LET in
25 µm thick epitaxial layer for particle hitting between two elec-
trodes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

4.47 Charge collected by different electrodes for the different LET in
20 µm thick epitaxial layer for particle hitting between two elec-
trodes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

4.48 Charge collected by electrodes for the different configurations and
different epitaxial thicknesses with 1.8×10−4 pC/µm. . . . . . . . 175

4.49 Electric field on detector epitaxial layer. Colour scale represents
the electric field component along z-axis; the arrows report the
direction of the total electric field. The density of arrows depends
on the field intensity on the different regions. . . . . . . . . . . . 177

4.50 Cluster size measured with protons and calculated from TCAD
simulation with 25 µm thick epitaxial layer. The results are re-
ported as a function of the energy deposited in silicon. . . . . . . 178

5.1 TJ MALTA pixel cross section [49]. . . . . . . . . . . . . . . . . . 181
5.2 SEED main characteristics [64]. . . . . . . . . . . . . . . . . . . . 184

12



List of Tables

1.1 Summary of the main properties of trackers installed on experi-
ment described on this chapter. . . . . . . . . . . . . . . . . . . . 40

2.1 ALPIDE data format [14]. . . . . . . . . . . . . . . . . . . . . . . 59
2.2 Minimum requirements for ALICE ITS Upgrade detector [4]. . . 63

3.1 ALPIDE communication lines status during different tests. . . . 75
3.2 Summary of the power consumption measured during different

tests with single sensor setup. . . . . . . . . . . . . . . . . . . . . 77
3.3 Current flowing in the digital line and total power consumption

at different clock frequencies for a single ALPIDE configured as
master. The power consumption is calculated by taking into ac-
count a fixed current flowing in the analog line of 11 mA and the
value of the voltage applied by the power supplier (1.8 V ). . . . . 81

3.4 ALICE Outer barrel FPC material budget. . . . . . . . . . . . . 88
3.5 ALICE Inner barrel FPC material budget. . . . . . . . . . . . . . 88
3.6 LTU Ltd FPC material budget. . . . . . . . . . . . . . . . . . . . 88
3.7 Thermal-vacuum test conditions. . . . . . . . . . . . . . . . . . . 107

4.1 Energy of the beam: nominal energy, isocenter energy, recon-
structed beam energy and energy deposited on ALPIDE active
layer extracted from simulation. . . . . . . . . . . . . . . . . . . . 119

4.2 Energy at isocenter for different degrade thicknesses. The energy
of the beam is set to 70 MeV nominal energy. In the last column
the energy deposited on ALPIDE active layer is reported. . . . . 120

4.3 Proton data sets used for tuning tools of cluster finding and anal-
ysis. Data taken at the APSS PTC. . . . . . . . . . . . . . . . . 124

4.4 Cluster size, mean and RMS calculated from the stacked analysis.130
4.5 Cluster size for different nuclei. The energy is 62 MeV/a.m.u.

for all the four species. . . . . . . . . . . . . . . . . . . . . . . . . 135
4.6 Cluster size for different values of energy deposited in silicon ac-

tive layer. Starred particles are collected at LNS in Catania.
The input energy is the energy at the isocenter for data collected
in Trento and the energy at the beam exit for data collected in
Cataia. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

13



4.7 Summary of the data set of measurements collected with particle
hitting ALPIDE with different incidence angles. . . . . . . . . . 136

4.8 The table report, as a function of the cluster size, the most reg-
ular distribution that can be obtained, the real diameter of the
distribution(2Rreal) and the diameter calculated in circular ap-
proximation (2Rcalc). . . . . . . . . . . . . . . . . . . . . . . . . . 143

4.9 Values of IC and Teff obtained from fit on different data sets. . 146
4.10 List of simulation configurations. . . . . . . . . . . . . . . . . . . 150
4.11 Mesh refinement in different regions. Distances are calculated

from the hit position. . . . . . . . . . . . . . . . . . . . . . . . . . 151
4.12 Energy deposition corresponding to different LET values. . . . . 152
4.13 Position of the electrodes with respect to the the hit position.

From the distance it is possible to notice that some electrodes
are equidistant from the hit and then they are expected to collect
the same amount of charge. The last column reports a “shape
factor”, that is applied to collected data to correct the fact that
electrodes on the borders of the domain cover only a half or a
quarter of the surface they should have. . . . . . . . . . . . . . . 156

4.14 Cluster size for particle hitting on a electrode with different LET. 162
4.15 Electrode position with respect to the hit and shape factor. . . . 163
4.16 Cluster size for particle hitting between 4 electrodes with different

LET. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
4.17 Electrode position with respect to the hit and shape factor. . . . 169
4.18 Cluster sizefor particle hitting between two electrodes with dif-

ferent LET. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
4.19 Summary of cluster size obtained with all the configurations of

TCAD simulation. . . . . . . . . . . . . . . . . . . . . . . . . . . 174
4.20 Expected number of electrons calculated from LET and thickness

is compared with the total number of electrons collected in the
different simulation configurations. . . . . . . . . . . . . . . . . . 176

4.21 Charge collected by the set of first neighbour electrode with re-
spect to the charge produced by interaction. . . . . . . . . . . . 176

5.1 ARCADIA requirements. . . . . . . . . . . . . . . . . . . . . . . 184

14



Acronyms

ADC Analog to Digital Converter.

ALICE A Large Ion Collider Experiment.

ALPIDE ALice PIxel DEtector.

AMS Alpha Magnetic Spectrometer.

APP AstroParticle Physics.

APSS Azienda Provinciale per i Servizi Sanitari.

ARCADIA Advanced Readout CMOS Architecture with Depleted Integrated
sensor Arrays.

ASIC Application Specific Integrated Circuit.

BIRD Battery Operated Independent Radiation Detector.

BTF Beam Test facility.

CEPC Circular Electron Positron Collider.

CMB Compressed Baryonic Matter.

CMOS Complementary Metal-Oxide Semiconductor.

CS Cluster Size.

CSES China Seismo-Electromagnetic Satellite.

CTRL Control Line.

DAC Digital to Analog Converter.

DAMPE DArk Matter PArticle Explorer.

DAQ Data Aquisition.

DBSCAN Density-Based Spatial Clustering of Applications with Noise.

15



DTU Data Transmission Unit.

DUT Device Under Test.

ECAL Electromagnetic Calorimeter.

EL Event Length.

ENC Equivalent Noise Charge.

FBK Fondazione Bruno Kessler.

FIFO Fan-In Fan-Out.

FPC Flexible Printed Circuit.

FPGA Field Programmable Gate Array.

FWHM Full Width at Half Maximum.

GEANT GEometry ANd Tracking.

GRB γ-Ray Burst.

HEPD High Energy Particle Detector.

HERD High-Energy cosmic Radiation Detector.

HFT Heavy Flavour Tracker.

HIC Hybrid Integrated Circuit.

IB Inner Barrel.

IC Intrinsic Cluster Size.

INFN Istituto Nazionale di Fisica Nucleare.

ISS International Space Station.

ITS Inner Tracking System.

LAT Large Area Telescope.

LET Linear Energy Transfer.

LHC Large Hadron Collider.

LYSO Lutetium-yttrium oxyorthosilicate.

MAPS Monolithic Active Pixel Sensors.

16



MATISSE Monolithic AcTIve pixel SenSor Electronics.

MIMOSA Minimum Ionising particle MOS Active Pixel Sensor.

MIP Minimum Ionising Particle.

MOS Metal-Oxide Semiconductor.

MOSAIC MOdular System for Acquisition, Interface and Control.

MVD Micro Vertex Detector.

NIM Nuclear Instrument Module.

nMOS n-type Metal-Oxide Semiconductor.

NUD Neutron Detector.

OB Outer Barrel.

PAMELA Payload for Antimatter Matter Exploration and Light-nuclei As-
trophysics.

PLL Phase Locked Loop.

pMOS p-type Metal-Oxide Semiconductor.

PMT Photo Multiplier Tube.

PSD Plastic Scintillator Detector.

PSI Paul Scherrer Institute.

PTC Proton Therapy Centre.

QGP Quark Gluon Plasma.

REM Radiation Environment Monitor.

RICH Ring-Imaging Cherenkov detector.

RMS Root Mean Square.

SDE Sentaurus Device Editor.

SDEVICE Sentaurus Device.

SERMS Studio degli Effetti delle Radiazioni sui Materiali per lo Spazio.

SN Signal-to-Noise.

SPS Super Proton Synchrotron.

17



spTAB Single Point Tape Automated Bonding.

STK Silicon Tungsten Tracker.

TCAD Technology Computer-Aided Design.

TF Transfer Function.

TIFPA Trento Institue for Fundamental Physics and Applications.

TOF Time Of Flight.

TRD Transition Radiation Detector.

VA Voltage Amplifier.

VME Versa Module Europa.

18



Chapter 1

The measurement of
charged particle trajectories
in space

Particle detection in space started with the very beginning of space exploration.
Several studies from different experiments on balloons, run since 1910, had
shown that the radioactivity increases with the altitude [90].

The interest in tracking the particle direction came later when the technolo-
gies for tracking particles started to be available, and space experiments started
to design experiments based on this kind of devices.

Before reaching Earth, differently from photons and neutrinos, charged par-
ticles interact with the interstellar medium, that scatters and absorbs particles
from astrophysical sources. These deviations are the intrinsic limit of the posi-
tion resolution of the source of a particle or a burst of particles. Nevertheless,
tracking can provide interesting information to improve the knowledge of a num-
ber of physical open problems.

The anisotropy of the cosmic ray distribution is another problem that can
be investigate with a detector sensitive to the primary particle arrival direc-
tion [56] [17] [25] [3]. The anisotropy is in principle connected only to the
propagation processes since the information on the particle source is almost
completely lost. The main factors that modify particle trajectories are the in-
teraction with galactic magnetic fields and also, to a lesser extent, with the
interstellar medium. The study of this anisotropy provides information on the
propagation models, and it is an object of investigation. Most of the results in
this field have been carried out with detectors on Earth, mainly because these
indirect measurements explore an energy range higher than the experiments in
space [16].

At lower energy s tracking detector is useful to study the particles trapped in
the Van Allen belts. Explorer I was the first mission that reported the observa-
tion of this particle excess in regions around Earth. Explorer III confirmed the
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result. The analysis of the collected data allowed Van Allen to propose models
for both the structure and composition of the trapped particles belts, that are
named after him [87].

The study of trapped radiation gives some interesting insights on the struc-
ture of the Earth magnetic field and provides information on the interaction
mechanisms between lithosphere, atmosphere and ionosphere.

The energy of this kind of radiation ranges up to several hundreds of MeV
for protons and tens of MeV for electrons [89]. In this range the tracking of
particles is significantly affected by multiple scattering inside the detector itself.
The effect is particularly relevant for low-energy electrons.

A precise measurement of the incidence angle of the particle with respect of
the detector is the key to reconstruct the particle trajectory inside the magnetic
field. By knowing the local geomagnetic field direction [89] and intensity, for
which several models are available, it is possible to reconstruct the pitch angle
and provide information on the particle history.

Tracking detectors are also useful to measure e+/e− pairs produced by γ-
rays conversion, or combined with a magnetic field, to evaluate the energies of
particles not contained in calorimeters.

The study of the electron and positron production from γ annihilation is
one possible measurement that can be realised with tracking detectors. It is
possible to design a system based on alternated layers of dense material and
detector that facilitates the conversion into e+/e− couple, then measuring the
total energy of the induced shower and inferring the arrival direction of the
photon from the e+/e− tracks.

The shower can be studied in more detail if the single particle is identifiable,
i.e. if sensitive layers are finely segmented. Most of the latest missions devoted
to γ-ray astrophysics apply this sampling approach. The best example of this
structure of tracking detector was GLAST [21], then realised with some upgrades
on the project as FERMI LAT [19], that will be discussed later in this chapter.

Tracking detector can also be used for the study of charged components of
cosmic rays. In particular, they are used in spectrometers to extrapolate the
momentum of the high energy components of cosmic rays. In this approach,
several tracking planes are located inside a region where a magnet produces an
intense magnetic field. The magnetic field deflects the charged particles that
cross the tracking planes. From the hit positions in the different layers, it is
possible to calculate the curvature of the track. This method allows identifying
both the sign of the particle charge and the energy in a defined range. Magnetic
field strength and tracking spatial resolution define the limits on the energy
range of experiments. The most energetic particles undergo a smaller deflection,
and a good spatial resolution is required to detect them.

Measurements collected with spectrometers provide information for a wide
number of scientific purposes. It is crucial for the investigation of matter-
antimatter asymmetry and the baryogenesis problem. Being able to measure
the charge of the incoming particles, matched with other particle identification
techniques, that allow to measure the mass of the particles, it is possible to
separate protons and electrons from antiprotons and positrons. The study of
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the relative fractions of the species has given remarkable results, as the positron
fraction anomaly [6] [9], that are still under investigation.

1.1 Detection techniques

Position-sensitive detectors can be realised with different technologies. In prin-
ciple, if a detector readout can be finely segmented, it can be used for particle
tracking.

Ground-based experiments trackers can rely on two different technologies,
depending on the spatial resolution required for the measurement and the sur-
face to be covered. For high-resolution and relatively small surface detectors,
silicon detectors are the most indicated solution [27].

When the surface to be covered becomes extremely large, for example for the
most external layers of high energy physics experiments at LHC (ATLAS and
CMS) the use of gaseous detectors offers a good compromise between spatial
resolution and costs of realisation and operation of the devices.

The second solution is cost-effective and easy to assemble and operate on
the ground, but it is difficult to be adapted for space. The gas that fills the gap
of the detector deteriorates with particle interactions and needs to be processed
to preserve the detection performance. The complexity of this process is not
always acceptable in space missions. Another problem is that the gas needs the
periodically refill if the experiment’s lifetime is too long. Although refilling is
quite simple on the ground, it is impossible in space, but for experiments hosted
on International Space Station (ISS). Moreover, the weight of gas supplies has
an impact on design and mass budget during the mission preparation. For
all these reasons, gas detectors are not so common in space, in particular for
missions with long life span.

An example of gas detector operating in space is the Transition Radiation
Detector (TRD) of the Alpha Magnetic Spectrometer (AMS-02), operating on
ISS since May 2011. The straw tubes that compose the detector are filled with
a Xe/CO2 (80%/20%) mixture at 1 bar. To compensate the gas losses, pressure
is monitored and kept stable by refilling the system with gas from a vessel of
Xe and a vessel of CO2 installed on ISS. The vessels can be refilled with the
supplies regularly shipped to the ISS [52].

It is difficult but possible to operate gaseous detectors in space, at least if
volumes are small as for TRD detectors. Coverage of large surfaces, as required
for particle tracking, is even more challenging and in most cases there exists
alternatives that are easier to handle and provide better tracking performance.

1.1.1 Silicon strip detectors

Silicon detectors are the elective technology for tracking particle in space. There
are two main families of silicon trackers: strip detectors and pixels. Pixel tech-
nologies will be described in detail in chapter 2. This chapter focuses on strip
detectors, used to realise all the trackers already in use in space.
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Figure 1.1: Schematic of a silicon particle detector [67].

A charged particle interacting with a material deposits a fraction of its en-
ergy, mainly by ionisation. Silicon detector are realised to collect the charge
produced by the interaction. The design of silicon detector is based on p-n
junction behaviour. Between the p and n layers, the charge distribution forms
a strong electric field region. Application of a reverse bias expands the region
interested by electric field (depletion region.

Since the thickness of this depletion region is inversely proportional to the
doping, the best configuration for a detector is to realise a lightly doped silicon
buffer of one type, for example n, and to implant on the surface a thin layer of
heavily doped p layer, as shown in figure 1.1.

To realise a position-sensitive detector, the p-layer on the detector surface
is implanted in strips. To optimise the device and reduce the bias required
to extend the depletion region to the whole buffer, a heavily doped layer of
silicon, activated with the same doping of the substrate, is applied on the other
side of the wafer. It is also possible to implant the back layer in strips, oriented
perpendicularly to the strips on top layer, to provide a point measurement using
a single layer of silicon [67].

Strips are covered with a thin aluminium layer to apply bias and collect the
current signal. The contact is usually wire bonded to the readout electronics,
composed at least by a charge amplifier and an Analog to Digital Converter
(ADC) that digitises the signal. The following stages of the readout depend on
the aims of the tracker inside of the experiment.

The most important feature of silicon detectors is spatial resolution. Silicon
strip space resolution depends on several elements that it is possible to group
into two categories: those due to intrinsic fluctuations of interaction and charge
collection and those due to noise of detector and readout electronics.

The first set of effects include the statistical fluctuation of energy loss, that
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changes the number of carriers produced by the particle, and the effects of drift
and diffusion in particle collection. The statistical fluctuation depends on the
interaction of the particle with the matter. The drift and diffusion play an
essential role, and knowledge and characterisation of these phenomena can help
in detector design and operations. The drift speed depends on the electric field
inside the silicon wafer, that can be tuned, within certain limits, by adjusting the
bias applied to the detector. To maximise the efficiency of charge collection, the
depletion region must involve the whole detector. By increasing the voltage, the
electric field strength enhances, and the drift speed of charges towards collection
electrodes increases. If a single strip collects all the signal, the limit on the
spatial resolution will be the strip pitch. If more strips share the signal and the
detector signal readout is analog1, it is possible to apply simple algorithms to
obtain a better estimation of the particle’s impact point. Collection on multiple
strips happens if there is enough ionisation in silicon and if collection time is
long enough to allow electrons to arrive to electrodes in time. For a depleted
detector, 300 µm thick, a diffusion radius of about 10 µm is expected, that
decreases for high values of the electric field [82].

The second group of parameters includes the strip and readout pitch and the
noise introduced by the electronics. Their optimisation is the main objective of
the detector design stage. The most intuitive way to improve spatial resolution
is to realise thinner strips. The strip dimensions are limited by the technology,
the cost and readout complexity. Another limit is that the signal will be lower
than when collected by a single strip, demanding for more sensitive readout
electronic.

It is possible to improve the spatial resolution for a fixed pitch of the detec-
tor microstrip by inserting floating strips between readout strips, as shown in
figure 1.2 [54]. This approach reduces the effective pitch of the detector. The
charge collected by the intermediate diodes is then transferred to the readout
by capacitive coupling. The total amount of charge is affected by losses due to
inefficiencies but the spatial resolution is sensibly improved.

Characterisation of the noise introduced by the electronic readout is essential
because the signal produced by the impinging particle can be small, in particular
when more strips share the charge from the interaction.

The main contributions to the noise of the readout is the sum of a constant
part, depending on the single experiment, and a part that depends on the ca-
pacitance of the strip to its neighbours and the back plane. The equivalent noise
charge (ENC) can be calculated as [67]:

ENC = α+ βC

Another contribution to the electron noise comes from the detector leakage
current of the detector and bias resistors [67]. For a leakage current I, the ENC

1Charge sharing impacts on resolution also in case of digital readout detectors. The prob-
lem will be discussed in chapter 2.2.1 for pixel detector.
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Figure 1.2: Schematic view of floating microstrip.
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is given by:

ENC =
e

q
×
√
qITp

4

where e is natural logarithm base, q is the electron charge , Tp is the peaking
time.

Contribution due to bias resistor is given by the expression:

ENC =
e

q
×
√
TpkT

2R

where k is the Boltzman constant, T is the temperature and R the biasing
resistor.

To minimise the noise, the detector must minimise capacitance and leakage
current and maximise the biasing resistor [67].

1.2 Particle trackers in space experiments

There are many experiments equipped with a particle tracker, always based
on silicon strip technology, in space. In general, it is possible to distinguish
to families, depending on whether a magnet is part of the experiment or not.
Magnetic spectrometers like PAMELA and AMS have been powerful tools to
investigate scientific problems about cosmic rays and antimatter. When the
tracker is coupled to a calorimeter, important results can be obtained also in
γ-ray astronomy and indirect Dark Matter searches, as experiments like Fermi
and DAMPE (DArk Matter PArticle Explorer) demonstrate.

1.2.1 FERMI LAT

The Large Area Telescope (LAT) is a payload of the Fermi Gamma-ray Space
Telescope, launched by NASA on 2008 June 11. The project is a follow up of the
successful EGRET mission, that provided the first catalogue of γ-ray sources of
the galaxy [44].

It follows the success of the small scale prototype AGILE, launched on April
23, 2007 [80]. The detector realised for AGILE is a prototype of a segment of
FERMI LAT described in this chapter.

The experiment has different objectives: determining the nature of uniden-
tified sources of γ-rays, study the particle acceleration mechanisms produced
by different celestial bodies, the study of γ-ray burst (GRBs) transients, the
indirect search of dark matter. The detector is also included in the network
devoted to the follow-up for electromagnetic signals after gravitational waves
detection [76]. It is designed to detect photons with energies above 100 MeV
up to the TeV .

The LAT, shown in figure 1.3, is composed of three subsystems: the Preci-
sion Converter-Tracker, the calorimeter and the anticoincidence detector. The
detector is divided into 16 towers, each one operated independently from the
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Figure 1.3: FERMI LAT structure [19].

others. This structure has several advantages. The first advantage is that it
is easier to realise and operate a smaller detector, mostly because it does not
require stitching of different silicon sensor, whose dimension are limited by con-
struction requirements.Secondy, the segmentation increases the reliability of the
system. In these conditions, if a single tower fails, 94% remains fully operational.

As already said, γ-ray detection is possible only if the primary photon con-
verts into a e+ e− pair. The cross section of this process is proportional to Z and
density of the target material. For this reason, the Precision converter-tracker
alternates layers of tungsten and silicon microstrips planes.

Each tower has 16 planes of converter material and 18 tracking planes, con-
sisting of two single-sided microstrip silicon detectors. Each silicon plane mea-
sures only along one direction, so two are required to fix a crossing point for the
particle.

The silicon microstrip detector has a strip pitch of 228 µm and is 400 µm
thick.

In order to maximise the direction reconstruction capabilities of the detector,
the inert material should be kept as thin as possible to allow the detection of
the first pair produced with the lowest multiple scattering contribution. This
requirement conflicts with the need of material to convert the photon. The
applied compromise solution is the following: the converter-tracker is divided
into two sections, “front” and “back”. On the front region, composed by the
first 12 layers, there are thin (0.03 radiation length X0) converter layers. On
the back region, composed by the other four planes, the converter is about six
times thicker.

The total power consumption of the precision converter-tracker is about 160

26



Figure 1.4: Dampe experiment [23].

W . It results that the power consumption of each channel is 180 µW . The total
surface of silicon is about 74 m2. The power consumption per unit area is 0.2
mW/cm2 [20].

The following calorimeter has two main functions: to measure the energy of
the e+/e− pair and to study the development of the shower. Each module is
composed by 96 CsI(Tl) scintillator crystals, 2.7×2.0×32.6 cm3. The crystals
are arranged in eight layers of crossed bars. The bars dimensions are a compro-
mise between the desired granularity for imaging and the maximum affordable
number of electronic channels. The calorimeter depth is 8.6 X0.

Each crystal is read out by photodiodes, two on each side. The photodiodes
have a different size, to cover the broad dynamic range of the detector. The
ratio of the signal amplitude on the two sides can be used to coarsely locate the
hit position of the particles. The segmentation allows reconstructing the energy
of not-contained events up to the TeV [19].

The last subsystem is the anticoincidence detector. It is used to suppress the
background from charged cosmic ray components. γ-rays do not leave signals
before they convert in e+ e− pairs on the converter layers. If the anticoincidence
detector records a signal, the primary particle is charged.

The anticoincidence system is made of scintillating plastic tiles, chosen for
their good efficiency, reliability and low cost. Tiles are readout by wavelength
shifting fibres embedded in the scintillators, each coupled with two photomulti-
plier tubes for redundancy.

The detector has been fully operational for the last ten years and it still
provides important results and high-quality observations.

1.2.2 DAMPE

DAMPE (DArk Matter Particle Explorer) is designed to measure the spectrum
of electron, positrons from 5 GeV to 10 TeV and the cosmic ray flux and
composition from 10 GeV up to above 100 TeV [23]. DAMPE is sensitive also
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to photons of energy as large as 5 GeV to 10 TeV , from point-like and extended
sources. Four sub-detectors compose the experiment.

The Plastic scintillator Strip Detector (PSD) consists of a double-layer of
scintillating fibres used as anticoincidence for photon discrimination and charge
discrimination.

Then the silicon-tungsten tracker (STK), described later, and a calorimeter
(BGO), made of 14 layers of BGO in hodoscopic arrangement. The calorimeter
covers 31 X0.

The last subsystem is the neutron detector (NUD) made of 16 planes of
boron-loaded plastic scintillators tiles, each 1 cm thick. It is used to detect
delayed neutrons and improve the detector capability to discriminate hadronic
and electromagnetic showers.

The tracker of DAMPE bases its design on the experiences of previous space
experiments like AGILE and FERMI. It follows the same structure of alternated
layers of silicon microstrips detector and tungsten layers. Tungsten is 1 mm thick
and is inserted in front of layers 2, 3 and 4 of the six composing the tracker.

The detectors are 90×95×0.32 mm3, single side microstrip. The readout
pitch is 121 µm, with a floating strip in between the read out channels, and
provides a spatial resolution of about 70 µm [85]. Four detectors form a ladder.
Each plane contains two layers of 16 ladders each. The strip direction on the
two ladders is perpendicular to provide a position measurement.

The tracker covers a surface of about 7 m2 and consumes about 90 W [23].
The power consumption for surface unit is 1.3 mW/cm2.

The mission was successfully launched on 17 December 2015 and is still in
data taking.

1.2.3 PAMELA

PAMELA (Payload for Antimatter Matter Exploration and Light-nuclei Astro-
physics) is a part of the second Russian Italian Mission [47]. It is primarily
devoted to the measure of antimatter fluxes, but also to the study of isotopic
composition of the cosmic rays [29]. It was launched on June 2006 form Baikonur
Cosmodrome [33].

The detector is organised into several sub-detectors: a magnetic spectrom-
eter, used to reconstruct the sign and absolute value of the particle charge,
an electromagnetic calorimeter, to reconstruct the incident particle energy and
the spatial evolution of electromagnetic shower, a transition radiation detec-
tor for particle identification2 and a plastic scintillator system providing both
an anti-coincidence signal for particles coming from outside the acceptance of
the detector and a time of flight measurement, again for particle identification
purposes.

The magnetic spectrometer consists of a permanent magnet shaped in a
tower structure 44.5 cm high, made up of five modules. The dimensions of the

2Because of the problems found during qualification tests, the TRD was not installed on
the flight model of the experiment.
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Figure 1.5: Pamela experiment: a picture and the layout schematics [33].

towers define the geometrical factor of the detector acceptance [5]. It is made
of Nd-Fe-B alloy and features an average field as high as 0.43 T .

The silicon strip based tracker is located inside the magnetic cavity. There
are six planes, each of them composed by six sensors, each one 23.33×70.00
mm2, for a total dimension of 14×16 cm2. The planes are 300 µm thick double-
sided microstrip detectors produced by Hamamatsu. The implant strip pitch is
25 µm (readout pitch 50 µm) on the front side and 67 µm on back side. Strips
are implanted orthogonally on the two sides to provide a point measure with a
single plane. To simplify the read out system, the signals of back side strips are
routed to the same side where the strips on front side are read out. The spatial
resolution of the detector is about 3 µm [66].

The power budget assigned to the spectrometer is 63 W for a surface of 0.13
m2. The power density of the system is then about 48 mW/cm2, much higher
than FERMI [69].

The electromagnetic calorimeter also uses microstrip detectors. In this case
the silicon planes are alternated with tungsten layers, similarly to what reported
for FERMI. In this case, the calorimeter is aimed to identify antiproton signals
from electron background and positron signals from proton background. The
22 tungsten layers are 0.26 cm thick, for 16.3 X0. Each plane lays between by
two single-sided microstrip planes made of nine detectors 8×8 cm2 each. Since
each detector has only 32 strips, each plane counts 192 channels, for a total of
4224 readout channels.

The time of flight is made of plastic scintillator planes located at different

29



Figure 1.6: AMS-02 detector [79].

levels of the detector, as shown in figure 1.5. It measures the time intervals
between the crossing of the different planes. The measure can be coupled with
other information and used to provide particle identification.

The Transition Radiation Detector (TRD) measures the transition radiation
produced by ultrarelativistic charged particles. It uses straw tubes filled with
a mixture of Xe and CO2 at a tension of 1400 V to maximise the photon
detection efficiency. The measure provides additional information for particle
identification.

PAMELA operations ended in 2017 after more than ten years of successful
operations. The experiment greatly refined the measurement of the positron
fraction excess in cosmic rays [6] and gave other contributions to cosmic ray
physics.

1.2.4 AMS-02

The Alpha Magnetic Spectrometer (AMS) experiment was flown on Discovery
space shuttle in June 1998 [8]. This first short measure was preliminary to the
realisation of AMS-02, designed to be installed on the ISS.

AMS-02, in figure 1.6, is the second generation of the detector and it operates
on the International Space Station (ISS) since 2011 May. As for PAMELA,
the main aims of the mission are the search for dark matter and the study of
antimatter via the precision measurements of cosmic rays charged components
in an energy range between 0.5 GeV and the TeV , for Z lower than 26.
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Figure 1.6 shows the detector structure. The sub-systems that compose
the detector are: a 0.8 T magnet, a silicon tracker, a transition radiation de-
tector (TRD), the Time-of-Flight (TOF), the ring-imaging Cherenkov detector
(RICH) and an electromagnetic calorimeter. Anticoincidence planes surround
the central section of the detector [13].

TOF consists of two segmented double planes of scintillators located before
and after the tracker planes. Each of the 34 paddles is read out by PMTs via light
guides optimised to align the PMTs with the magnetic fringe. TOF provides
trigger to the whole experiment by coincidence signals and a measurement of
the velocity as precise as 4%. It can also provide a measurement of the Z of the
particle up to 20 using the scintillation light yield [32].

TRD consists of 20 layers of straw tube modules and polypropylene fibre
radiators in an octagonal box. The first and last four layers are oriented per-
pendicularly to the other layers. The TRD is on the top of the experiment3.
It is tuned to detect the transition radiation of ultrarelativistic particles. It
separates protons and electrons populations [32].

The three main components of RICH are the radiator, made of silica aerogel
tiles with a low refractive index that covers 90% of the active area, a cen-
tral square of sodium fluoride tiles and a detector plane. The RICH provides
a precise particle velocity measurement and charge sign discrimination up to
Z <26 [32].

The last subsystem of the detector is the electromagnetic calorimeter (ECAL).
Scintillating fibres glued to lead foils are the sensitive part of the detector.
Eleven layers of fibres form a super-layer with the fibre oriented in the same di-
rection. Alternated super-layers have fibres oriented in perpendicular directions.
The depth of the ECAL is 16 X0. The detector aims to provide a measure of
the energy of electromagnetic particles and it plays an essential role in electron-
proton separation. It can also be used to provide shower shape reconstruction
because of the fine segmentation [32].

The core of the experiment is the spectrometer, composed by the magnet
and the tracker planes.

In its original design, AMS-02 mounted a superconducting magnet. Techni-
cal issues forced the collaboration to replace it with the permanent magnet from
AMS-01 mission because of the extension of the ISS operations. The maximum
capacity of the superfluid helium reservoir necessary to maintain 1.8 K was the
ultimate limitation for the experiment lifetime. The drawback has been the
reduction of the magnetic field is 0.14 T instead of 0.8 T on average [58].

The design of the tracker was modified after the change of magnet to reach
the resolution goals of the experiment. The number of planes passed from 8 to
9 and they where disposed differently, as shown in figure 1.7.

Each plane of the silicon tracker is composed of several units called lad-
ders, containing 7 to 15 modules of microstrip detectors. The sensors are
41.360×72.045× 0.300 mm3 double face microstrip planes. The readout (im-
plantation) pitch is 110 (27.5) µm on p side and (104) 208 µm on n side, the

3The first detector is actually the first plane of the tracker.
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Figure 1.7: Differences in tracker planes disposition in AMS-02 with superconducting
and permanent magnets [58].

Silicon tracker 

Trigger plane 
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Figure 1.8: HEPD-01 detector.

detector is operated in total depletion mode. The spatial resolution of the de-
tector is about 10 µm for p side and 30 µm for n side. The tracker covers a
surface of about 6.4 m2 and has a power consumption of 734 W , for a power
consumption for surface unit of 12 mW/cm2 [92].

In these ten years of data taking AMS-02 provided an insight on the physics
of cosmic rays and precision measurements of a wide set of phenomena [9] [10]
[11] [12].

1.2.5 HEPD-01

The High Energy Particle Detector (HEPD) is a payload of China Seismo-Elec-
tromagnetic Satellite (CSES), launched from Jiuquan Satellite launch centre in
Mongolia on February 2, 2018. The satellite hosts several payloads devoted to
the study of the Lithosphere-Atmosphere-Ionosphere coupling mechanisms [75].
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Figure 1.9: Acceptance of HEPD-01 detector [15].

Since this work is aimed to describe the study carried on to design a tracker
for HEPD-02, more detailed description of HEPD-01 is given. Most subsystems
of the experiment will remain unchanged in the new experiment.

The HEPD-01 is designed to detect protons between 30 MeV and 300 MeV
and for electrons from 3 MeV to 100 MeV . It has an energy resolution better
than 10% and an angular resolution better than 8◦ at 10 MeV .

Its main goal is the measurement of particle flux fluctuations, possibly re-
lated to seismic activity on Earth. It also investigates the stability of Van Allen
belts and low-energy cosmic ray physics, in particular galactic and secondary
particle spectra. Its data can also be used to study solar energetic particles
(SEP) events. The acceptance of the experiment for electrons and protons is
reported in figure 1.9.

As reported in figure 1.8, HEPD-01 sub-detectors are:

• Tracker
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Figure 1.10: Calorimeter of HEPD-01 detector [15].

• Trigger

• Upper calorimeter

• Lower calorimeter

• Veto system

The trigger plane is divided into five bars 15× 30× 5 mm3, disposed side by
side below the tracker planes. Each bar is made of EJ-200 plastic scintillator
and is read out by two Hamamatsu R9880-210 PMTs. The same PMTs reads
out all the scintillators of the detector.

The sixteen planes of the upper calorimeter, shown in figure 1.10, are made
of the same material of the trigger, and they have dimensions 150 × 150 × 10
mm3. The planes are piled to form a tower. Each plane is read out by two
PMTs located at the opposite corners of the square. Consecutive planes have
the PMTs along opposite diagonals.
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Figure 1.11: HEPD-01 detector. The tracker is visible in front of the setup [15].

The lower calorimeter is an array of nine LYSO cubes, 30x30x30 mm3. Each
cube is read out by a single PMT on the bottom of the detector.

The veto is made up of five planes of EJ-200 plastic scintillators and sur-
rounds the detector on five sides. Each veto plane is read out by two PMTs,
located at the opposite corners of the plane.

The detector separates nuclei and electrons as efficiently as 99.5%. It uses the
comparison of dE/dx technique and the full energy releases on the calorimeters
versus the energy deposited on the silicon tracker or the trigger plane [15].

The detector performance have been characterised before flight with cosmic
muons and with electrons (30 MeV - 120 MeV energy range at Beam Test
Facility or BTF in Frascati, Rome) and with protons (30 MeV - 230 MeV
energy range at Proton Therapy Center, Trento) [15].

The HEPD-01 tracker, in figure 1.11, is made of two double-sided microstrip
planes, divided into three ladders 70 × 200 × 0.3 mm3. The total size of each
plane is then 210× 200× 0.3 mm3, and they are 10 mm away from each other.
The strip implantation pitch is 91 µm, and there is one floating strip between
the readout strips. The readout pitch is then 182 µm. The strips on the p
side are oriented along the long dimension and orthogonally on the n side. The
spatial resolution of the detector is about 50 µm [15]. The power consumption of
the system is 10 W for a detector surface of 0.126 m2. The power consumption
for surface unit is 8 mW/cm2.

To reduce the complexity of the system and the number of readout channels,
the strips on the n side are grouped, as shown in figure 1.12. Strips as distant
as ∼ 70 mm share the same readout channel, arranging 3× 384 readout strips
on 384 channels. The number of readout channel is, therefore, the same on p
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and n side for each ladder, 384 on the n side and 384 for the p side, for a total
number of channels of 4608 for all the six ladders that compose the tracker. The
uncertainty on the strips on n side involved in the event can be resolved using
the signal from the trigger bars, which are parallel to the n strips and provide
the information on the area of the tracker hit by the incoming particle.

Figure 1.12: Scheme of a tracker ladder readout channel on n side.

Figure 1.13 shows the readout scheme of a side of HEPD-01 tracker. The
signal readout and amplification is performed inside the Voltage Amplifier (VA)
modules, each of them collecting signals from 64 channels. Three VAs send the
signals to an ADC module. Each side of a ladder is then read out by six VA,
connected to two ADCs.

Figure 1.14 shows the tracker response as a function of the energy of the
protons measured during beam test in Trento. Data are compared with results
of the Monte Carlo simulation of the experiment. The good agreement of the
data sets confirms the good performance of the detector. The data are fit with
a Bethe-Block function to find the conversion from ADC units to MeV .

Comparison of the signal deposited in silicon layers and on calorimeter is
used for particle identification. Results from simulations are reported in figure
1.15.

The commissioning phase of HEPD-01, ended in August 2018, showed a be-
haviour of all sub-detectors coherent with the pre-flight characterisation. After
almost two years of observation, the experiment is releasing its first results,
mainly focused on flux measurements. For what concerns the galactic and sub-
cutoff particles, data are limited by the fact that the satellite does not acquire
data at geographical latitudes larger than 65◦. Nevertheless, the tilt of Earth
magnetic field allows to collect data up to 75◦ degrees of magnetic latitude. The
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Figure 1.13: Readout scheme of HEPD-01 tracker ladder.

Figure 1.14: Measured proton dE/dx for a silicon ladder at different energies of the
test beam in Trento, compared with Monte Carlo simulation [15]
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(a) HEPD-01 simulated electron vs proton separation.

(b) HEPD-01 simulated nuclei separation.

Figure 1.15: Simulation results of particle discrimination capabilities of HEPD-
01 [15].
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Figure 1.16: layout of HERD detector (exploded view) [41].

small observation time is compensated by the large acceptance of the detector
and provides good exposure for low-energy cosmic ray physics.

1.2.6 Planned experiments: HERD

The experiments described in previous sections are still in operation, with the
only exception of PAMELA, but their lifetime is limited. Moreover, their energy
range does not exceed some TeV in the best cases (AMS-02). The realisation
of new experiments, that will replace the existing missions and enlarge the
accessible energy range, is important to understand more and more the universe.

An interesting project is the High-Energy cosmic Radiation Detector (HERD),
that has been proposed as a payload of the Chinese Space Station, whose oper-
ations are planned to start in 2025 [34].

The design of the detector does not follow the schemes introduced for the
other experiments and it is shown in figure 1.16. Starting from the centre
and moving outwards, it is composed by a cubic calorimeter finely segmented,
surrounded by silicon microstrip tracker planes on five sides. These central
detectors are covered by plastic scintillator planes. A TRD is installed on the
lateral side [34].

This innovative design increases the acceptance of the detector of about one
order of magnitude with respect to the previous experiments. The requirements
for the calorimeter is 1% energy resolution for 100 GeV electrons and 20%
energy resolution for 100 GeV to 1 PeV protons. Tracker must have a angular
resolution better than 0.1 deg at 20 GeV , and the plastic scintillator signal
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discriminates between charged particles and γ-rays [34].
The experiment aims to investigate the electron and positron spectrum up

to about 10 TeV and nuclei up to 100 TeV at most. This would be the first
direct measurement of the most energetic components of cosmic rays.

The detector is also sensitive to high-energy γ-rays up to 1 GeV . A possible
improvement of performance with respect to FERMI LAT will depend on the
final design of the experiment, that is still under discussion.

Experiment Year Technology Pitch Resolution Surface Power Power density Life Span
[µm] [µm] [m2] [W ] [mW/cm2] [yr]

FERMI LAT 2008 Single side 228 – 74 160 0.2 Ongoing
DAMPE 2015 Single side 121 70 7 90 1.3 Ongoing
PAMELA 2006 Double side 50 (p) 3 0.13 63 48 11

67 (n)
AMS-02 2011 Double side 110 (p) 10 (p) 6.4 734 12 Ongoing

208 (n) 30 (n)
HEPD-01 2018 Double side 182 50 0.088 10 11 Ongoing

Table 1.1: Summary of the main properties of trackers installed on experiment de-
scribed on this chapter.

1.3 Pixel detector in space

Some small applications, mainly located inside the ISS, use silicon pixel de-
tectors in space. The main application is dosimetry and monitoring of the
radioactive environment.

With the large number of projects of manned space missions foreseen for the
next decades, the real-time measurement of the radioactive environment around
the crew is crucial for safety reasons. Previous devices used tissue-equivalent
gas, scintillators and semiconductors [53]. These detectors can be arranged to
provide the equivalent dose directly on tissue, but the data are limited to the
total dose. The measurements collected with silicon devices needs more careful
calibration to translate the dose in silicon to the dose deposited in biological
tissues, but the amount of information that they provide largely compensates
this limit.

Pixel silicon devices measures the charge, the energy spectrum and the di-
rection of each single particle impinging on them. Devices used for space appli-
cations are realised with a hybrid approach. Detectors and readout electronics
are realised on different silicon substrates and bump-bonded one to the other.
The front-end chip collects the information on charge collected in the sensitive
layer and provides the bias to the detector. A sketch of this system is shown in
figure 1.17.

NASA started to test some small prototypes on the ISS, using Timepix,
realised by the Medipix2 collaboration as readout. The Timepix has 256×256
pixels with a pitch of 55 µm, proving an active area of 198.2 cm2. The sensor
dimensions are 16.120 × 14.111 mm2, including inactive boundaries for con-
nections [57]. The Timepix has been used and is planned to be used to realise
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Figure 1.17: Bump bonding of front-end electronics on pixel detector [55].

small demonstrators in REM (Radiation Environment Monitor) project. The
Timepix have been bump-bonded to 300 µm and 500 µm thick pixel detectors
and installed in a small setup that can be connected to ISS laptops using a USB
port. The data are then collected and downloaded every day for analysis. Data
collected have been used to characterise the radiation environment in low Earth
orbit and on the South Atlantic Anomaly region. Out of seven devices installed,
only one experienced failure for reasons not directly connected to the detector.
The other are fully operational since October 2012 [55].

A second setup, Battery-operated Independent Radiation Detector (BIRD),
has been realised for the Orion Multi-Purpose Crew Vehicle, a NASA vehicle for
crewed missions [24]. During the first test flight, EFT-1, the system provided an
independent measurement of the radiation environment around various systems
of the spacecraft. The BIRD was powered by batteries and the data stored
inside an SD card. Accelerometers were used to start the data acquisition after
the launch to save power and memory and to maintain the independence of
the system. The mission lasted 4.5 hours, and the data analysis performed
offline [24].

NASA plans further uses of these detectors. Meanwhile, the Medipix collab-
orations are working to new readout devices for future missions. In particular,
it will be possible to pass from frame acquisition, in which all pixels are read
out, to a data-driven readout where only small portions of the sensor are read-
out, limited around the particle impact point. Medipix3 collaboration [70] has
tested this feature, but the power requirements still exceed the supply provided
by USB ports.

Silicon pixels detector R&D for space applications mainly focuses on dosime-
try application, but they have never been used for particle tracking in physics
experiments. All the detector operated in the test described in this section
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covers small surfaces (below 1 cm2) and operates autonomously. Moreover, all
the devices tested are realised with a hybrid approach. Monolithic Active Pixel
Sensors, silicon pixel detectors with readout circuitry integrated on the same
substrate of the detector, have never been tested in space.
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Chapter 2

Monolithic Active Pixel
Sensors

2.1 New technology for tracking particle in space

In chapter 1 of this work, some space missions equipped with particle track-
ers have been described. The elective technology for all the applications is
microstrip silicon detectors.

The main advantages of silicon microstrip detectors are the small power
consumption of the sensors (see table 1.1), and the small number of the channels.
For a given pitch, the number of channels increases linearly with the side size
and as the square root of the detector surface.

This technology has, though, some limits to face, that are going to affect the
design and the performance of future experiments.

The first problem is the procurement of the detectors. Only a small number
of foundries has the expertise to realise microstrip, (FBK in Italy [30], Hama-
matsu in Japan [73], BEL in India [81] and a small number of others) and since
the detector must be designed and realised for each single application, the costs
are high, about 100 $/cm2

Moreover, the readout of the detector requires VA ASICs (Application Spe-
cific Integrated Circuit), that are specifically optimised for the mictostrip read-
out. These ASICs have a large cost and a high power consumption. The use of
an external amplifier limits the control of the noise of the system, that depends
on the noise of the connection between the detector and the amplifier. The
noise effects must be corrected before the downlink of the data. The general
procedure requires to calculate the average value of the signal on all the chan-
nels connected to the same VA, that is subtracted from the signal value. Then
a cluster finding algorithm runs on all the channels of the experiment and iden-
tifies those which value is above a given S/N ratio value. Only the data from
these channels are downlinked to Earth. The CPU is in charge of the procedure,
that requires a high computational power and increases the dead time of the
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experiment.
In table 1.1, the spatial resolution of several experiments is reported. The

best performing case is PAMELA, that has a 3 µm spatial resolution. Other
experiments quote a resolution that is about 10-30 µm, at least a factor 3
worse. To reach such a remarkable result, PAMELA detectors have a small
pitch microstrips (50 µm on p-side, 67 µm on n-side), implanted on small silicon
ladders. The use of large sized detectors increases the capacitive coupling of the
microstrips, that must be longer. A high capacitive coupling increases the noise
level and reduces the S/N ratio, spreading the charges on more microstrips.

The use of pixel detector, and in particular of Monolithic Active Pixel Sen-
sors (MAPS) [84], solves most of the problems connected to the production and
use of microstrip.

For what concerns the production, the MAPS are realised in standard CMOS
(Complementary Metal-Oxide Semiconductor) technology, and can be mass-
produced by foundries. The mass production reduces the costs of at least a
factor 5 (expected cost is about 20$/cm2).

Having the readout implanted on the detector, the costs for production and
assembly are widely reduced. The problem of power consumption moves from
the VA and CPU to the detector itself, and has to be properly studied. It will
be widely discussed in this work (in particular in section 3.3). The implant
of the amplification stage inside the detector (in some cases inside each pixel)
reduces significantly the noise. A description of noise contributions is in section
2.2. It is also possible to equip the detector with zero-suppression algorithms,
that process the data and sends to the external readout only the interesting
information.

The spatial resolution of a pixel detector is about 3 µm [72]. It is at the same
level of the best performing silicon microstrip detectors. The goal of sub-µm
resolution has not been reached yet, but the improvements of technology are
going to allow to realise pixel with smaller pitch, that will reduce upper limits
of spatial resolution [64] [35].

Whereas silicon pixel detectors, and in particular MAPS, solve most of the
limits of the silicon microstrip detectors, they don’t have the same advantages.
Since all the readout is inside the detector, its power consumption is widely
higher than for microstrip. The best performing detector has a power con-
sumption for surface unit of about 35 mW/cm2 [72], higher than almost all the
trackers of experiments in table 1.1.

The number of channels increases linearly with the surface, faster than for
microstrip. The impact of the channel number increase is mitigated by the im-
plementation of on-detector zero-suppression logic, but leads to a higher power
consumption.

Other types of pixel detectors

This work focuses on MAPS detectors, but there are three main types of silicon
pixel detectors: the planar pixels [51], the 3D pixels [65] and the MAPS [84].
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Figure 2.1: Schematic view of planar (on the left side) and 3D (on the right side)
pixel design and charge collection [43].

As shown in figure 2.1, the planar and 3D pixels differ for the collection
electrode structure. The planar pixel electrodes are implanted following the
same procedure described for microstrip, described in section 1.1.1. In this
case, a regularly spaced small region of about some µm squared is implanted.
A reverse bias tension can be applied to the backside of the silicon buffer to
polarise the diodes and enhance the efficiency of charge collection.

The 3D pixels are designed to be faster and more radiation hard than planar
pixels. The collection electrodes extend inside the silicon buffer, as shown in
right side of figure 2.1. This structure reduces the drift time of the charges
towards the electrodes, and improves the radiation hardness by reducing the
charges trapping probability.

Both these detectors need an external readout system. The readout front-
end are usually bump-bonded to the detector, as shown in figure 1.17. They
collect the signal from the electrodes and encode it in a format that can be
interpreted by the Data Acquisition (DAQ).

The third kind of silicon detectors, MAPS, have the same electrode structure
of planar pixels, and the readout integrated in the detector silicon buffer. This
solution offers several advantages with respect to the other two families of pixels.

2.2 Monolithic Active Pixel Sensors

MAPS devices offer several advantages. The first is that they are realised with
standard CMOS manufacturing processes. This approach reduces the costs of
mass production to a fraction of costs for the production of custom processed
detectors (other pixels and microstrip detectors). Another advantage is that the
expensive assembly procedures required for hybrid pixels (bump-bonding) are
no more required.

CMOS-fabricated sensors are the standard devices for visible light detection
[45]. Visible light is made by many photons depositing all their energy on the
first few microns of the detector, and the charge generated must be collected
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Figure 2.2: Differences in charge collection for depleted and undepleted detectors [77].

from a small volume. The charged particles instead have to be detected alone
and traverse all the detector thickness, depositing their energy along the track.
An efficient collection of charge in a volume at least some tens of µm thick
has introduced a new challenge in detector design. The second challenge is the
design of a readout circuitry that fits the small available surface and fulfils the
experiment requirements.

Because of the differences in interaction of particles with silicon compared to
visible light, the thickness and electrical properties of the silicon wafer have a sig-
nificant impact on the detector design and performance. While standard CMOS
devices are realised on low resistivity silicon, for particle detectors high resis-
tivity of the substrate is recommended [42]. The high resistivity produces three
advantages: (i) the lower doping enlarges the depletion region, (ii) it reduces
the probability of trapping ionisation charges, (iii) it works around problems
related to the low breakdown voltage of low resistivity bulks, originating when
a reverse bias is applied.

Although it improves the charge collection efficiency and radiation hardness,
back bias can not be applied to all the detectors. A scheme of the effects of
bias on charge collection is shown in figure 2.2. In some detectors [72] [35]
the charge collection can be entirely diffusion driven. In this case, there is
only a small depletion region created by the p-n junction between the collection
electrode and the epitaxial layer. The charges produced by the interacting
particle diffuse inside the wafer until they reach the depletion region and are
collected. The time required for charge collection is higher than for depleted
detectors, and some of the charges can be lost. Moreover, the charge spreads
among more pixels reducing the signal-to-noise (SN) ratio.

It is also possible to design fully depleted detectors [64] [49] [22], as shown in
right side of figure 2.2. In this case, the charge collection is faster and the spread
of charge cloud smaller, resulting in an improvement in both readout time and
S/N ratio. The efficient charge collection also contributes to mitigating the
radiation damages on the device. In both depleted and non-depleted detectors,
the time of integration is small (up to about a µs for non depleted detectors)
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not to include the contribution of the dark current to the measurements [77].
The radiation tolerance is one of the main challenges in MAPS design [83],

in particular for high energy physics applications. As already said, a the perfor-
mance of a depleted detector is more stable after irradiation. It is expected to
tolerate at least 1015 neq/cm

2. Diffusion-based detectors have been tested up
to 1013 neq/cm

2 without significant performance degradation [77] [60].
The main problem of these devices is not the degradation of the active region,

but the damages produced on the CMOS circuitry implanted on the detector
surface. The improvements of technology, that provides smaller linewidth im-
plantation, enhance the radiation hardness of the circuitry.

The second critical point is power consumption. There are four main contri-
butions to the consumption: the analog circuitry, the digital processing circuitry,
the data transmission and the power consumption of sensing diodes. The power
consumption impacts on the design of the detector because it is directly propor-
tional to the material budget. A system with high power consumption requires
power supply distribution system and cooling systems for heat dissipation. The
cooling can be passive or active. In the case of active cooling, a gas or a liquid
flush removes the heat. Passive cooling, instead, is realised introducing material
layers with a good thermal conductivity that collect and remove the heat. In
both cases, inhert materials are inserted and the X0 of the tracker increases.

The power consumption of digital processing circuitry depends on the de-
sign of the readout architecture of the detector. It can be limited for example
by avoiding to distribute the clock to all the pixels, but the solutions are case-
dependent and are connected to the required performance. Data transmission
power consumption can be limited by selecting low-voltage standards and pro-
viding an encoding of data that minimises the number of bits of the signal.

The power consumption of the sensor is negligible for a non-irradiated de-
tector.

Some details are provided now for the analog power consumption. This con-
tribution is usually comparable to the digital one, and together they constitute
most of the power budget of the sensor. The analog power consumption directly
follows the sensor design, i.e. the features it has in terms of S/N ratio, radiation
hardness, intrinsic velocity and granularity. To some extent, the digital design
follows these features.

The signal collected can be expressed as a voltage V = Q/Ceq, where Q is
the charge collected, and Ceq is the equivalent pixel capacitance. V must be
compared with the noise of the MOS transistors, which has two main contribu-
tions: (i) a contribution that decreases with the frequency, (ii) a contribution
directly proportional to the absolute temperature and inversely proportional to
the transconductance gm of the transistor [77]. From the transistor parameters,
it is possible to build a model that connects the noise to the power consumption.
The fast development of signal produced by impinging particle allows to ignore
slower contributions, such as leakage currents, that can be filtered.

The S/N ratio is calculated as the ratio between the signal in volts, expressed
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as Q/Ceq, and the noise in volts. For the previous discussion, it results to be

S

N
∼ Q

Ceq

√
gm

The gm is proportional to the transistor bias current in weak inversion and
the square root of the bias current in strong inversion regime [77]. Assuming
that bias current is the main component of front-end power consumption, the
S/N ratio depends on the power consumption P as [77]:

S

N
∼ Q

Ceq

m
√
P

with 2≤ m ≤ 4.
From this expression, the power consumption can be expressed as

P ∼
(
Q

Ceq

)−m

The minimisation of Q/Ceq ratio reduces the analog power consumption.
The charge generated inside the detector depends on the incident particle prop-
erties and on the detector thickness. It is possible to produce thicker detectors,
but it is difficult to obtain uniform epitaxial crystals with a thickness of more
than some tens of microns. Moreover, to obtain good tracking performance the
thickness of the detectors must be small, to minimise X0. The input capaci-
tance can be optimised during the sensor design, and it is an important point
of detector development.

The detector design has to face another major critical point: the implant
of transistors with a well of the same doping type of the collection electrode
creates competition in charge collection. However, the implantation of both
pMOS and nMOS transistors is mandatory to realise a full in-pixel readout
circuitry. Different solutions have been explored to allow the installation of the
full readout without affecting the charge collection. Some of these strategies are
shown in figure 2.3.

A possible solution is to place the readout inside the collection well, as
shown in figure 2.3a. In this case, there is no competition in charge collection,
but the electrode must be large enough to host all the required elements. A
large electrode implies a higher capacitance, that reduces the S/N ratio and
increases the power consumption. If this solution is applied, it is important to
minimise the readout logic. Rolling shutter readout can be installed [50], but
usually there is no room to implement a data-driven readout system. LePIX [48]
and SDA [68] collaborations realised and tested detector prototypes with this
technique.

Another possible solution is to implant an insulating oxide layer between
the high resistivity epitaxial layer and the readout circuitry on the surface. The
performance is good [18], but the oxide layer reduces the radiation tolerance of
the device, creating a region where defects accumulate faster.
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(a) Readout inside collecting n-type electrode.

(b) Readout on the back plane.

(c) Readout inside a deep p-well.

Figure 2.3: Different possible layouts for MAPS readout circuitry implantation [77].
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Another design moves the collection diode to the backside of the detector, as
shown in figure 2.3b. The readout is located inside a well of the opposite doping
type of the substrate. The polarisation from the backside allows to collect
the signal from an implant of the same type of the substrate. The prototypes
realised with this technique have a good SN ratio [78], but the manufacturing
is challenging for foundries.

The most effective technique consists in the realisation of a deep well of the
same type of the substrate on the surface, as shown in figure 2.3c. The realisation
of both pMOS and nMOS is possible because the shielding provided by the deep
well preserves the efficiency in charge collection. The most mature example of
this structure is ALPIDE, that will be discussed later in more details. Most of
the detectors currently under development are based on this layout [49] [35] [40].

2.2.1 Space resolution of digital readout

Charge sharing among adjacent microstrip improves the spatial resolution. The
statement is true also for pixel detectors that provide charge measurement, but
a large fraction of MAPS has a binary output. In this case, it is commonly
stated that the spatial resolution is given by

Resolution =
P√
12

where P is the pitch of the pixel or of the strip. But this value is only an upper
limit and it applies to the cases in which a single channel collects all the signal.
When the charges produced by the interaction are shared among more channels
the resolution limits will depend on the pixel pitch, on the thickness, and on
the properties of interacting particle.

The problem is studied in [91] by using simulations. The analysis explores
different pixel geometries and a wide range of incidence angles. Since the study
focuses on detectors with binary readout, the observable is the cluster shape,
defined as the pattern formed by pixels above the threshold.

The study is carried out for MIPs, for which the cluster size is expected to
be small, between 1 and 4 pixels in most of the cases. The low number of pixels
interested by the event simplifies the first step of the analysis: cluster shape
classification.

For each shape, the distribution of the different incidence angles and hit
positions of primary particles is recorded. In most cases, the same shape is
produced by different combinations of angle and position of incidence. If a shape
is produced only by a particular combination of incidence angle and position, the
spatial resolution is maximised. In the other cases, the optimal space resolution
is

σ2
x =

∑
shapes

Pr(shapes) min(dxshapes)
2

where Pr(shapes) is the probability of a particular shape and dxshapes the av-
erage quadratic distance from the true hit, in the x direction, conditioned on
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Figure 2.4: Schematic view of the MIMOSA-26 with the different functional blocks
[26].

the shape s [91]. The same will hold for the y direction. The spatial reso-
lution improves when Pr(shapes) is small. For MIPs, it depends mainly on
the incidence angle and it is in almost all the cases better than the limit value
of pixel pitch/

√
12. For example, the ALPIDE (ALice PIxel DEtector) detec-

tor, that will be described in detail in section 2.4, has a pixel pitch of 28 µm.
The resolution obtained for MIPs is about 3 µm [60], significantly lower than
28µm/

√
12 ∼ 8 µm.

2.3 Case studies of MAPS detectors

2.3.1 MIMOSA-26

MIMOSA-26, realised in 2008 by MIMOSA (Minimum Ionising particle MOS
Active pixel sensor) collaboration, is the detector chosen by EUDET consortium
[74] to build a beam monitor telescope. The telescope is designed to provide a
spatial reference during the tests of other devices. Its first campaign was carried
on in 2009.

MIMOSA-26 is realised in AMS 0.35 µm OPTO technology. It consists of a
1152 × 576 pixel array with 18.4 µm pixel pitch. The full size of the sensor is
21.5× 13.8 mm2 [26]. A block diagram of the sensor is shown in figure 2.4.

In-pixel circuitry includes amplification and double sampling. The first sam-
ple is expected to collect the signal, the second gives a reference of the baseline
level. The readout is in rolling shutter mode. The digitisation logic consists of
a discriminator, located at the bottom of each column, that digitises the signal
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Figure 2.5: A picture of MIMOSA-28 [86].

after each double sampling of the column. With a clock frequency of 80 MHz,
the readout time is 112 µs. The digital output of the discriminator is encoded
by a zero-suppression logic producing a data set that stores the address of the
first pixel and length of consecutive firing pixels. The buffer can save up to nine
patterns for each row. An 80 Mbits/s output transmits the data to the output.
Depending on the occupancy, the compression factor spans from 10 to 10000.

From tests with 55Fe, the equivalent noise charge is about 14 e− at 80 MHz
of clock frequency. The detectors have been tested with 120 GeV π− at CERN-
SPS. The track is reconstructed with the signals collected by five detectors. The
sixth, located in the middle of the array, is the device under test. As a function
of the threshold, it is possible to measure the fake hit rate and the efficiency [26].
The efficiency is higher than the 99% with a fake hit rate of about 10−4. The
space resolution measured by extrapolating the track from the five reference
detectors is about 4 µm. The static power consumption is about 300 mW . At
1% occupancy produces a dynamic power dissipation of 200 mW .

The requirements for EUDET application were fully satisfied. For high en-
ergy experiments, further developments were required in fake hit rates, working
frequency and radiation tolerances.

2.3.2 MIMOSA-28

The first MAPS used in a high energy physics experiment is MIMOSA-28, re-
alised in 2011, shown in figure 2.5. It has been installed on the heavy flavour
tracker (HFT) of STAR experiment [71].

The detector is realised in CMOS 0.35 µm OPTO process in a wafer with a
high resistivity epitaxial layer (≥ 400Ω· cm) with a thickness between 15 and
20 µm. The detector is thickness 50 µm or 120 µm, depending on the thinning
applied. It has a 2×2 cm2 sensitive area, and it is divided into 928 rows and
960 columns. Columns are divided in 15 regions. The pixel pitch is 20.7 µm.

Each pixel contains a sensing diode and an amplification circuitry based on
nMOS transistors to avoid competition in charge collection with the electrodes.
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The readout of the pixel consists of two sampling phases, to subtract the signal
baseline.

The data are collected in rolling shutter mode and sent to a discriminator
at the bottom of the columns. The discriminator compares the signal with a
voltage reference. There are four sub-groups of discriminators, each of them
equipped with its reference provided by different Digital-to-Analog Converter
(DAC), to maximise the stability of the reference. The readout runs at 5 MHz
along the column, for a readout time of 200 ns/row. The integration time is
185.6 µs [86].

After the analog to digital conversion of the signal, a sparse data scan algo-
rithm selects up to 6 strings from each region of columns. A string is composed
of one to four contiguous pixels in a row with a signal over threshold. Then a
multiplexer reads out the banks and collects up to 9 strings by row, containing
the row address, the number of strings in the same row, and an overflow bit if
the string number in a row exceeds 9 and the column addresses of the pixel over
the threshold. The collected data are stored in a memory buffer and read out
using two LVDS outputs providing the 320 Mbits/s speed required to empty the
entire buffer within the integration time of the detector. This detector provides
only the addresses of pixels interested by the event.

The noise level and charge to voltage conversion of pixels have been measured
with a 55Fe source. The noise results to be uniform on the active area, with an
average value of less than 15 e− at 20◦C and 40 MHz of readout clock frequency.
The charge-to-voltage conversion factor results around 65 µV/e− [86]. The
power consumption is about 730 mW at 3.3 V . The power consumption for
surface unit is about 158 mW/cm2 [86].

The detector has been tested at CERN SPS with 120 GeV π−. The setup
for the test consists in a telescope of six MIMOSA-28 detectors. The character-
isation of the detector focused on efficiency, spatial resolution and fake hit rate,
studied as a function of the threshold, before and after irradiation with a dose
of 150 kRads.

The spatial resolution is about 4 µm for both irradiated and unirradiated
detectors. The fake hit rate depends on the threshold voltage, and it is about
10−5 in the worst case, without significant changes before and after the irradia-
tion. The efficiency is well above 98% for non-irradiated detectors and decreases
after irradiation for high threshold values [86].

2.4 ALPIDE detector

The ALPIDE detector, designed for ALICE (A Large Ion Collider Experiment)
Inner Tracker System (ITS) Upgrade (for the description see section 2.4.2), has
been realised by TowerJazz in 180 nm CMOS Imaging Process technology [72]
and produced in different sites around the world on high resistivity (> 1 kΩcm)
p-doped silicon wafers.
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Figure 2.6: Schematic view of ALPIDE section [4].

2.4.1 Detector structure

The structure of the detector is shown in figure 2.6. The detector circuitry is
implanted on a deep p-well (see figure 2.3c) to prevent competition in charge
collection between the n-type collection electrodes and the pMOS substrate.

The detector full dimensions are 30 × 15 mm2 and the thickness can be 50
or 100 µm [72]. The pixels1 are 26.88 × 29.24 µm2, and they are organised
in double columns, as shown in figure 2.7a. The collection electrodes have a
2 µm diameter and a surface ∼100 times smaller than the pixel to reduce the
capacitance and increase the S/N ratio. It is possible to apply a back bias to
increase the depletion region around the electrode. The detector is fully efficient
already with 0 V back bias.

Each pixel contains a continuously active analog front-end and a digital
block, shown in figure 2.7b. The first block (input stage) includes the p-n
junction, the reset block and the pulse injector, used to test and calibrate the
pixel [72]. The second block (pixel analog front-end) includes the preamplifier
and the discriminator. The signal collected by the junction is shaped by the
preamplifier, that has a signal gain of 4 mV/e and reduces the time of the pulse
from more than 100 µs to ∼ 2 µs [72]. Then the discriminator compares the
pulse level with a reference current. The treshold is set for all the pixels of the
detector with a dedicated group of parameters.

If the signal is above the threshold, the output of the discriminator is set to
true. The hit is recorded if the signal from the discriminator is in coincidence
with a STROBE signal. The STROBE signal is a global shutter, stated after
a trigger command. Its duration in time can be set and spans from 50 ns to
about 1.6 ms. When the STROBE signal is stated, an event frame is saved.

The frame is zero-suppressed by the priority encoders installed on the columns.
The priority encoder collects the addresses of the pixels containing a hit and

1Although the pixels are not perfectly squared, the difference on the dimensions is small.
In most of the analyses of this work, the pixels are considered squared with a pitch of 28 µm.
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(a) Double column structure.

(b) Pixel front end.

Figure 2.7: Details of structure of ALPIDE [72].
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Figure 2.8: Block diagram of the ALPIDE detector [72].

sends the compressed information to the detector periphery. There is not a free
running clock over the matrix, to minimise the activity if the pixels are not hit
and reduce the power consumption. The priority encoders are also used to send
commands from the periphery to the pixels [72].

In figure 2.8 a block diagram of the ALPIDE is shown. The blue rectangle
represents the pixel matrix. The double columns are divided into 32 regions.
Each region transmits the data collected from priority encoders to a readout DP
RAM, in orange in the figure. Data stored on these registers are summarised and
formatted in words by the periphery logic. Words pass to the Data Transmission
Unit (DTU), in grey in the figure, that sends them to the high-speed Serial
Output Port. The port has a 1.2 Gbps maximal line rate and it is unidirectional.
It is used to transmit the words from the sensor to the readout system.

The sensor is equipped with a second differential line, the Differential Control
Port (CTRL), in green in figure 2.8. The line is bidirectional and it is used to
read and write register values and to send commands. The CTRL line has
also access to the Data Formatting registers, and can therefore be used for the
readout.

A third line is a single ended control port, that connects the detector to each
others and it is used when the detectors are configured in master-slave mode
(see section 2.4.2).

The complexity of DTU is shown in figure 2.9. The three main components
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Figure 2.9: Scheme of DTU of ALPIDE [7].
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Figure 2.10: Pinot of the ALPIDE detector [14].

are the Double Data Rate serialiser, the output driver and the clock multipli-
cation PLL. The serialiser complete the data encoding and sends them to a
multiplexer controlled with the 600 MHz clock provided by the PLL. The mul-
tiplexer is connected to the output driver [61]. This block is responsible of most
of the power consumption of the detector.

In figure 2.10, the positions of the pins of the ALPIDE are reported. Most of
the pins are dedicated to the analog and digital power supply distributions. The
pins highlighted in blue in the middle of the detector are dedicated to set the
detector address. Their configuration is important to allow to communicate to
multiple detectorss connected to the same control line. Pins on the bottom row
are dedicated to communication between the detector and the external readout
system. They handle the clock signal, the connections for data downlink and
the control lines for detector configuration.

Readout modes

The detector can be programmed to operate in different modes:

• Triggered mode;

• Continuous mode.

The triggered mode is designed to sample the status of the pixels over a short
interval of time. The strobe is typically set to some hundreds of ns and the
trigger is controlled by an external source. The continuous mode is designed to
sample the detector status with periodically repeated STROBE signals. In this
case, the STROBE usually has the same duration of the interval between two
consecutive trigger signals.
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The two configurations are intended for different operation conditions, but
the only difference introduced by setting the mode is the handling of the on-pixel
memory buffer, when some pixels have already filled all the buffer. In triggered
mode, if a new trigger is stated before the end of the matrix readout, the strobe
signal is not generated. The frame for the second trigger is empty, and the
previous event frame includes a flag. In continuous mode, the trigger statement
during the readout of a event deletes data of the previous event to free space
for the new frame. The interrupted frame contains all the pixels already stored
and a flag to specify that some information is missing [14].

Data format

Word Length [bits] Binary coding
IDLE 8 1111 1111
CHIP HEADER 16 1010 <chip id[3:0]> <time stamp[7:0]>
CHIP TRAILER 8 1011 <readout flags[3:0]>
CHIP EMPTY FRAME 16 1110 <chip id[3:0]> <time stamp[7:0]>
REGION HEADER 8 110 <region id[4:0]>
DATA SHORT 16 01 <hit position[13:0]>
DATA LONG 24 00 <hit position[13:0]> 0 <hit map[6:0]>
BUSY OFF 8 1111 0000
BUSY ON 8 1111 0001

Table 2.1: ALPIDE data format [14].

Table 2.1 reports the encoding of ALPIDE data. The words can encode
all the possible detector statuses. After a trigger signal, if no pixels are over
threshold the response is the CHIP EMPTY FRAME. If there are some hits,
the response is more complex and is shown in figure 2.11. In this case, the first
word is the CHIP HEADER, then the REGION HEADER of the first region
interested by the event. Hits can be encoded in DATA SHORT or DATA LONG.
In DATA SHORT, all the hits are transmitted individually. If the clustering is
enabled and there is a group of pixels over threshold on the same double column,
and the distance between the hits is less than 8 pixels, data can be encoded in
DATA LONG. This format includes the address of the first pixel of the set and
a pattern of 7 bits, shown in figure 2.12, that specifies the status of the following
pixels. With this encoding, it is possible to reduce the number of words to read
out.

If hits are spared among more than one region, the structure composed
of REGION HEADER and data words is repeated until the detector frame is
empty. When all the data have been read out, the CHIP TRAILER is stated
[14].
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Figure 2.11: Readout logic of ALPIDE.

Figure 2.12: ALPIDE DATA LONG structure [14].
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Figure 2.13: Communication protocols of ALPIDE CTRL line [14].

CTRL line communication protocols

The communication protocol along the control line is sketched in figure 2.13.
There are different possible communication modes:

• Broadcast mode;

• Unicast and multicast write;

• Unicast read.

The broadcast transmission sends the same command to all the detectors con-
nected to a line. Commands are a set of reserved words used for general config-
uration and trigger.

The commands for writing registers can be applied to a single target sensor or
to all the sensorss connected to a line. In the first case, the address is specified.
Instead, a multicast ID is stated. The command is divided in four sections:

• Write operational code;

• Chip ID (or multicast ID);

• Address of target register;

• Data to be written on the register.

The readout of a register can not be multicasted and it is necessary to specify
a target detector. The protocol in this case is more complex because it requires
a bus turnaround to allow the target detector to answer. The sequence in this
case is the following:
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Figure 2.14: Sketch of ALICE ITS [4].

• Read operational code;

• Chip ID;

• Address of the target register;

• Bus turnaround;

• Chip ID;

• Data contained in the register.

The readout of a register requires 65 clock cycles, including the turnaround
phase.

2.4.2 ALICE Inner Tracker Upgrade

ALICE (A Large Ion Collider Experiment) is one of the four main experiments
of LHC. It is devoted to the study of Quark-Gluon Plasma (QGP) produced in
ion-ion collisions [37] .

During long shutdown 2, started at the end of 2018, the collaboration is
installing the new Inner Tracker System (ITS), sketched in figure 2.14. The
detector is divided into two different sections, the Inner Barrel (IB) and the
Outer Barrel (OB). Requirements for the two barrels are reported in table 2.2.
The IB is the closer to the beam line and it is composed of three layers of
detectors. The OB is divided in two groups of layers, the Middle Layers and
the Outer Layers, containing two layers of detector each.

Figure 2.15 shows an exploded view of both IB and OB modules. The IB has
a simpler structure to minimise the X0. Each module is composed of a Flexible
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Figure 2.15: ALICE OB and IB modules [4].

Printed Circuit (FPC), a column of nine 50 µm thick sensors and a cold plate
in carbon fibre, connected to the space frame that ensure the module to the
mechanical structure of the detector. The OB modules have a more complex
structure. Because of their length, they are composed of different groups of
detectors, called Hybrid Integrated Circuits (HIC), composed of the FPC and
the 100 µm thick ALPIDE detectors. Each HIC contains two columns of seven
detectors. The power supply is distributed by a dedicated power bus, to avoid
tension drops along the module. The mechanical support is granted by the
carbon fibre space frames, the cold plate provides cooling. As for the IB, the
space frame connects the module to the mechanical structure of the ITS.

Parameter IB OB
Chip size [mm×mm] 15×30 15×30
Chip thickness [µm] 50 100
Spatial resolution [µm] 5 10
Detection efficiency > 99% > 99%
Fake hit rate < 10−5 evt−1pixel−1 < 10−5 evt−1pixel−1

Integration time [µs] < 30 < 30
Power density [mW/cm2] < 300 < 100

Table 2.2: Minimum requirements for ALICE ITS Upgrade detector [4].

Detector layout in ALICE IB and OB

The layout and connections of the detectors inside the ALICE staves are re-
ported in figure 2.16.
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Inner Barrel Module

3714/9/2017 gianluca.aglieri.rinella@cern.ch(a) ALICE IB layout.Outer Barrel Modules (2) 

3814/9/2017 gianluca.aglieri.rinella@cern.ch
(b) ALICE OB layout.

Figure 2.16: Layout of ALPIDE detectors in ALICE IB and OB [7].
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Figure 2.17: Power consumption of ALPIDE detector in different configurations [7].

Detectors of IB (figure 2.16a) are aligned on a single column of nine detec-
tors. They are all connected with the off detector electronics and are read out
independently through the High Speed data port. The CTRL and clock lines
are distributed in parallel to all the detectors of the line.

OB staves (figure 2.16b) host two columns of seven detectors each. In this
case, only one detector for each column is connected as a “master” and commu-
nicates with the off detectors electronics. The other six detectors, configured as
“slaves” of the columns are connected to the master via the singe line control
port.

The master receives the commands from the external readout and transmits
the signal to the other detectors. After the trigger command, the master de-
tector collects the data from all the detectors and sends it back to the external
readout. The readout of the detector is slower than in IB, but the solution
simplifies the connections with the external readout and reduces the power con-
sumption.

2.4.3 Power consumption estimation

In figure 2.17 the main contribution of power consumption in different configu-
rations of ALPIDE are shown (IB, OB master and OB slave).

The IB mode power consumption is divided in the three main contributions
expected for a MAPS detector: the analog front-end, the digital circuitry and
the DTU. The power consumption for unit of surface for IB can be calculated
directly from this value, since all the detectors have the same behaviour. The
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Figure 2.18: Detection efficiency and fake hit rate as a function of the threshold of
non irradiated and irradiated ALPIDE detectors with a -3 V back bias applied [60].

value is 34 mW/cm2.
The OB master detector mode has almost the same analog, digital and DTU

consumption, and a contribution due to the handling of the connections with the
six slaves. The total power consumption of the single master detector is slightly
higher than the IB mode, but this increase is compensated on the full module
by the smaller power consumption of the slave detectors. Since they are not
directly connected to the DTU, that contribution to the power consumption
is 0. The analog and digital power consumption is the same of the previous
configurations.

The power consumption for units of surface of OB can be calculated taking
into account the different configurations of the sensors, and it is 18.5 mW/cm2.
In both cases, the values are well below the ALICE requirements, reported in
table 2.2.

2.4.4 Characterisation of ALPIDE response to high en-
ergy particles

ALPIDE has been designed to detect high energy particles emitted by Pb-Pb
collisions at LHC. Because of this destination, a vast number of studies with
GeV -scale particles have been carried out to characterise the detector response.

The analysis of the sensors has focused on four properties, in particular:
efficiency, fake hit rates, spatial resolution and cluster size. The results are
shown in [72] for the pALPIDE-2, a full-scale prototypes.

The fake hit and detection efficiency as a function of the threshold current
are reported in figure 2.18. The efficiency is well above 99%, as required by
ALICE specifications, and the fake hit rate is below 10−10 fake-hit/pixel/event
for non-irradiated detectors, and rises up to 10−7 fake-hit/pixel/event after
irradiation. Values are two orders of magnitude lower than the requirements for
ALICE upgrade, fixed at 10−5 fake-hit rate/pixel/event.

66



Figure 2.19: Cluster size and spatial resolution as a function of the threshold of non
irradiated and irradiated ALPIDE detectors with a -3V back bias applied [60].

Another important property of the detector is the spatial resolution. Because
of the digital output, it is strictly related to the cluster size of the event, defined
as the number of pixels that share the charge produced by a particle. In figure
2.19 the quantities are reported as a function of the threshold current. The
space resolution improves when the cluster size is higher. As already discussed,
a cluster size larger than one provides additional information and improves
spatial resolution. Higher threshold reduce the cluster dimension and limits the
spatial resolution to the pixel pitch/

√
12.

In figure 2.20 the cluster size as a function of the incidence point of the MIP
inside the pixel. The measurement has been taken with a laser beam, tuned to
mimic the release of MIP inside the silicon. A -3 V back bias is applied to the
detector. The plot shows that cluster size spans from about 1.3 to 4 depending
on the position of the hit [59].
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Figure 2.20: Cluster size as a function of hit position in a four pixels domain with a
laser beam [59].
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Chapter 3

HEPD-02 tracker design
and spatialisation

The HEPD-02 project, part of the CSES-02 mission, has been officially approved
in February 2019 in Rome. The specifics of the new detector are the same as
the HEPD-01, with some modifications aimed to improve the performance and
to reduce the energy threshold, in particular for electrons. A scheme of the new
detector is shown in figure 3.1.

Among the different subsystems, two undergo some essential changes: the
trigger and the tracker. The calorimeters will preserve the general structure of
HEPD-01, described in section 1.2.5. It will be composed of a tower of EJ-200
planes and a array of LYSO (Lutetium-yttrium oxyorthosilicate) bars. Five
planes of scintillators will be installed on the four sides and on the bottom of
the detector.

The tracker description is the main topic of the following sections, so the
study focuses on the trigger structure. The main differences on the trigger are:
(i) the reduction of the thickness of the bars from 5 mm to 2 or 3 mm, (ii) the
increase of plane number from one to two, (iii) one plane of the trigger placed
before the tracker, (iv) the bars of the two planes will be placed perpendicular
to each other.

The thickness of the bar is still under discussion because they need to ensure
the mechanical strength required to resist vibrations during the launch.

The collaboration is oriented towards the 2 mm option to minimise the
material budget and reduce multiple scattering. This thickness lowers the energy
threshold of the experiment, still guaranteeing sufficient light yield to trigger and
efficiently measure dE/dx.

3.1 HEPD-02 tracker

Figure 3.2 shows the proposed design of the tracker. Figure 3.3 schematises the
tracker composition. The basic element is the stave, designed on the ALICE
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Figure 3.1: HEPD-02 detector structure from GEANT4 simulation. Lateral and
bottom scintillator panels are not represented. Courtesy of L. Carfora.

Figure 3.2: Graphic render of HEPD-02 proposed tracker.
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Stave Tower Full Tracker

Master chip Slave Chip

Figure 3.3: Scheme of tracker elements grouping. Courtesy of G. Gebbia.

OB model (see section 2.4.2). Each stave contains ten ALPIDE sensors, placed
on two parallel columns of five detectors. The hierarchy of the detectors is the
same of ALICE OB: in each column, one detector is configured as master and
four as slaves. In this configuration, only the master communicates directly
with the readout system, and it collects data from the other four detectors.

Three staves are stacked to form a turret. Between the planes, the distance
is 8.6 mm. The turrets are independently operated and are the basic element to
compose the tracker, that contains five turrets. The choice of keeping separate
turrets has several advantages. The first is that in case of failure of a single
section, only 1/5 of the detector is lost. Another is that a smaller system
is easier to optimise. In particular, thermal and mechanical requirements are
easier to handle in small and compact objects. Once the single turret is ready,
five identical objects are placed side by side to form the full detector.

Tracker stave

The stave is composed of three elements: the FPC, the detectors and the carbon
fibre cold plate. The sensors are glued and wire-bonded to the FPC, that hosts
all the electrical connections to control the detector, read out the signals and to
power the sensors. Different designs for the FPC, based on ALICE ITS Upgrade
IB and OB designs (see section 2.4.2), have been considered. The choice of the
best option for HEPD-02 depends on the results of GEANT4 simulations, as
described later in section 3.5.

A second component of the stave whose impact on the performance of the
detector must be studied carefully is the carbon fibre cold plate. It is glued
on the opposite side of ALPIDE and provides mechanical stability and cooling
to the system. ALICE ITS has a comparable element in its design, but its
function is only to support and cool the thin structures made of ALPIDE and
FPC. In HEPD-02 case, the main function of the plate is to ensure an efficient
heat removal from the detectors during operation, then it also has to provide
the mechanical robustness to the detector.
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Figure 3.4: Setup for ALPIDE readout installed in Trento Clean Room.

In ALICE ITS, cooling has been delegated to an active system of circu-
lating water, a solution that is not suitable for space applications. For space
applications, beeing to cooling provided only by the cold plate, the carbon fibre
thickness and orientation must be carefully studied, both with finite element
calculation and with direct measurements of thermal conductivity of the proto-
types. More information on power dissipation and cooling are in section 3.3.

For nuclei and electrons in the MeV - 100 MeV range, the design of the
HEPD-02 stave is the best compromise between (i) mechanical stability and
heat-transfer capability and (ii) low material budget.

The acceptance of HEPD-02 is about 300 cm2sr, to be compared with 400
cm2sr of HEPD-01 and less than 10 cm2sr of competitors. The acceptance
is mostly driven by the trigger geometry, that in HEPD-02 is smaller than its
predecessor.

3.2 Power consumption measurements

—Power consumption characterisation has been carried out in Trento with an
ALPIDE bonded to a single-chip carrier board. The setup is shown in figure
3.4. The ALPIDE is connected to the MOSAIC electronic board [39], that
provides an interface between the detector and the computer, using a commercial
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SAMTEK firefly cable. The MOSAIC is powered up with a VME rack and it
is connected to a laptop via Ethernet. The detector bias is provided through
a power supplier. Analog and digital channels are separated to estimate the
power consumption of the two lines.

The MOSAIC board can provide a 40 MHz clock to the sensor (LHC clock
frequency), but for these measurement the clock has been provided using a
signal generator, to test different clock frequencies (see section 3.3). The signal
generator gives as output a NIM-like signal (squared pulse, the false reference is
0 V , the true is -88 mV ) at different frequencies between 40 and 5 MHz. The
downclock is possible only if the PLL blocks of the detector are disabled. The
signal generator sends the signal to the MOSAIC board, and the board forwards
the signal to the ALPIDE. The whole setup is installed inside the clean room
of INFN-TIFPA.

3.2.1 Current probes

To measure the current transients, two different current probes have been used:
(i) an active current probe, in figure 3.5a (ii) a passive current probe in figure
3.5b. The passive current probe is used to investigate the transients, the active
probe measures also the DC contribution. The probes are read out using two
different digital oscilloscopes. A 200 MHz 2GS/s Tektronix oscilloscope and a
1 GHz 10 GS/s Lecroy oscilloscope. The broader bandwidth of Lecroy oscillo-
scope allows to characterise the dynamic power consumption of the detector.

The transfer function (TF ) of both the probes is shown in figure 3.6. It
has been measured using as input signal a sinusoidal wave of amplitude 2 V pp,
produced by the waveform generator and passing through a R =1 kΩ resistor.
The points are calculated according to the formula

TF =
Vres
Iin

where Vres is the voltage measured by the probe and Iin is the current flowing
on the resitor, calculated as Iin = Vin

R . Vin and Vres are measured with the
oscilloscope. The active probe has a response that is almost constant and equal
to 0.1 V/A for frequencies from 1 Hz to 100 kHz, as quoted by the constructor.
The passive probe is not sensitive to frequencies below 10 Hz, and it is not fully
efficient for frequencies lower than 100 Hz. The gain factor on the plateau is 1
V/A. It ends at about 1 MHz.

Since currents expected are small, less than 200 mA on digital line and less
than 20 mA on the analog line, in the measurements the signal is enhanced by
making the cable passing five times inside each probe, so there is a factor 5 to
take into account in all the results displayed.

3.2.2 Software tested

The first aim of this test is to identify the test sequence, defined by software
procedures that consume the most of the power. To test the different detector
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(a) Active probe.

(b) Passive probe.

Figure 3.5: Current probes used for the measurements.
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Figure 3.6: Transfer function of the current probes measured as a function of the
signal frequency.

Test CTRL line status High Speed line status
FIFO test ON OFF
Digital scan ON ON
Threshold scan ON ON

Table 3.1: ALPIDE communication lines status during different tests.
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elements (logic blocks and communication lines), three test routines have been
selected:

• FIFO test;

• Digital scan;

• Threshold scan.

The use of the different communication lines of ALPIDE during the tests is
summarised in table 3.1.

FIFO test

The FIFO (Fan-In Fan-Out) test executes the following operations:

• A pattern is written on DP RAM registers;

• The values are read back;

• The number of errors is reported.

The test repeats the procedure for different patterns. This test checks the
RAM health and the correct connection of the detector with the readout. It is
considered successful if no errors are reported. The test uses only the control
line for both the operations (see section 2.4 for more details on the lines).

Digital scan

The digital scan tests the readout of the detector, that uses the high-speed line.
This test can be used to check the power consumption of the high-speed line.

Threshold scan

The threshold scan is designed to calibrate the detector. Each pixel has a charge
injector, controlled by two registers that set the quantity of charge injected. A
series of pulses of progressively higher charge are injected to evaluate the thresh-
old of each pixel. After each charge injection, the detector is read out and the
status of each pixel is checked. The scan is repeated more times for each charge
value on each pixel to evaluate the uncertainty on the value obtained. From
this scan, it is possible to obtain the minimum number of electrons necessary
to take the pixel over threshold. The control of the consumption is particularly
critical because of the use of charge injectors and because of the large number
of pixel involved (all the pixels of the detector).

The first measurement of the power consumption can be done checking the
current flow measured by the power supplier. This first raw measurement can
then be refined with the current probes, that are sensitive to the transients.

From all the tests, it appears that analog line consumption is not affected
by the operations, as expected. The current flowing in the digital line instead
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changes depending on the operation. It reaches the minimum when the clock is
not distributed and rises when the CTRL line is used. It rises even more when
the high-speed readout is stressed.

3.2.3 Digital line power consumption

Test Analog current [mA] Digital current [mA] Power consumption [mW ]
FIFO test 12 53 117
Digital scan 12 134 240
Threshold scan 12 134 240

Table 3.2: Summary of the power consumption measured during different tests with
single sensor setup.

During the test, a 1.8 V is applied to both digital and analog lines. Back
bias is set to 0 V by grounding the connection. A summary of the results is
reported in table 3.2.

FIFO test

Even before the test beginning, the first operation that modifies the power
consumption is the clock distribution, as shown in figure 3.7a. The first rising
step is a consequence of the clock distribution to the detector.

The use of the passive probe, that has a higher conversion factor allows to
identify the two peaks corresponding to the operations of writing and reading
with the CTRL line. The noise of the active probe covers the peaks produced
by the signal.

By combining the results of both the probes, it is possible to calculate the
maximum power consumption of the detector when operated using only the
CTRL line. In principle, all the operations can be done along this line, used for
the readout during tests of the prototypes.

The current flowing on digital line before the beginning of detector opera-
tion, without the clock distribution, is about 16 mA. This value is compatible
with the current flow on the analog power line. The value after clock distribu-
tion, measured by both the probes, is 45 mA. The amplitude of the overshoot
produced by the operations is ≤ 8 mA. The current peak is 70 mA, that cor-
responds to a power consumption, calculated as the sum of analog and digital
currents multiplied for the voltage applied (1.8 V ), of 125 mW/sensor. The
power density is 28 mW/cm2.

Digital scan

The second test used to study the power consumption is the digital scan. In this
case the detector sends out the data through the high speed readout line, which
requires the PLL block to be operative. The details of the power consumption
during the test are shown in figure 3.8.
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(a) Active probe characterisation: continuous contribution. The voltage (on y axis) is plot
as a function of the time.

(b) Passive probe characterisation: transients. The voltage (on y axis) is plot as a function
of the time.

Figure 3.7: Current flowing in digital power line during FIFO test. The active probe
measures the DC contribution, and the passive enhances the details of the transients.
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(a) Active probe. The voltage (on y axis) is plot as a function of the time.

(b) Passive probe. The voltage (on y axis) is plot as a function of the time.

Figure 3.8: Digital scan current flow.
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Figure 3.9: Current consumption of threshold scan. Data collected with active probe.
The voltage (on y axis) is plot as a function of the time.

The structure is more complex with respect to the FIFO test, and the spikes
related to single operations are more pronounced, enough to be observed clearly
with both the probes. The double jump due to clock distribution and to the
beginning of communications is still visible at the beginning of the test.

In this case, the power consumption can be calculated from the measure-
ments taken with the active probe, that follows up all the signal dynamics.
The maximum peak voltage amplitude is 67 mV . By dividing it by five and
multiplying by 10, the maximum flowing current value is 134 mA and a 1.8 V
potential, that leads to power consumption for the only digital line of 241 mW .
The power density, in this case, is 54 mW/cm2. Values are compatible with
those reported by ALICE collaboration and shown in figure 2.17 and reported
in section 2.4.3.

Threshold scan

Figure 3.9 shows the threshold scan current absorption. In the figure, it is
possible to notice an increasing trend on the amplitude of the spikes connected
to the different operations. This increase is coherent with the threshold scan
structure, in which for each pixel an increasing amount of charge is injected to
evaluate the threshold and the noise.

In figure 3.9, the first part of the threshold scan is shown. The plot on the
bottom zooms on a structure, to show the rising trend of the spikes.

The power consumption measured in this case is the same as the digital scan.
The charge injection does not require additional power.

3.2.4 Downclocking

A possible way to reduce power consumption is to lower the clock frequency.
This operation implies that the fast readout line can not be used. The only test
that can be carried out with different clock frequencies is FIFO, that uses only
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Figure 3.10: Total power consumption of ALPIDE at different clock frequencies.

the CTRL line.

Clock Frequency Digital line current Total power consumption
[MHz] [mA] [mW ]

5 20 56
10 28 70
15 34 81
20 41 94
25 48 106
30 55 119
35 62 131
40 69 144

Table 3.3: Current flowing in the digital line and total power consumption at different
clock frequencies for a single ALPIDE configured as master. The power consumption
is calculated by taking into account a fixed current flowing in the analog line of 11 mA
and the value of the voltage applied by the power supplier (1.8 V ).

The power consumption measurements collected with different clock frequen-
cies are shown in table 3.3 and in figure 3.10. The current flowing in the digital
line decreases linearly with the clock frequency. It is possible to test the detec-
tor for frequencies from 40 MHz to 5 MHz. For lower frequencies, It is not
possible to obtain an answer from the detector, probably because of a limitation
on the MOSAIC board.

The exercise of downclocking is interesting but has some limits. The first
is that the FIFO test is not reading out data from the detector, and it is not
possible to verify if there are other consequences on the readout chain. Another
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consequence is that the time required by the operation increases linearly with
the decreasing of the frequency, that gives the time references for all the digital
operations.

3.3 Strategies for power consumption reduction

From the measurements, it is clear that most of power consumption is due to
the high-speed data line. The increase depends on the activation of the PLL
block, that requires a larger current than the other electronic blocks.

A solution to limit the power consumption should consider readout solutions
that exclude this block from the detector readout. It is necessary to find a
different way to read out data from the detector. A possible solution is to use
the CTRL line.

The data transmission speed on this line is low and depends on the clock
frequency. For each operation, it is possible to calculate the clock cycles required
and to extrapolate the time as a function of the clock frequency. The procedure
consists in reading a couple of registers multiple times until the end of the event
is reached. More details on register readout are provided in section 2.4

Power consumption can be further reduced with a smart distribution of the
clock signal, that requires coordination between different subsystems. The seg-
mented trigger plane of HEPD-01 helped in reconstructing events from tracker
by resolving ambiguity on n plane. For HEPD-02, the idea comes from the fact
that the bars of the trigger plane and trigger staves have the same dimensions,
and bars of one of the plane have the same orientation. When a particle pro-
duces a signal in a bar, the detector readout system distributes the clock only
to neighbouring turrets. If the distance between the trigger and tracker plane
is small, the probability to find the hit inside the tracker tower above the bar is
high. Minimisation of the distance between the two elements reduces the loss of
acceptance of the detector for very inclined tracks acceptance of the detector.

This procedure of clock distribution introduces a delay between the signal
generation and data collection. The on-pixel analog electronics helps in this
procedure by maintaining the signal at the output of the preamplifier for several
µs, giving time to the system to produce trigger signal. A measurement of this
hold time is reported in section 4.2.

3.4 Cooling

The high power consumption of MAPS detector is a problem that affects all
applications, not only the use in space. The power dissipation of the detector
produces heat that must be removed to keep the temperature in the optimal
functional range.

To guarantee the usability of data for analyses, detector experts define mini-
mum levels of data quality, accounting for operating conditions like temperature,
electromagnetic environment, dead-time, and other parameters. The response
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(a) Particle crossing.

(b) Clock distribution.

(c) Tracker read out.

Figure 3.11: Clock distribution mechanism.
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Thermal design of the particle tracker HEPD-02
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Figure 3.12: Temperature gradient along the turret during detector operations.
Courtesy of E. Serra.

of MAPS depends on the operating temperature, as the noise and thresholds
vary with temperature. As a consequence, uniform responses are obtained only
if temperature gradients among sensors are kept below certain values and con-
stant in time.

Designing the passive cooling system of the apparatus requires to find the
best compromise between efficiency in heat removal and structure lightness:
thick layers of conductive materials facilitate thermal dissipation, but they
worsen the measurement, increasing the threshold and the multiple Coulomb
scattering.

ALICE ITS, described in section 2.4.2, will be operated at room temperature
(between 20◦C and 30◦C), and it will be actively cooled using water, circulating
inside pipes installed on the mechanical structure of the staves [4], as shown in
figure 2.15. This approach increases the material budget in some regions of the
stave, reducing the uniformity of the system. At the same time, it provides the
reliability and efficiency required for the long-term operation of the detector.
Other liquids coolants have been tested, but water provides the best cooling
without adding complications connected to the storing and managing of other
materials [37].

Before the introduction of the water cooling, a simpler solution was proposed,
based on the thermal conductivity of the carbon fibre used for the mechanical
support of the detectors and FPC. This system does not provide a tempera-
ture gradient sufficiently small along with the ALICE modules, whose length
is between about 30 cm for the innermost layers to about 1.5 m for the out-
ermost [4]. For such a long structure, the heat transportation is not efficient,
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and the temperature is not uniform. This solution is interesting because it pro-
vides a uniform dead layer on the detector sensitive region, that can be easily
modelled and simulated to evaluate the impact on detection performance.

For HEPD-02 tracker is not possible to provide cooling with water, or with
any other system that requires to store materials that could damage the detector
in case of losses. In general, the use of passive methods is recommended to
improve reliability and lower operational risks. Since the stave of HEPD-02 is
only 15 cm long, it is possible to use only the carbon fibre for both mechanical
stability and heat remotion. The lower power consumption of the detectors due
to the application of strategies discussed (see section 3.3) reduces the heat to
be removed and helps to control the gradient.

HEPD-02 will have the same power dissipation system of HEPD-01, based
on a radiator plane at about 35◦C, where all the excess heat is conveyed. The
HEPD-01 tracker is connected to the radiator via a thermal conductive structure
on a single side. For HEPD-02, a structure that connects both the sides of the
stave is under development. The tracker has to keep a temperature gradient
lower than 5◦C along the stave.

The efficiency in removing heat depends on: (i) thermal conductivity of the
materials, (ii) shape and thickness of the plate.

The material selected for the plate is carbon fibre. The use of different
layers of fibres with different orientations helps to optimise the heat control.
The total thickness depends on the number of layers that compose the plate.
GEANT4 simulation has been used to investigate total thicknesses of carbon
fibre plate spanning from 0.3 to 1 mm. The impact of the carbon fibre on
physics performance is shown in section 3.5.

A finite element analysis can be used to evaluate the temperature gradient
along the stave. The result of this analysis is shown in figure 3.12. To properly
set the simulation parameters, measurements of thermal conductivity of the
first prototypes have been used. In the analysis, the thermal conductivity of
the carbon fibre is set to 200 W/mK along the plane (X and Y directions) and
50 W/mK in Z. Values are kept lower than those measured during tests to be
more conservative.

Geometry has a considerable impact on the surface contact between the two
materials. The cold plate has a “C” shape to improve the heat exchange because
this shape enlarges the contact surface. The height and width of the wings, or
ribs, of the fibre can be tuned to maximise the heat removal. At the same time,
it is essential for particle tracking to keep the planes as close as possible to avoid
to lose acceptance within a single tower. Finite element calculation results show
that it is possible to keep the temperature gradient within 5◦C and 10◦C by
using about 400 µm of a cold plate with ribs of about 1.9× 6.6 mm2. Tests are
ongoing on a second version with 1.9× 4.6 mm2 ribs.

The best version of cold plate considered for these studies consists of three
layers of K13D2U carbon fibre [62]. Each layer is 80 µm thick. The top and
bottom layers fibres are parallel to the shorter dimension of the stave, the central
layer is perpendicular to the other fibres, and it is oriented along the stave length.
A thin ply surrounds the cold plate to avoid delamination of the fibres. It adds
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two layers of 45 µm to the stratigraphy.
With this geometry, there is a gap of 8.6 mm between two planes of the

tracker. A power consumption of 120 mW per sensor has been considered,
corresponding to 27 mW/cm2.

The cold plate is also main structural element providing mechanical stability
to the turrets.

3.5 GEANT4 simulation of HEPD-02 stratigra-
phy

A GEANT4 simulation of the HEPD-02 proposed stratigraphy has been used to
evaluate the physics performance of the new detector. Various structures have
been proposed for the FPC and cold plate, based on the ALICE ITS staves,
developed for the IB and OB (see section 2.4.2).

The two configurations have been evaluated in the simulation. The key
parameter for the physics is the HEPD-02 tracker material thickness, which
determines the proton and electron energy thresholds, impacts on the angu-
lar resolution. The results are compared to the performance of the HEPD-01
tracker, composed of two planes of 300 µm thick double-sided silicon microstrip
detectors.

To correctly evaluate the performance and to compare it with HEPD-01,
the trigger scintillator plane that in HEPD-02 is put before the tracker is not
considered (see figure 3.1). The entrance window and thermal blanket located
in front of the detector are included in the simulation. Window and thermal
blanket of HEPD-01 are used, since significant differences are not expected for
the new detector.

The window has a double-layer structure, consisting of a layer of 35 µm thick
copper and a layer of 45 µm thick Kapton. The thermal blanket is composed
of three planes. Each plane contains:

• 1 layer of double-sided aluminised Mylar, 18-25 µm thick;

• 3 layers of 6 µm thick Mylar;

• 1 layer of 18-25 µm thick single side aluminised Mylar.

Figure 3.13 shows the window and thermal blanket in the simulation. The first
structure on the right side is the two layer window, containing Kapton (green)
and copper (red). The thinner white lines on the left represent the different
layers of the thermal blanket.

The HEPD-01 simulation contains the two planes of 300 µm thick silicon.
The distance between the planes is 1 cm. HEPD-01 tracker has two microstrip
planes, the HEPD-02 tracker has three pixel detector planes.

The stratigraphy of HEPD-02 tracker plane has multiple layers, shown in
figure 3.14. The following layers are present:

• 50 µm thick ALPIDE (yellow);
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Figure 3.13: GEANT4 simulation of window and thermal blanket of HEPD-01. The
same structure has been used also for HEPD-02 simulations.

Figure 3.14: Stratigraphy of HEPD-02 stave with FPC designed taking as a model
the ALICE Outer Barrel FPC.
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Stave Element Material Thickness X0 X0

[µm] [cm] [%]
Glue Araldite 130 44.37 0.029

ALPIDE Si 50 9.37 0.053
FPC lines Cu 36 1.436 0.251

FPC Kapton 135 28.41 0.048
Cold plate Carbon fibre 350 26.08 0.134
TOTAL 0.515

Table 3.4: ALICE Outer barrel FPC material budget.

Stave element Material Thickness [µm] X0 [cm] X0[%]
Glue Araldite 130 44.37 0.029

ALPIDE Si 50 9.37 0.053
FPC lines Al 50 8.896 0.056

FPC Kapton 115 28.41 0.040
Cold Plate Carbon fibre 350 26.08 0.134

TOTAL 0.312

Table 3.5: ALICE Inner barrel FPC material budget.

• glue (gray);

• carbon fibre (blue and cyan);

• FPC Kapton (green);

• FPC copper (red).

Different FPC and cold plate configurations have been investigated. FPC
configurations are described in this section. The FPC represents the most sig-
nificant contribution to tracker material budget.

3.5.1 ALICE Outer Barrel FPC

The first design proposed for the FPC is the ALICE Outer Barrel design, since
structure of the two staves (HEPD-02 and ALICE Outer Barrel) are very similar.

Stave element Material Thickness [µm] X0 [cm] X0[%]
Glue Araldite 130 44.37 0.029

ALPIDE Si 50 9.37 0.053
FPC lines Al 60 8.896 0.067

FPC Kapton 60 28.41 0.021
Cold Plate Carbon fibre 350 26.08 0.134

TOTAL 0.304

Table 3.6: LTU Ltd FPC material budget.
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Both the configurations have two columns of detectors per stave. The ALPIDE
works in master-slave mode, with one master detector for each column. The
material budget is summarised in table 3.4.

The total radiation length of the stave is higher than the value of a HEPD-01
tracker plane, which is 0.318% X0.

The FPC volume contains three layers. The central layer is composed of 75
µm thick Kapton. The other two layers are composed of 48 µm thick Kapton,
surrounding a 18 µm thick copper layer, the latter represents the signal and
power lines. The material budget is dominated by the thicknesses of the copper
lines.

3.5.2 ALICE Inner Barrel FPC

The FPC structure is the similar to the OB FPC. The central Kapton layer
is the same, while the external metal layers, that brings the signals and power
lines, are composed of 45 µm thick Kapton and 20 µm thick aluminium layers.
Because of the lower radiation length of the aluminium compared to copper, the
total material budget is significantly lower.

3.5.3 LTU Ltd FPC

A third possible configuration of the FPC is based on the technology developed
by LTU Ltd (Ukraine), which employed Single Point Tape Automated Bonding
(spTAB) for the four external layers of the ALICE old Inner Tracking System
detector (SDD and SSD).

The FPC is composed of polyimide, with aluminium connections. It is sim-
ilar to the ALICE Inner Barrel FPC, consisting of three layers of 20 µm thick
polyimide, and two layers of 30 µm thick aluminium between the polyimide.
Table 3.6 reports the total material budget, which is similar to ALICE Inner
Barrel FPC.

3.5.4 Effects of different FPCs on physics measurements

The effects of the different FPCs on the performance was studied with GEANT4
Monte Carlo simulations. In HEPD-02 the number of tracking planes has been
increased to three to increase the redundancy.

The results for the electron and proton energy threshold are shown in figure
3.15 for electrons and 3.16 for protons. One thousand events, perpendicular to
the detector plane, are simulated at each energy. The efficiency is calculated as:

Efficiency =
Npass
NTOT

where Npass is the number of particles crossing the second (third) plane and
NTOT is the number of events simulated for each energy.
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(a) Two plane HEPD-02 tracker.
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(b) Three plane HEPD-02 tracker.

Figure 3.15: Electron threshold for different FPC configurations.
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Figure 3.16: Proton threshold for different FPC configurations.
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On the left in figures the efficiency at two tracker staves is reported, on the
right the results for three. Results for the two planes provide a direct comparison
of the staves with HEPD-01 tracker, which has only two planes.

Comparing the cases of two tracking planes, thresholds pass from 0.8 to 1.3
MeV for electrons and from 11 to 15 MeV for protons, when HEPD-01 and
HEPD-02 ALICE OB cases are considered. The case of ALICE IB or LTU Ltd
lie in between, but cannot be considered for space application due to lacking
qualification of aluminium-grounded PCB for space applications.

The measurement of the incident particle direction is affected by the multiple
Coulomb scattering in the tracker. The scattering angle θMS due to the tracker
material is defined here as

θMS = arccos

(
~p0 · ~pfin
‖~p0‖‖~pfin‖

)
where ~p0 is the initial momentum of the particle, and ~pfin is the momentum
of the particle entering the sensitive element (ALPIDE or silicon) of the second
plane of the tracker. This definition reports the worst case for tracking: the
angle is reconstructed only from the hits of the first two planes1.

The scattering angle for electrons as a function of the energy of the particle
is shown in figure 3.17 for different incidence angles. Results obtained for the IB
FPC and LTD FPC are compatible with the results for the HEPD-01 tracker.
The OB FPC results in a larger deviation. The angular deviation increases with
the incidence angle, as expected since the particle path length in the material
increases with angle.

The value calculated with the first two planes gives a good evaluation of
the particle incidence direction, since the effects of multiple scattering are min-
imised. The direction of the particle between the second and third plane is the
best estimate of the particle direction when it enters on the calorimeter.

3.5.5 Cold plate stratigraphy

The cold plate is crucial for thermal control of the tracker. The composition
and material thickness of the cold plate must be carefully studied to ensure the
thermal stability of the tracker and the performance required for the physics
measurements.

A good reference for the cold plate is provided by the ALICE design. The
structure consists of carbon fibre and graphite layers, organised as follows:

• A layer of 45 µm thick carbon fibre, oriented at 45◦;

• A 30 µm thick graphite layer;

• A layer of 80 µm thick carbon fibre, oriented at 45◦ (opposite to the first
layer);

1More complex algorithms accounting for the third plane can improve the angle determi-
nation.
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Figure 3.17: Multiple scattering calculated for particle incoming from different an-
gles. For both HEPD-01 and HEPD-02 the angle of the particle entering on the second
sensitive element is considered. The results are shown for different energies.
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• A 30 µm thick graphite layer

• A layer of 45 µm thick carbon fibre, oriented at 45◦ (same orientation of
the first layer);

The listed materials have nearly the same density, 1.6 g/cm3. The thickness
of ALICE cold plate is not sufficient to provide the necessary thermal stability.
The effects on the tracker performances have been studied for an increase of the
total thickness from 230 µm to 1 mm, on the three plane HEPD-02 tracker,
equipped with ALICE OB FPC. The results are shown in figure 3.18.

One of the requirements for the HEPD-02 is that the energy threshold for
electrons must be below 3 MeV . Threshold of a given configuration is when
the curve reaches 50% efficiency. All the configurations in figure 3.18a fulfill the
requirement.

3.5.6 A plane of the trigger before tracker

The trigger designed for HEPD-02 consists of two segmented planes. Each
plane is divided in five bars of EJ-200 plastic scintillator, whose dimensions
are designed to superimpose to the tracker turrets (see section 3.3). There are
two proposed thicknesses for the bars, 2 or 3 mm. Characterisation of their
response to mechanical stress is ongoing. The possible dimension of each bar is
then 30× 150× 2 mm3 or 30× 150× 3 mm3.

The collaboration tested a version of the upper detector (tracker and trigger)
with a plane of the trigger located before the tracker, directly after the detector
window. It is interesting to study if this solution reduces the energy thresholds
of the detector. In this case, it is not possible to directly compare the thresholds,
again defined as the minimum energy for which a particle crosses all the tracker,
with the one obtained for HEPD-01, since the two cases are now significantly
different. It is still possible to evaluate the minimum energy for the particles
that cross all the trigger and tracker, as shown in figure 3.19.

The study of multiple scattering contributions of this setup gives results to
be taken into account. In this case, the comparison with HEPD-01 performance
makes more sense, because in this case, the quantities measured are the same
in different conditions. Figure 3.20 shows the results for different angles. In
the plot, the points represent the mean value of the angle distribution, and the
error bars are 1 RMS. Data are extracted from distributions in figure 3.21. As
expected, the insertion of material before the tracker worsens the performance
of tracking, but in this case, the differences are small.

In particular, looking at the points with energies higher than 10 MeV , the
differences on distributions are small. At the same time, the points at 1 MeV
are not meaningful for the configurations with the trigger before the tracker,
since the number of particles that crosses the second plane of the tracker is
small. For energies close to the threshold, at 3 and 10 MeV , the effects of the
2 mm plane are almost negligible.
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Figure 3.18: Threshold for the three plane tracker of HEPD-02 for different thick-
nesses of the cold plate.
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Figure 3.19: Minimum energy for which the particle crosses a plane of the trigger
and all the tracker. The cold plate thickness is 350 µm, and the FPC is the one based
on ALICE OB.
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Figure 3.20: Multiple scattering between the first two planes of HEPD-02 tracker
compared with HEPD-01 tracker for the case in which a plane of the trigger is before
the tracker. Investigation of different thicknesses for the trigger plane is ongoing.
Results for HEPD-02 tracker without the plane before are reported in red as a further
reference.
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Figure 3.21: Distribution of angles of multiple scattering for different energies. Par-
ticle are generated perpendicularly to the detector.
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Figure 3.22: DUT after thermal-vacuum test in SERMS.

3.6 Space compliance tests

A first campaign of tests to ensure space compliance has been carried out with
an engineering model of the HEPD-02 tracker stave. The device and the test
results are described in this section.

3.6.1 Device Under Test (DUT) description

Tests have been carried out on an ALICE Outer barrel HIC (Hybrid integrated
circuit, see section 2.4.2), composed by an FPC and two columns of seven
ALPIDE detectors. The HIC is glued to a carbon fibre cold plate and hosted
on an aluminium jig, designed to transport the HIC. The aluminium jig hosts
ten holes, to fix it to the vibration and thermal-vacuum machines. The device
is shown in figure 3.22.

The detailed stratigraphy is described in figure 3.23. The different layers
of the DUT are glued using Araldite. The thickness of glue layers between the
FPC and the ALPIDE is 50 µm, while between ALPIDE and the cold plate is 80
µm. The glue layer between the carbon fibre and the jig is about 70 µm. It has
been inserted to ensure mechanical stability during the stress test, in particular
during vibration.

The DUT has some differences from the design proposed for the HEPD-02
tracker: (i) it is longer (seven sensors for each column instead of five), (ii) power
distribution passes through cross cables, visible in figure 3.22, (iii) Sensors are
100 µm thick, instead of 50 µm.. The differences between the two objects
worsen the expected DUT response to stress tests if compared to the HEPD-02
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Figure 3.23: Stratigraphy of DUT. Different layers are not in scale.

modules.
The DUT is connected to a FPGA (Field Programmable Gate Array) through

a Ethernet port. The FPGA controls the sensors and collects the data, that are
stored in a laptop.

3.6.2 Test preparation

Some optimisations are required to reduce the failure risk of pre-qualification
tests, in particular: (i) the cross cables, (ii) the connector region not properly
glued, (iii) the contact between the carbon fibre and the aluminium. Some
pictures taken during the preparation of the DUT are showed in figure 3.24.

Cross cables are challenging in particular for vibration test. If they are left
free, they could create unwanted resonances. If not properly fixed, they could
introduce stress on the welding to the FPC and break it. In this case, it would
not be possible to verify the DUT state after the tests.

For all these reasons, they have been fixed in a position that ensure enough
freedom to avoid ruptures and, at the same time, the required stability.

Another critical point of the setup is the region of the Samtec Firefly con-
nector, in which gluing did not connect the FPC to the carbon fibre properly. A
layer of Araldite has been added to avoid movements and stress on the structure
during the vibration test.

To allow the application of vibration stress along all the three axes of the
device, the mechanical workshop of Dipartimento di Fisica realised a dedicated
structure. The fixture, shown in figure 3.25, is designed to avoid to insert
resonances during the test. The DUT is inserted on the central space and
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(a) Operations to glue the carbon fibre to the
jig.

(b) Connector region gluing.

(c) Cross cable setting.

Figure 3.24: Test preparation in Torino clean room.
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(a) Fixture project.

(b) Internal planes details.

Figure 3.25: Fixture for vibration test along x and y axes.
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(a) Sinusoidal profile for Qualification test.

(b) Random profile for Qualification test.

Figure 3.26: Vibration profiles for qualification tests

ensured with the eight M6 bolts. The space between the two planes has been
calibrated to ensure the required strength to fix the DUT and to avoid excessive
trapping.

Preparation of the DUT for the thermal-vacuum test requires to prepare
cables to connect the DUT, located inside the thermal-vacuum chamber, with
the equipment located outside. The cables include the power supply and the
Ethernet connection to the FPGA.

3.6.3 Vibration test

The Chinese National Space Agency provides the specifications for the vibra-
tion test, reported in figure 3.26. Test procedures require to apply the profiles
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Figure 3.27: Accelerometer proposed position during tests. The capital A indicates
the accelerometer, the x,y and z the axis measured and the lowercase a and b indicates
the different accelerometers used for each axis.

along all the three axes. For each configuration, at least two accelerometers are
installed on DUT, of which at least one is three-axial. Other accelerometers are
located on the fixture to evaluate the contribution to the measurement results.

The planned positions of accelerometers on the DUT are shown in figure
3.27. The positions have been followed for x and y axes, for which the fixture
structure does not allow to locate more sensors. In case of z axis the cylindrical
fixture is not required and it is possible to apply more accelerometers, as shown
in figure 3.28.

For each axis, the test procedure is the same:

• Fixture installation;

• Search of resonances;

• DUT installation;

• Search of resonances;

• Sinusoidal test (figure 3.26a);

• Random test (figure 3.26b).

For z-axis, the fixture (an aluminium plane) shows no resonance. The cylin-
drical fixture for x and y axes has a resonance at about 500 Hz. Its intensity is
small enough to allow the test to be carried on.
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Figure 3.28: Accelerometer positions during vibration test along z axis.

During the test, measurements revealed no resonances but the one already
specified for the fixture. After the test of each axis, the DUT is removed from
the fixture, and a functionality test is carried on.

After the power-on of the DUT, a FIFO test is run. If no errors are reported,
a threshold scan starts. A description of the tests is in section 3.2.2.

All the tests run on the DUT show that its performance are the same be-
fore and after the stress tests. In particular, no errors have been reported by
FIFO test and the threshold distribution does not show any degradation of the
performance.

3.6.4 Thermal-vacuum test

Thermal-vacuum test follows the vibration test to reproduce the sequence of
stresses due to the launch: the vibration during the first phase and then the
thermal-vacuum.

The test requirements from Chinese space agency are reported in table 3.7.
Since the object is small and the thermal coupling very good, the dwell time
has been reduced to only two hours. The profile of temperatures applied during
the cycles are reported in figure 3.29.

The DUT is installed inside the vacuum chamber and connected to the ther-
mal plate, as shown in figure 3.30. The correct functionality of DUT has been
checked before the installation on the vacuum chamber, after the installation
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Figure 3.29: Profile for cycles of thermal-vacuum test.
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Parameter Test Conditions
Pressure <6.66× 10−3

Hot temperature 50◦C
Cold temperature -30◦C

Start cycle Hot (hot start for outgassing)
Number of cycles 6,5

Temperature rate of change ≤1◦C/min
Dwell time at T hot and cold ≤4 hr

Table 3.7: Thermal-vacuum test conditions.

Figure 3.30: DUT installed inside the vacuum chamber.

107



with the chamber open and after the chamber closure. After the checks, proce-
dures for the realisation of the vacuum begin. Thermal cycles start when the
chamber reach a level of about 5×10−6 mbar.

During the dwell time, two different tests are scheduled. A functional test,
in which only basic functionality is checked, and a performance test, that tests
the status of the detector more carefully.

The functional test consists in a short routine that lists the addresses of
sensors connected to the control line and a FIFO test. The performance test
adds to the functional test a threshold scan, and it is in principle required only
during the first and last cycle. It has been applied several times during all the
cycles, both during dwell phases and during temperature gradients, to increase
the level of stress on the DUT.

Threshold maps taken at different temperatures show some differences, as
shown in figure 3.31. The z-axis of the plot reports the number of hits recorded
by the pixel during the injections. Differences can be due to the different noise
level of the detectors, that is temperature related. The structures visible at room
temperature are due to the metal pads on silicon (see figure 2.10 for comparison),
that change the response of the pixels below. Other features depend on to DUT
history (defects of the ALPIDE, dust). They are no more visible at 50◦C when
the noise is higher.

At low temperature (-30◦) the small number of pixels over threshold can
depend also on the limits of charge injectors, that are not fully efficient. To
obtain the plot at -30◦C, it was necessary to change the range of charge injection.
The range in charge injection and the number of pixels over the threshold for
each step are shown in figure 3.32.

The DUT successfully passed all the test and was even able to collect short
runs of data with cosmic muons, at -30◦C and at 50◦C. Time limitations
allow only a short data collection at low temperature, with a trigger frequency
provided by a signal generator of 1 kHz. The strobe length is set to 900 µs, to
minimise the dead time. The DUT recorded a single event compatible with an
interaction with a MIP (a cluster of 4 pixels) at -30◦C. Because of the short time
of acquisition, two events were expected. The number of hits collected during the
dwell time at 50◦C was compatible with the expected rate. In this case, about
20 events were expected and 27 are recorded. The quality of the sensors installed
on the DUT is low, and the dead areas in the rate calculations underestimated.
Nevertheless, the detection of patterns compatible with interaction with MIPs,
reported in figure 3.33, showed that the detector did not deteriorate during the
test and it is still fully efficient.

All the tests are successfully passed.
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Figure 3.31: Maps at different temperatures. The z axis reports the number of times
in which each pixel turned on. The number of counts is different for the case of -30◦C
because the inefficiencies of the injections required a different range of charge injection.
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Figure 3.32: Number of pixels over threshold on a sensor during each step of charge
injection of threshold scan at different temperatures.
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Figure 3.33: Maps of muons collected during thermal-vacuum tests at different
temperatures. The figure shows the position of the hit on the detector and the cluster
shapes.
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Chapter 4

ALPIDE response to low
energy nuclei

Being designed for ALICE experiment at LHC, the ALPIDE has been exten-
sively tested with MIPs during the design of the detector. The characterisation
with low energy nuclei was not among the ALICE collaboration interests.

It is instead required to use it in HEPD-02, since the experiment aims to
investigate electrons between 3 MeV and 100 MeV and protons between 30
MeV and 300 MeV . Some examples of clusters collected with 62 MeV/a.m.u.
He during test beam in Catania.

The ALPIDE response to low energy nuclei has been characterised by testing
it with different particles at different facilities. It has been irradiated with
protons between 20 MeV and 220 MeV at the experimental hall of APSS
(Azienda Provinciale Servizi Sanitari) Trento Proton therapy centre and with
different nuclei (H, He, C and O) at the “0deg” experimental hall of Laboratori
Nazionali del Sud in Catania. The energy of the beams of this facility is 62
MeV/a.m.u. for all the four species.

4.1 Experimental setup

The experimental setup, shown in figure 4.2, is composed by three different
detectors: an ALPIDE detector, mounted on single-chip board and read out
using a MOSAIC board, developed by ALICE collaboration for APIDE tests
[39], and two EJ-200 plastic scintillator bars, 150 × 30 × 2 mm3 each. The
detector positions are schematised in figure 4.3. The scintillators are read out
on both sides by PMTs. To correctly collect the light output of thin bars with
a Hamamatsu R9880-210 PMT having a diameter of 10 mm, light guides are
used. Plexiglass supports are placed behind each thin scintillator bar. The first
support, is suitably milled to minimise the interference with the beam, with a
resulting geometric factor as large as 100× 25 mm2.
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Figure 4.1: Examples of clusters collected during beam test in Catania with a beam
of 62 MeV/a.m.u. He.

The two bars have different packaging and optical connections to test differ-
ent solutions for the future HEPD-02 trigger system. The first bar is wrapped in
aluminised mylar and has optical disks between the light-guide and the PMTs,
the other is covered with white Teflon tape and has optical grease between the
light-guides and the PMTs.

The readout scheme is summarised in figure 4.4. The PMTs output is col-
lected by a CAEN Digitizer DT5730, that acquires data and produces a co-
incidence output signal then sent to the MOSAIC board to synchronise the
acquisition. Both the MOSAIC board and the Digitizer are controlled with a
laptop, that also stores data. MOSAIC is connected through an Ethernet port,
the Digitizer through a USB. For each event, waveforms from PMTs and the
addresses of pixels over the threshold from ALPIDE are collected.

Detectors are located in a box, designed to facilitate the alignment of the
setup and to guarantee a certain number of degrees of freedom for each detector,
both translational and rotational. In particular, it is possible to set the distance
between the detectors with 5 mm steps and the angle between each detector
and the beam. A picture of the box, taken during beam test in Catania, is
shown in figure 4.2.

During data taking, the setup is covered with a light-proof cover in alu-
minium, shown in figure 4.2a, with two windows covered with aluminised Mylar
to let the particles hit the detectors with minimum interference. To preserve
the dark inside the box, cables for both power supply and readout pass through
two exits covered by light traps.
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Figure 4.2: Experimental setup.
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Figure 4.3: Detector order inside the box during beam tests.

Figure 4.4: Beam test setup and DAQ scheme.
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Figure 4.5: Signal statement scheme for ALPIDE and trigger system as a function
of the time after interaction.

4.2 Trigger delay study

To reduce the power consumption of HEPD-02 tracker, the clock signal is dis-
tributed only to the section of the detector that has the highest probability to
be interested by the event. The correct section is selected using the signal from
the experiment trigger. This strategy can be applied only if when the trigger
is stated, the information on the event is still available on ALPIDE. Since the
clock is not active in idle state, it is not possible to store the data on the pixel
memory cells. It is then important to know how long is the persistency of the
signal at the output of the premplifier.

The ALPIDE documentation reports that the on-pixel preamplifier has a
shaping time of about 2 µs [60]. The front-end and the discriminator act as an
analogue delay line, with a delay time of about 10 µs. This allows operating
the detector in triggered mode when the latency of the incoming trigger is
comparable with the peaking time of the front-end [14].

The maximum latency is measured by setting different delays on a “Gate and
Delay generator” module, introduced between the Digitizer and the MOSAIC
during the test beam in Trento.

A second contribution to the delay is introduced by the Digitizer trigger
formation and propagation. It has been measured independently and results to
be 180±10 ns if a constant threshold level is applied to generate the coincidences.

Figure 4.5 shows the operations occurring to read out ALPIDE as a func-
tion of the time, starting from the particle crossing the detector. After the
interaction, the ALPIDE preamplifier shapes the signal and sends it to the dis-
criminator. The output of the discriminator keeps the status for about 6 µs.
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Figure 4.6: Fraction of events with pixels over the threshold as a function of the
delay between the trigger generation and propagation to ALPIDE. Errors are smaller
than the marker size.

Meanwhile, the Digitizer processes the signal and sends a logic output to the
“Gate and Delay generator”. After the delay, the signal is sent to ALPIDE,
that states a STROBE signal to all the pixels. If the STROBE signal and the
output of the discriminator are both positive, the pixel is included on the event
readout.

For this study the beam frequency is set to about 50 Hz, to avoid that
multiple hits. The proton beam of Trento APSS Proton Therapy centre is set
to 220 MeV to maximise the beam collimation, and the ALPIDE detector is
perpendicular to the incident beam. The strobe parameter, that sets the length
in time of the coincidence window after the trigger propagation, was set to 2
µs. In these controlled conditions, delays between 3 and 10 µs are scanned.

For delays longer than the hold time, the efficiency of ALPIDE is expected
to drop, going to zero at about 2 + 6 = 8 µs, when no events are expected
to be shaped and held long enough. The efficiency is calculated as the ratio
between the events with at least one hit on ALPIDE and the number of events
of the run. The choices of beam energy and ALPIDE position minimise the
number of events that does not cross ALPIDE. Nonetheless, (i) the solid angle
underlying the ALPIDE sensor is slightly narrower than the one underlying
the trigger system; (ii) the beam spot has non-Gaussian tails corresponding to
particle tracks as distant as up to 7-10 mm from the beam centre; (ii) multiple
scattering effects are never negligible for low-energy nuclei. The three reasons
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above mentioned explain why the efficiency at short delays is slightly less than
1. Estimating such an acceptance effect is pointless, as the objective of this
study is to check that the loss of efficiency actually occurs at 6 µs, that is the
value quoted by the sensor designer for the analog hold of the pixel preamplifier
exit [14].

The results are shown in figure 4.6, where the efficiency as a function of the
delay set on “Gate and Delay generator” is plotted, since the contribution of
the Digitizer is a order of magnitude lower. The efficiency is about 1 for delays
shorter than 6 µs and drops rapidly for higher values, as expected.

For all the measurements taken during beam test in Trento, the trigger delay
has been set to 1 µs.

4.3 GEANT4 simulations of beam tests

A GEANT4 simulation has been produced for both beam tests, reproducing
the distances between the beam exit and the sensors, the distances between the
sensors themselves, the effects of materials between the beam exit and detectors
(in particular air and the box mylar window).

4.3.1 GEANT4 simulation of Trento beam test

Trento Proton therapy centre provides users with detailed information on beam
properties. In particular, they have a set of measurements of the energy and
the full width at half maximum for the proton beam at the so-called isocenter,
located 125 cm away from the beam exit window. During the test, the setup is
aligned to have the ALPIDE at the isocenter of the beam. With this information,
the simulation can be used to infer the energy at the exit of the beam and to
estimate it at the entrance of the ALPIDE setup, even if not placed at the
isocenter. This calibration is dual-purpose:

• it confirms the nominal beam energy values given by the facility;

• it is the base for estimating low energy values obtained with absorbers.

The procedure applied to reconstruct the beam energy is simple: a set of 1000
events is produced, with the nominal energies of the beam acquired during the
test. From the events, distribution of the energy of the particles at the isocenter
is extracted. The mean value and the σ of the distribution are calculated from a
Gaussian fit. Then the mean energy obtained from the fit is plotted as a function
of the nominal energy. With a linear fit, shown in figure 4.7, the parameters to
reconstruct the correct energy at the exit of the beam are obtained. Table 4.1
shows reconstructed values agree with the nominal energies within 0.5%.

Once the beam energy is known, it is possible to evaluate the effect of differ-
ent thicknesses of degrader. The use of degrader allows to explore energy less
than 70 MeV , the minimum provided by the accelerator.

The degrader is made of a compound called “solid water” [38]. The sim-
ulation is the only way to correctly evaluate the energy of the beam in these
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Figure 4.7: Energy at isocenter as a function of the input energy. The results of the
fit have been used to reconstruct the input energy that gives the measured value at
the isocenter. Error is smaller than the marker size.

Nominal beam energy Eiso Reconstructed beam energy Edep
[MeV ] [MeV ] [MeV ] [Me]

220 218.4 218.9 0.0213
179 178.2 178.9 0.0244
154 152.7 153.5 0.0270
125 124.1 125.1 0.0312
100 98.6 99.7 0.0368
83 82.3 83.5 0.0421
70 68.5 69.7 0.0483

Table 4.1: Energy of the beam: nominal energy, isocenter energy, reconstructed beam
energy and energy deposited on ALPIDE active layer extracted from simulation.
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conditions, because the facility makes use of a the ionisation chamber for energy
estimation, not sensitive to low energies.

The degrader is located in front of the detector box to minimise the beam
spread. Table 4.2 reports the values of the energy at isocenter of the beam after
it crosses different degrader thicknesses, located 6 cm before the isocenter. The
particle energy is set at the value corresponding to the nominal energy of 70
MeV . The degrader material is inserted in the position where it was during
the test beam. The value of energy at the isocenter is again extracted from a
Gaussian fit on the energy distribution of particles.

Degrader thickness Eiso Edep
[mm] [MeV ] [MeV ]

15 51.9 0.0597
25 38.0 0.0761
30 29.2 0.0936
35 17.1 0.142

Table 4.2: Energy at isocenter for different degrade thicknesses. The energy of the
beam is set to 70 MeV nominal energy. In the last column the energy deposited on
ALPIDE active layer is reported.

The values reported as Eiso, the energy of the beam at isocenter, in both
tables 4.1 and 4.2 are the reference energies for the following analysis. When
the energy is obtained directly from the accelerator, the σ calculated from the
fit is about 0.13 MeV . When the energy is obtained by inserting a degrader,
the σ of the distribution is about 1.3 MeV .

Another important feature added to simulation is the beam spread. The
documentation of the beam line gives the value of the Full Width at Half Max-
imum (FWHM) for the different beam energies. Values are shown in red in
figure 4.8.

The spread can be due to the interaction of the particles with the air between
the exit window of the beam and the isocenter. From the simulation, the Full
Width at Half Maximum (FWHM) of the beam dimension are calculated. The
data are reported in figure 4.8 with squares. Values of FWHM are significantly
lower than the data quoted in the documentation.

To correctly include the effect, measured values are fit with an exponential
function. Fit parameters are implemented on the Event Generator class of
the simulation. After the correction, the agreement between measured and
simulated data is very good, as shown in figure 4.8.

The energy threshold of the setup has been studied by modifying the values
of energy of the beam, although the real measurements on this energy range are
obtained with a degrader. In figure 4.9 the fraction of events releasing a signal
in both the trigger bars is plot as a function of the energy of the beam. The
fraction does not reach 100% because of the beam spread, that is higher for
lower energies where the two contributions due to air and to spread correction
increase. The rising trend of the plateau confirms this hypothesis. For higher
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Figure 4.9: Energy threshold for protons.
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Figure 4.10: Energy at isocenter of the beam after 35 mm of solid water degrader.

energies the FWHM of the beam is lower and all almost all the events cross the
detectors.

Figure 4.9 demonstrates that protons with energy less than 20 MeV cannot
trigger the experiment. Nonetheless, triggers were observed also when using
degraders as thick as 35 mm, corresponding to an average energy of 17.1 MeV
(see table 4.2). In fact, figure 4.10 shows that a small fraction of events with
energy higher than 20 MeV leaves the degrader, inducing triggers.

After tuning the simulation, it is possible to be confident of the energy
deposited by protons inside the ALPIDE epitaxial layer, reported in tables 4.1
and 4.2. This information is the base for further analisys, both of data and
simulations.

4.3.2 GEANT4 simulation of Catania beam test

Laboratori Nazionali del Sud gave less information on the beam spill, so the
simulation tuning could not be as detailed as for the Trento Proton Therapy
Centre. The facility provided four different nuclear species with an energy of 62
MeV/a.m.u., namely H, He, C and O.

The simulation was performed with the same approach adopted for the
Trento proton beam line, accounting for different distances and particle species.
The intrinsic beam spread is not included in the simulation.
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4.4 Cluster definition: from stacked analysis to
cluster finding algorithm

Since the ALPIDE has a binary output, all the physics information must be
retrieved from the distribution of pixels over the threshold. A group of pixels
related to the same impinging particle constitutes a structure called “cluster”.

It is interesting to study the clusters created by a particle passing through
the ALPIDE detector without applying identification algorithms. The main
aim of this analysis is to define the general features of clusters and use them to
set the best parameters for a cluster selection. The correct identification of a
cluster is a crucial point of the analysis. A correct reconstruction of the effects
of a crossing particle in a controlled environment, such as a beam test, is the
key for any further analysis to be performed with flight data.

During the test, the ALPIDE was operated with 0 V back bias for most
of the runs. The value of back bias is specified when data sets with different
polarisation are shown. The threshold of the setup was 166± 10 e−, and it was
regularly checked monitored during the test.

The analysis can be divided in the following steps:

• rejection of multi-cluster events;

• alignment and stack of the events;

• Analysis.

The strategy applied to select the events with only one cluster starts with
the calculation of the RMS along both x and y directions for all the events.
To identify the events with a single cluster, the RMS distributions is studied,
shown in figure 4.11.

4.4.1 Event selection

Cluster finding and analysis tools were tuned on two data sets, taken at the
APSS PTC in January 2019. They represent the lowest and highest energy pro-
tons obtainable and exploitable for the experimental setup under consideration.
Table 4.3 reports the energy and the number of events of each data set.

Sizeable differences are expected between 218.4 MeV protons and 17.1 MeV
protons (the energy of the 17 MeV energy distribution triggering the exper-
iment, see section 4.3.1). The average energy loss in silicon of 218.4 MeV
protons is about 3.3 MeV/g cm2, whereas for 17.1 MeV protons dE/dx '
20 MeV/g cm2. In the latter case, six times more charge diffuse in silicon, fires
pixels and shape the cluster.

The distributions for 17 MeV protons (figures 4.11a and 4.11b) show a peak
at ∼ 1 pixel and few counts for values higher than 2 pixels. The behaviour of
the 218.4 MeV protons is similar. To give a reference for the RMS values, need
only consider that for the minimum size cluster of size 2, RMSx/y = 0.71. For
a bigger 4 × 4 cluster (size 16), RMSx = RMSy = 1.12. Events with only a
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Energy at beam exit [MeV ] Degrader [mm] Energy at the detector [MeV ] Number of events
218.9 – 218.4 35000
178.9 – 178.2 112000
153.5 – 152.7 110000
125.1 – 124.1 109000
99.7 – 98.6 103000
83.5 – 82.3 100000
69.7 – 68.5 103000
69.7 15 51.9 107000
69.7 25 38.8 102000
69.7 30 29.2 102000
69.7 35 17.1 420000

Table 4.3: Proton data sets used for tuning tools of cluster finding and analysis.
Data taken at the APSS PTC.
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Figure 4.11: Distribution of RMS of pixels over threshold along x and y direction for
each event of two different runs, one acquired with 17.1 MeV protons (figures 4.11a
and 4.11b), the other with 218.4 MeV protons (figures 4.11c and 4.11d). The main
peak contains all the events with a single cluster, the other counts are related to events
with more clusters.
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Figure 4.12: Distribution of RMSx versus RMSy for 218.4 MeV and 17 MeV pro-
tons. The double structure is more evident on figure 4.12b, corresponding to 218.4
MeV protons, but there are hints of a similar effect on figure 4.12a, corresponding to
17 MeV protons.

pixel over threshold are rejected. The correlation between RMSx and RMSy by
plotting the RMSx versus RMSy, as shown in figure 4.12 for datasets.

Both for 17 MeV and 218.4 MeV protons the effect of the finite size of
pixels is visible. At 218.4 MeV (figure 4.12b), four combinations are favoured,
where RMSx or RMSy are equal to 0.55 or 1.25 respectively. These values
correspond to well-defined cluster shapes. Favoured combinations are visible
also for 17 MeV protons, where RMSx and RMSy show excesses around 1.15
and 1.35.

These structures are barely visible in figures 4.11, where the coarse binning
aims at showing the separation of single-cluster events (RMSx/y < 2) and
multi-cluster events (RMSx/y up to 17.1 and higher).

Another difference in the two data sample is the “event length” (EL), defined
as the total number of pixels over threshold. For a higher energy release, the
cluster is expected to be larger than for a low energy deposit. The EL is small
for 218.4 MeV , about 4 pixels for each event. The number is close to the
value quoted by ALICE collaboration for MIPs [60], although the 218.4 MeV
protons energy release is about twice the MIP release(3.3 MeV/gcm2 vs 1.68
MeV/gcm2). The event size for 17 MeV protons is about 12 pixel. Figure 4.14
shows the EL distribution for 17 MeV and 218.4 MeV proton events selected
with RMSx < 2 and RMSy < 2. Different populations are visible in both
cases, with EL=12 acting as separator for the 17 MeV plot. As it will be clear
later, EL=12 correspond to a particular cluster shape, quite frequent for 20 keV
energy deposits. It is possible to check if there is a dependence on the event
size by plotting the RMSx and RMSy as a function of this quantity. The plots
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shown in figure 4.13 have been obtianed applying the following selection:

• RMSy < 2. for EL versus RMSx;

• RMSx < 2. for EL versus RMSy.

Plots in figure 4.13 allow some considerations:

• the RMS is correlated with the event length;

• x and y directions are slightly different because of the non perfectly squared
shape of ALPIDE pixel;

• the event length is larger for larger energy deposit in silicon, as expected;

• quasi-MIP particles (at 218.4 MeV dE/dx is twice the MIP’s one) clearly
show higher than average energy releases, compatible with Landau-Vavilov
tails.

• low event lengths are compatible with a limited number of cluster shapes
and RMS values, as expected.

Only the events for which the RMSx < 2 and RMSy < 2 are included in all
the following analysis. This strict selection is strict enough to select only events
with a single cluster are accepted. The selection is effective for primary protons
traversing the ALPIDE sensor. The fraction of events triggered by an isolated
secondary electron has been found to be negligible.

4.4.2 Event stacking

The event selection discussed in the previous section is the base for the next
step of the analysis, i.e. event stacking. The purpose here is to represent on a
map the probability that a given pixel is fired by a proton of a certain energy.
By construction, the integral of this map will be the average cluster size. The
procedure followed to compute the maps is:

• re-calculation of mean value along x and y;

• Subtraction of the mean value to all the x and y coordinates of the pixels;

• Fill of 2D histogram with the resulting new coordinates of the pixels.

After all events have been processed, the histogram is normalised by dividing
for the number of entries. Figure 4.15 shows the result of these operations for
all energies available (see table 4.3). All distributions are centred to 0 for x and
y coordinates because of the construction. They also show circular symmetry,
as expected.

In figure 4.16 the cluster size is plot as a function of the energy of the beam
at isocenter, where the ALPIDE detector was aligned during the beam test.
For the energies obtained from the beam (from 70 MeV to 218.4 MeV ), the
isocenter energy values are provided from a direct measure available for the
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Figure 4.13: In the figures, the values of RMSx and RMSy are shown as a function
of the event length.
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Figure 4.14: Size of events with RMSx < 2 and RMSy < 2 for 17 MeV protons
and for 218.4 MeV .

facility users. The distribution is regular and grows quickly at low energies,
where the energy deposition increases.

The RMS and the mean of the distribution, both on x and on y, are checked.
The mean is expected to be 0 along both the axes, and the RMS to be com-
parable. The two quantities are represented as a function of the energy of the
beam at the isocenter in figures 4.17 and 4.18.

The values of the mean are compatible with 0, as expected. The RMS
distributions show a small discrepancy between x and y coordinates. The effect
is primarily due to the difference of the pixel size along directions x and y:
sx/sy = 1.088. An asymmetry as large as ≈ 9% is expected when distances
long 10 pixels or more are considered. For distances as low as 5 pixels or less,
like the diameters of clusters under consideration, the discreteness of pixelisation
diminishes the impact of the asymmetry.

All values of cluster size, mean x, mean y, RMS x and RMS y are reported
in table 4.4.

4.4.3 Clustering algorithm test

The analysis of the stacked clusters gives the cluster size. The next step is
the selection of the best algorithm for the analysis and its tuning. Many cluster
finding algorithms are available on the market, defined in libraries as sklearn [1],
that provides several choices. The main problem is most of them require as input
parameter the number of clusters per frame, that is not known in advance.

Among the possible candidates, DBSCAN (Density-Based Spatial Clustering
of Applications with Noise), from Python sklearn library [1] has been selected.
The algorithm takes as input two parameters: the minimum number of elements
(pixels) that form a cluster and the maximum distance of an element from the
others to include it in the cluster.

From the previous analysis, it is possible extrapolate the best values of these
parameters: the minimum pixels of a cluster is set to two, and the maximum
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(b) 29.2 MeV

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

10− 8− 6− 4− 2− 0 2 4 6 8 10
x [pixel]

10−

8−

6−

4−

2−

0

2

4

6

8

10

y 
[p

ix
el

]

(c) 38.0 MeV

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

10− 8− 6− 4− 2− 0 2 4 6 8 10
x [pixel]

10−

8−

6−

4−

2−

0

2

4

6

8

10

y 
[p

ix
el

]

(d) 51.9 MeV
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(f) 82.3 MeV
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(h) 124.1 MeV
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(i) 152.7 MeV
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(j) 178.2 MeV
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Figure 4.15: The plot shows the stacking of the clusters for 17 MeV and 218.4 MeV
protons.
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Figure 4.16: Cluster size distribution obtained from the integral of the stacked
clusters normalised distributions. The statistic error extracted is reported, but it is
smaller than the size of the points on the plot.

Eiso Cluster size Meanx Meany RMSx RMSy
[MeV ] [pixel] [pixel] [pixel] [pixel] [pixel]
218.9 3.9 -5.5×10−9 1.6×10−8 0.87 0.89
178.2 4.2 -1.5×10−7 -6.5×10−8 0.88 0.91
152.7 4.4 9.7×10−8 -4.2×10−8 0.90 0.93
124.1 4.8 -1.4×10−7 5.9×10−8 0.92 0.96
98.6 5.4 -1.1×10−7 4.0×10−8 0.94 0.99
82.3 6.0 3.5×10−8 -8.9×10−9 0.96 1.02
68.5 6.6 4.8×10−8 -2.6×10−8 0.99 1.04
51.9 7.5 -9.3×10−8 -1.3×10−8 1.02 1.07
38.0 8.7 -6.5×10−9 -3.5×10−8 1.06 1.12
29.2 9.9 -3.4×10−8 3.0×10−8 1.11 1.16
17.1 11.6 -8.3×10−8 -2.9×10−8 1.17 1.22

Table 4.4: Cluster size, mean and RMS calculated from the stacked analysis.
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Figure 4.17: Distribution of the mean values of stacked clusters histograms along x
and y as a function of the energy of the beam at the isocenter. The values for x axis
are not visible because the y values perfectly overlap them. The compatibility with 0
is extremely good.
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Figure 4.18: Distribution of the RMS of stacked clusters histograms along x and y
as a function of the energy of the beam at the isocenter. Uncertainties are not visible
because of the order of 0.001 pixels. The values for y results to be systematically
higher than values for x.
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(k) 218.4 MeV

Figure 4.19: Cluster size distributions obtained applying DBSCAN algorithm to the
data samples in table 4.3. Data are fitted with a Gaussian function to get mean and
σ.
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Figure 4.20: Cluster size evaluated with different techniques on the same data sets,
collected with protons of different energies. The results are given as a function of the
primary particle energy.

distance of a pixel from the others of the cluster is set to two.
The cluster size distributions obtained from the data sets collected at differ-

ent energies (see table 4.3) are reported in figure 4.19. The Gaussian fit provides
a good esteem of the mean value and σ of the distribution, but it is not able
to describe other features of the distributions, such as double peaks structures,
visible mainly for energy of the primary larger than 98.6 MeV . When the en-
ergy deposited is low there is a preference for even cluster sizes (2, 4 or 6 pixels).
This effect is less relevant for low energy protons, where the charge produced
by the interaction gives rise to a larger number of less regular clusters.

The comparison between cluster size obtained from mean of the fits shown
in figure 4.19 and stacked analysis results is shown in figure 4.20. The results
are compatible for the full range explored. The only energy value that show a
slightly difference is 17.1 MeV .

The results provided by DBSCAN proves that the algorithm is reliable and
can be applied to identify clusters for all the future analyses.

4.4.4 Cluster size dependence on impinging particle charge

The cluster analysis described in previous sections has been applied to data
collected in Catania with different nuclei. In this case, the results are plot
as a function of the Z of the impinging particle. Results are shown in figure
4.21 and reported in table 4.5. As said before, the energy of the particle is 62
MeV/a.m.u. for all the three species.
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Figure 4.21: Cluster size as a function of the Z of the particle. The beam energy is
62 MeV/a.m.u. for all the four species.

Particle Cluster Size [pixel]
H 7.4
He 15.4
C 29.6
O 30.7

Table 4.5: Cluster size for different nuclei. The energy is 62 MeV/a.m.u. for all the
four species.
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From figure 4.21 and table 4.5, it is clear that there is a separation on cluster
size between the different species.

Particle Input Energy [MeV] Energy deposited [MeV ] Cluster size [pixel]
p 218.9 0.0213 3.9
p 178.2 0.0244 4.2
p 152.7 0.0270 4.4
p 124.1 0.0312 4.8
p 98.6 0.0368 5.4
p 82.3 0.0421 6.0
p 68.5 0.0483 6.6
p* 62 0.0523 7.4
p 51.9 0.0597 7.5
p 38.0 0.0761 8.7
p 29.2 0.0936 9.9
p 17.1 0.142 11.6

He* 248 0.204 15.4
C* 744 0.352 29.6
O* 992 3.319 30.7

Table 4.6: Cluster size for different values of energy deposited in silicon active layer.
Starred particles are collected at LNS in Catania. The input energy is the energy at
the isocenter for data collected in Trento and the energy at the beam exit for data
collected in Cataia.

All results described in previous sections show a clear dependence of the
cluster size on the energy deposited by the primary particle. Table 4.6 and
figure 4.22 quantify such a dependence for the ALPIDE case (epitaxial layer 27
um thick, see section 4.5 for details).

4.5 ALPIDE response to inclined tracks

Facility Particle Energy [MeV ] Angle [◦] Back bias [V ]
Trento APSS proton 218.9 0, 30, 45, 60, 75, 80 0, -3, -6
Trento APSS proton 17.1 0, 30, 45, 60, 75, 80 0, -3, -6
Catania LNS H 62 0, 30, 45, 60, 75, 80 0
Catania LNS He 248 0, 30, 45, 60, 75, 80 0
Catania LNS C 744 0, 30, 45, 60, 75, 80 0
Catania LNS O 992 0, 30, 45, 60, 75, 80 0

Table 4.7: Summary of the data set of measurements collected with particle hitting
ALPIDE with different incidence angles.

During the beam tests performed with ALPIDE, a set of measurements
devoted to the study of the response of the detector to inclined tracks was
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Figure 4.22: Cluster size as a function of the energy deposited in silicon for all the
available data set. The value for oxygen is not included but it is reported in table 4.6.

Figure 4.23: Setup with inclined ALPIDE during tests in Catania.
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acquired. Thanks to the good control of mechanical alignment of the setup, it
is possible to explore angles from 0◦ (beam perpendicular to the detector) to
80◦, as shown in figure 4.23.

During the beam test in Catania, the dependence on the angle for different
nuclei (H, He, C, O) is explored, spanning from Z=1 to Z=8. The scans are
performed with 0 V back bias. In Trento, the different configurations have been
tested with 218.4 MeV and 17.1 MeV protons at different back bias values,
namely 0 V , -3 V , -6 V . In table 4.7 all angles and energies are reported.

It is possible apply the stacked analysis on the data from Trento beam test to
check the shape evolution of the clusters at different angles. The cluster shape
is expected to change from a circular shape to an elongated shape as the angle
between the impinging particle and the detector increases.

To reject multi-cluster events, the RMS cut described in section 4.4.1 is
relaxed to RMSx < 4 and RMSy < 2. Clusters are expected to elongate along
x axis and the RMSx to increase. The particle crosses a broader region of the
detector along this axis because of setup orientation, as shown in figure 4.23
(see sketch in figure 4.3).

The evolution of cluster shape at different angles is shown in figure 4.24 for
17 MeV protons and in figure 4.25 for 218.4 MeV protons. For low energy
protons, there is no significant change in the cluster shape up to an angle of
75◦. For the last two figures, corresponding to 75◦ and 80◦ the effects of the
detector orientation is clearly visible.

Looking at the 218.4 MeV protons, the change of shape is visible already
for 60◦. In this case, the pixel dispersion is large, but taking into account the
centre of the distribution (yellow region), where most counts are located, the
elongated shape is well defined. The effect is more evident than for low-energy
protons because of the lower intrinsic cluster size. At large angles, the major
axis aM of the cluster is determined by the inclination, while the minor one
am is always determined by the intrinsic cluster size. Consequently, the ratio
aM/am is larger for lower energy deposits, i.e. for higher primary energy.

The first aim of these measurements is to study how the cluster size changes
when the particle hits the detector with a certain angle. However, with these
data it is also possible to probe more deeply the structure of the sensor.

4.5.1 Modelling clusters from inclined tracks

To describe the model built for the ALPIDE response, the first step is the simple
case in which the particle hits the detector perpendicularly to the surface. In
this case the particle crosses only one pixel. The average cluster size for MIPs
is about 3 [60], as reported in ALICE documentation.

The “intrinsic cluster size” IC is defined as the size of the typical cluster asso-
ciated with average energy deposits of particles with a certain energy impinging
on the detector perpendicularly. These typical clusters are always assumed to
be circular, with an associated ”effective radius”, as large as reff =

√
IC/π. A

graphic representation of this case is shown in figure 4.26a. The diffusion-driven
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Figure 4.24: Stacked analysis of 17.1 MeV protons at different angles.
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Figure 4.25: Stacked analysis of 218.4 MeV protons at different angles.
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(a)

(b)

Figure 4.26: Effect of the passage of a particle perpendicular to the detector (4.26a)
and inclined of an angle θ with respect to the normal direction. Symbols are explained
in detail on the text.
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charge collection is the reason why this parameter is sensitive to the amount of
charge deposited (see table 4.6).

For the sake of simplicity and also because it matches with the available
experimental data, the work is based on the assumption that the angle between
the particle arrival direction and the line perpendicular to the sensor always lies
in the xz plane. When the particle that hits the detector comes from a direction
different from the normal of the sensor plane, the number of pixels where the
particle releases energy is given by the formula:

N = 1 + Teff tan θ

where θ is the angle between the particle direction and the normal to the sensor
plane and Teff is the effective thickness of the active volume in units of pixel
side. As a first approximation, Teff can be taken as thick as the epitaxial layer
of the detector.

From figure 4.26b it is possible to see how to estimate the number of pixel
hit:

• the area of the inner rectangle with base N − 1 and height 2R = 2
√
πIC

• the boundary semicircular regions, with area IC

All the contribution summed are summarised in the expression

CS = IC

(
1 + 2

√
π

IC
· Teff tan θ

)
that gives the value of the cluster size as a function of the angle.
The model built for the interaction of inclined particles is simple and, as

shown in the next section, very effective. Nevertheless, it has some important
limits to be discussed.

• Clusters are assumed to be circular;

• IC is a function of the energy deposited, that is not constant along the
track;

• If and pixel pitch/Teff widely differs from 1, the model is not true any-
more.

The assumption that the distribution of pixels over threshold around a track
is approximately circular is not necessarily true. Since the pixels are squared and
have a pitch of 28 µm1, this assumption is not correct, and the differences are
particularly significant for the events with small cluster size, where the squared
shape of the cluster is hardly compensated by a statistical fluctuation of the
pixels on a single event.

1ALPIDE pixels are not perfectly squared, the pixel pitch is 29.24×26.88 µm2. Because
of the slightly difference, the pixels are assumed to be squared with 28 µm pitch.
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Cluster Size Shape 2Rreal 2Rcalc

[pixel] [pixel] [pixel]
1 1 1.13

4 2 2.26

5 2.83 2.52

9 3 3.39

12 4 3.91

16 4 4.51

Table 4.8: The table report, as a function of the cluster size, the most regular
distribution that can be obtained, the real diameter of the distribution(2Rreal) and
the diameter calculated in circular approximation (2Rcalc).

Table 4.8 shows, for some value of cluster size, the most regular shape of the
cluster and its minimum possible radius, calculated as

Rcalc =

√
IC

π

It is clear that the approximation fails, in particular when the cluster is a
square or when the cluster size is small.

A second critical point is that the IC is a function of the energy deposited,
but the model considers this energy deposit constant for all the pixels hit by
the particle.

The energy deposited by the particle along the track is not constant. It can
be approximated as only for MIPS and not for highly ionizing particles like the
nuclei considered in this work.

Another implicit approximation regards the IC to be used to calculate reff .
It is assumed to be related to the IC for 0◦ tracks via the relation reff =√
IC/π. Nonetheless, IC is a function of the energy deposited in the pixel,

which is in turn related to the track inclination. The larger the angle, the
longer the particle path in the pixel, the larger the energy deposited. Until the
particle passes to the next pixel, that is determined by the pixel pitch.

Assuming no dependence of IC on the arrival angle induces a systematic
bias on the model, particularly important for layouts where the pixel pitch is
much smaller than the epitaxial depth or layouts in the opposite situation. In
the first case very inclined tracks will traverse many pixels releasing less energy
than for a 0◦ track. In the second case, very inclined tracks will release on each
pixel much more energy than 0◦ ones.

In ALPIDE, the pixel pitch (28 µm) is close to the thickness of the epitaxial
layer of the sensor, that is quoted to be between 20 and 40 µm [88]. The
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Figure 4.27: Cluster size as a function of the angle for different nuclei.

ratio between the pitch and the epitaxial thickness is then close to 1. As a
consequence, the bias from the assumption of IC being constant is negligible.

Inclined tracks for nuclei

Data from the beam test in Catania are discussed in this first section. During the
test, data with different nuclei (H, He, C, O) with an energy of 62 MeV/a.m.u
are collected.

The clusters have been identified using the DBSCAN library. Only the
events with a single cluster are included, and the distribution of the cluster
size is fit with a Gaussian function. The mean and the error on the mean are
plotted on the graphic shown in figure 4.27. The model is applied with two free
parameters, IC and T . Figure 4.27 reports the data and the fit obtained from
measurements.

From figure 4.27 it is possible to notice that the model describes very well
the behaviour of protons and helium, whereas the agreement is not good for
carbon and oxygen.

From each fit two parameters are obtained, IC and T , that are reported in
figure 4.28 as a function of Z. Both the parameters are reported in units of
pixels. This is the natural dimension for the cluster size, and it is used also for
the sensitive volume thickness because of the definition given for T . It can be
easily reported in µm by multiplying it for 28 µm, the pixel pitch.

The points for oxygen and carbon (Z=6 and Z=8) are less reliable than the
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Figure 4.28: Parameters from the fit in figure 4.27. Both IC and T are in pixel and
plot as a function of the Z of the impinging particle.
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points for proton (Z = 1) and helium (Z = 2) because of the worst quality
of the fit. The estimated IC is lower than the value of cluster size for events
collected at 0◦, and the results for T are not accurate.

By considering only the results for protons and helium nuclei, the IC is the
value of cluster size at 0◦ , and the two values obtained for T are well compatible
with each other. From the two data, the value obtained is

Teff = 1.10± 0.02 pixels

That can be easily translated in µm, obtaining an active thickness of 30.8±
0.6 µm. The value is perfectly compatible with the interval quoted by the
designers and producers, between 18 and 40 µm [88].

Inclined tracks for protons

As said at the beginning of the chapter, the measurement at different angles
were repeated with protons. In this case two different energies were tested, the
lowest for which the setup can produce trigger signal (about 17.1MeV ) and for
the higher available from the Trento accelerator, 218.4 MeV .

For both energies, data at different angles were collected. Moreover, different
back bias values have been applied. Figure 4.29 shows the cluster size as a
function of the angle. Whereas the cluster size at 0◦ changes as a function of
the back bias for the low energy protons, for 218.4 MeV protons is almost the
same for the three different back bias considered.

Although the 218.4MeV proton is not a MIP, the ionisation six times smaller
than for a 17.1MeV proton (see table 4.6), and the charge generated is collected
by a smaller number of pixels. The increase of the depletion region of the p-n
junction caused by the applied back bias does not influence the collection as in
the case in which the amount of generated charge is higher and spared on more
electrodes.

Energy [MeV ] Back bias [V ] IC [pixel] Teff [pixel]
218.9 0 2.92 1.24
218.9 -3 2.69 0.96
218.9 -6 2.40 0.99
17.1 0 11.13 0.99
17.1 -3 6.44 0.81
17.1 -6 4.99 0.81

Table 4.9: Values of IC and Teff obtained from fit on different data sets.

In this case, all the data set are well described by the fit applied, from which
the parameters shown in figure 4.30 and reported in table 4.9 are extracted.
The plot of IC (figure 4.30a) shows that the intrinsic cluster size decreases as
the absolute value of the back bias increases, whereas the values are almost
constant for 218.4 MeV protons. This fact can be easily explained since the
amount of charge generated for high energy protons is lower, and the electrodes
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Figure 4.29: Cluster size as a function of the angle for 17.1 MeV protons and 218.4
MeV protons for different back bias values.
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Figure 4.30: Parameters from the fit in figure 4.29. IC and T are plot as a function
of the back bias.
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collect it before it can spread. It is a leverage to regulate the cluster dimensions.
In HEPD-02 operations, it will be useful to regulate the event dimensions and
reduce it in case of high fluxes of nuclei.

The plot of Teff is particularly interesting in this case, since the quality
of the fit is better than in the case of nuclei in previous section. All values
obtained are compatible within the error bars. However, the value calculated
for 218.4 MeV protons is systematically higher than the value calculated for
17.1 MeV protons. For lower energy this model describes the situation as if
the particle saw a thicker active volume. The origin of this effect is still under
investigation. Effects of spatial charge and effective field (charge screening) are
the work hypothesis.

Figure 4.30b shows that the increase on the back bias absolute value causes
a small decrease of the Teff values for both the 218.4 and17.1MeV protons.
Again, in this model, drying the electron dynamics inside the silicon with the
electric field, translates into a reduction of the effective thickness available for
charge production.

The obtained value for Teff is

Teff = 0.96± 0.03 pixels

corresponding to 27.1 µm. Because of the good quality of the fit, this value is
the reference thickness of the detector.

4.6 TCAD simulation

Technology Computer-Aided Design (TCAD) [2] is a tool devoted to simulate
fabrication processes and operations of semiconductor devices. It applies finite
element method to solve differential equations that describe the structural and
electric properties of the devices. It is a powerful tool to investigate features
that are not directly accessible by measurements, such as electric fields.

The simulation results are studied to characterise the response of the ALPIDE
detector to low energy nuclei. In particular, the first goal is to reproduce the
value of cluster size obtained from measurements. The fine tuning of the sim-
ulation allows to export the results in more complex tools, that will be the
reference for data analysis during characterisation of the detector and flight op-
erations. The study reported here deals with nominal conditions of operation
for the HEPD-02 case, namely 0 V back-bias. It focuses only on perpendicular
tracks, as the inclined case can be derived from geometrical considerations.

To compare the simulation results with the data, the number of electrons
collected by each electrode must be evaluated. Then this value is compared
with the threshold of the pixels to find if it is over threshold and calculate the
cluster size.

The simulation proceeds through three different steps:

• Sentaurus Device Editor (SDE);

• Sentaurus Device (SDEVICE) steady state simulation;
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• SDEVICE transient simulation.

The first step is the Sentaurus Device Editor or SDE, where the geometry
of the device is defined, the doping profiles and the mesh. In this simulation,
the process simulations are not inserted, since the device description is accurate
enough with the only SDE construction.

The second step is a Sentaurus Device (SDEVICE) simulation, in which
the collecting n-wells are polarised to 1.4 V , the nominal value of ALPIDE
electrodes [14]. The back bias is set to 0 V . The Physics case under study is
that of a fast transient charge deposit in a stationary environment, either for the
silicon crystal and for the electric field distribution. As a consequence, a steady
state model was used to describe the polarisation, acting on each electrode with
small steps, to avoid dynamic effects and to ensure convergence.

The third step is again a SDEVICE simulation, including now the transient.
Interaction is simulated with the “Heavy Ion” model, that reproduces the impact
of a particle on the device. The TCAD configuration settings are summarised
in table 4.10.

Simulation Electrodes Electrodes position Thicknesses LET
number (figure) [µm] [pC/µm]

Hit on electrode 16 4.33a 30, 25, 20 1.28×10−5

4.8×10−5

1.8×10−4

Hit between four electrodes 9 4.38 30, 25, 20 1.28×10−5

4.8×10−5

1.8×10−4

Hit between 2 electrodes 12 4.43 30, 25, 20 1.28×10−5

4.8×10−5

1.8×10−4

Table 4.10: List of simulation configurations.

The model requires as input parameter the amount of charge generated
per length unit, the Linear Energy Transfer (LET). The charge deposition is
constant along all the particle track. The approximation has some sense in case
of MIPs, but it is less effective for particles whose LET changes along the path,
e.g. stopping nuclei. Nevertheless, the thickness of the active region of the
device is small enough to consider the changes in charge deposition a second
order effect. The good agreement between simulations and data shows that the
approximation does not affect significantly the simulation quality. Future work
will include non-constant LETs in the simulation.

The LET is calculated from the GEANT4 simulation of the test beam setup,
from which the energy deposited in the active volume of the detector is obtained
(see section 2.4).
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4.6.1 TCAD domain construction

From section 4, the cluster size spans from about three pixels for MIPS to about
12 for low energy protons and even to tens of pixels for low energy heavy nuclei.
A domain as large as 6×6 or 7×7 is needed to properly account and correct for
boundary effects. Concerning time, the pixel analog front-end has an integration
time of about 2 µs (see section 2.4), that is the minimum time interval after the
transient to study to compare the results of simulations with the measurements.

The construction of such a large simulation, with a mesh properly defined
to provide acceptable uncertainties on the solution, required computing power
not available in Trento. The follow up of the domain for a considerable time
demands large storage capacity, that is less critical than the computational
power to obtain, but still to be adequately handled.

Domain symmetry

To reduce the simulated domain dimensions it is possible to exploit its symme-
tries. If the hit position is suitably chosen and the energy is release perpendic-
ularly across the silicon, it is possible to perform calculations only on a quarter
of the intended domain. The hypothesis is verified by comparing the results for
pixels at the same distance from the hit positions in the simulations run.

The total dimensions of the simulation domain are 84×84×50 µm3 for all the
three cases. By taking into account the symmetry, it is possible to interpolate
the results for a 168× 168× 50 µm domain.

For all the simulations, three different epitaxial thicknesses are studied, reg-
ularly spread along with the possible values (between 40 µm and 19 µm [88]).
The selected values are 30 µm, 25 µm and 20 µm. It is important to check the
response for different thicknesses because the detectors that will be installed in
HEPD-02 will come from multiple batches and could have different epitaxial
thicknesses. For this reason, all the detectors will be characterised before the
experiment integration.

Mesh description

Meshx [µm] Meshy [µm] Meshz [µm] Xmax [µm] Ymax [µm] Zmax [µm]
0.1 0.1 1 3 3 Tepi
0.5 0.5 1 10 10 Tepi
1 1 2 28 28 Tepi
2 2 4 84 84 Tepi

Table 4.11: Mesh refinement in different regions. Distances are calculated from the
hit position.

A second strategy to reduce computational power requirements is to apply
a “smart” mesh grid that gradually enlarges while moving away from the hit
position. In the region closest to the hit, for a volume that is 3× 3× Tepi µm3,
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where Tepi is the depth of the epitaxial layer, the mesh is 0.1 × 0.1 × 1 µm3.
Then it becomes to 0.5 × 0.5 × 1 µm3 for a volume of 10 × 10 × Tepi µm3. In
the rest of the volume 28 × 28 × Tepi µm3, corresponding to one pixel volume
centered around the hit, the mesh is 1× 1× 2 µm3. The rest of the epitaxial is
divided by a grid with a pitch 2×2×4 µm3. The mesh is also refined around the
collection N wells, to improve the design resolution. The grid is 0.2×0.2×1 µm3

in a region of 6 × 6 × 3 µm3 around the electrode. On the substrate the mesh
is enlarged to 10×10 × 10 µm3. The mesh description is summarised in table
4.11.

Computing time goes as eNmesh , where Nmesh is the number of points of the
mesh. Moreover, the computing power available limited the maximum number
of nodes to 2 × 105. Under these constraints, the best solution is to maximise
the refinement around the hit region, since the error made in this first stage
propagates to the whole simulation. The lower precision on the rest of the
mesh degrades the shape of the current signal, an acceptable drawback for this
analysis, focusing on the integral of the signal and not on the signal itself.

LET [pC/µm] Edep in 20 µm [MeV ] Edep in 25 µm [MeV ] Edep in 30 µm [MeV ]
1.28×10−5 5.8×10−3 7.2×10−3 8.6×10−3

4.8×10−5 0.021 0.027 0.032
1.8×10−4 0.081 0.10 0.12

Table 4.12: Energy deposition corresponding to different LET values.

For each thicknesses the simulations runs with three different values of LET:
1.8×10−4 pC/µm, 4.8 ×10−5 pC/µm and 1.28×10−5 pC/µm. The conversion
to energy deposition for the different thicknesses is reported in table 4.12. The
three values span from MIP energy release (the lower value) to the energy release
of ∼ 30 MeV protons and allow to compare simulation results with data.

The doping profiles are another important factor of the simulation. They
determinate the dimensions of the depletion region and the resistivity of the
material, modifying the cluster size significantly.

For ALPIDE, the values are reported in [88]:

• Collection N well: ND ∼ 1× 1017 cm−3

• P well: NA ∼ 1× 1016 cm−3

• Epitaxial layer: NA ∼ 1× 1012 cm−3

• Substrate: NA ∼ 1× 1019 cm−3

From the doping values it is possible calculate the built-in potential of the
junction Vbi at thermal equilibrium, given by

Vbi =
kBT

q
ln

(
NDNA
n2i

)
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Figure 4.31: Doping profile of the simulation. The epitaxial layer is in green, the p-
well in cyan and the substrate in blue. The electrodes are in red. Different thicknesses
of the p-wells depend on the mesh refinement.
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Figure 4.32: Graphic representation of a ALPIDE pixel, centred on collection elec-
trode. To describe the detector response from the results of TCAD simulation, the
hit positions (indicated by the red crosses) must be transformed to be inside the area
highlighted in green.

Where kB is the Boltzmann constant, T is the temperature, q the unit
charge and ni the intrinsic carrier concentration. To calculate the depth of
depletion region, the external potential Vext = 1.4 V applied to the well must
be considered. The depletion region d can then be expressed as

d = dn + dp =

√
2ε

q

(
1

NA
+

1

ND

)
(Vbi − Vext)

In this case, ε is the dielectric constant in silicon. Due to the huge differ-
ence in the doping concentration, the term 1/ND can be neglected. Because of
doping concentration imbalance, the depletion region extends on the low-doped
epitaxial layer.

The doping concentration difference between the epitaxial and the P well
and substrate confines the charges produced inside the epitaxial layer by the
incoming particle. The substrate reflects the charges that diffuse downward, and
the P well insulates the electronics on the surface of the pixels and facilitates
the collection on n-wells by removing the competition with the field around the
p-on-n transistors, implanted to realise the on-pixel readout.

The different domains are built to evaluate the effects of energy deposition
in three different positions inside a pixel:

1. Hit on a collecting electrode;

2. Hit in the middle between four electrodes;

3. Hit between two electrodes.

The first case minimises the distance between the electrode and the hit, the
second maximise it and the third case is expected to give an intermediate be-
haviour. Hit positions inside a pixel are shown in figure 4.32. The study of
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(a)

(b) (c)

Figure 4.33: Simulation domain. The grid represents the mesh and the colour the
doping concentration on the different regions.

these limit cases gives an overview of the detector response in different condi-
tions, with the results that shown in the following sections.

4.6.2 First simulation: particle impinging on a collection
electrode

In the first simulation, shown in figure 4.33 the grid is composed of 4× 4 elec-
trodes, labelled as reported in figure 4.33a. The particle hits the detector on
the D A electrode. The hit position is indicated with a red cross.

In this case, the quarter of domain simulated has a further internal sym-
metry: diodes symmetrically above and below the diagonal collect the same
charge. In table 4.13 the distance of electrodes from the hit position and the
shape factor are reported. The shape factor is applied to correct for the reduced
area of electrodes on the simulation boundaries.
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Electrode X [µm] Y [µm] Distance [µm] Shape factor
D A 0 0 0 4
D B 28 0 28 2
D C 56 0 56 2
D D 84 0 84 4
D E 0 28 28 2
D F 28 28 39.6 1
D G 56 28 62.6 1
D H 84 28 88.5 2
D I 0 56 56 2
D J 28 56 62.6 1
D K 56 56 79.2 1
D L 84 56 101.0 2
D M 0 84 84 4
D N 28 84 88.5 2
D O 56 84 101.0 2
D P 84 84 118.8 4

Table 4.13: Position of the electrodes with respect to the the hit position. From the
distance it is possible to notice that some electrodes are equidistant from the hit and
then they are expected to collect the same amount of charge. The last column reports
a “shape factor”, that is applied to collected data to correct the fact that electrodes
on the borders of the domain cover only a half or a quarter of the surface they should
have.
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The simulation follows up the charge diffusion for 2 µs. It records different
parameters, and among them the current collected by the electrodes at different
time intervals. Data are sampled more finely in the first tens of nanoseconds
(about ten samples/ns), to be more accurate in the description of the first part
of the signal generation where transients demand more accuracy.

Time evolution of charge diffusion

To test the quality of the simulation, a follow-up of the evolution of the electron
diffusion during the 10 ns after the energy deposition on the detector is analysed.
The analysis is run on all the epitaxial thicknesses but only for the intermediate
value of energy deposition.

With a step of 1 ns, the electron density profile in the middle of the epitaxial
layer is considered, and fit it with a Gaussian function. The σ is expected to
evolve according to the law

σ =
√
Det

where De is the electron diffusion coefficient and t is the drift time. Since
the charge generation follows a Gaussian profile with a finite σ0, this must be
taken into account in order to correctly evaluate the diffusion coefficient. The
correct formula to fit the data is then

σ =
√
Det+ σ2

0

Both De and σ2
0 are free parameters of the fit. In figure 4.34 the time evolution

of σ over time is shown, the different series corresponding to the three different
epitaxial thicknesses simulated. Whereas for 30 µm and 25 µm the fit describes
well the data behaviour, for 20 µm domain it is possible notice that after 5 ns
the data trend changes. The feature is still under investigation.

The diffusion coefficients obtained from the fit is 30.3±0.4 cm2/s for 20 µm
epitaxial thickness, 27.3±0.06 cm2/s for 25 µm, and 26.22±0.02 cm2/s. The
value of σ2

0 is about 0.25 µm2, and it is coherent with the simulation parameter.
The result is consistent with the limit value reported in the literature for

pure diffusion, equal to 36 cm2/s [31]. In the ALPIDE sensor the diffusion
parallel to the sensor plane is slower than in pure silicon, because of the weak
field favouring the charge collection and the collection itself.

Cluster size calculation

In figures 4.35, 4.36 and 4.37 the charge collected by the electrodes for the
different thicknesses and LETs tested are shown. The simulation directly calcu-
lates the current as a function of the time, and the charge is obtained from its
integral. The number of electrons is calculated by dividing the charge for the
electron charge e. The curves are corrected for the shape factor reported in table
4.13. The red line corresponds to 150 electrons, approximately the threshold
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Figure 4.34: Evolution of σ of the electron density distribution over time during the
first 10 ns after charge generation.

set during test beams for ALPIDE. A single register sets the thresholds on the
whole sensor, and there are fluctuations of the order of 10 electrons.

When counting electrodes above threshold, the internal symmetry of the
quarter must be accounted for. Moreover, the simulation domain is a quarter
of the full domain considered.

Thresholds are set for the whole ALPIDE. The thresholds of the pixels are
not exactly the same, and are distributed around the value imposed by the
register 0x060E2 with a Gaussian distribution, whose σ depends on the detector
quality. When the cluster size from simulations is evaluated, it is necessary to
take into account the fluctuations. Pixels that collect a number of electrons very
close to the threshold could be included in the cluster or not. For this reason,
when there is this kind of uncertainty two results are given. In the first result,
pixels that collect a number of electrons significantly (> 10 e−) larger of the
average threshold are counted, in the second case, if necessary, the pixels that
collect a number of electrons of the order of the threshold are included.

For 30 µm epitaxial layer, the calculated cluster sizes are reported in tables
4.35, 4.36 and 4.37.
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(a) 1.28 × 10−5 pC/µm.
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(b) 4.8 × 10−5 pC/µm.
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(c) 1.8 × 10−4 pC/µm.

Figure 4.35: Charge collected by different electrodes for the different LET in 30 µm
thick epitaxial layer for particle hitting on D A electrode.
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(a) 1.28 × 10−5 pC/µm.
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(b) 4.8 × 10−5 pC/µm.
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(c) 1.8 × 10−4 pC/µm.

Figure 4.36: Charge collected by different electrodes for the different LET in 25 µm
thick epitaxial layer for particle hitting on D A electrode.
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(a) 1.28 × 10−5 pC/µm.
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(b) 4.8 × 10−5 pC/µm.
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(c) 1.8 × 10−4 pC/µm.

Figure 4.37: Charge collected by different electrodes for the different LET in 20 µm
thick epitaxial layer for particle hitting on D A electrode.
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LET Minimal CS Maximal CS
[pC/µm] [pixel] [pixel]

1.28×10−5 1 5
4.8×10−5 5 9
1.8×10−4 9 13

(a) 30 µm epitaxial

LET Minimal CS Maximal CS
[pC/µm] [pixel] [pixel]

1.28×10−5 1 1
4.8×10−5 5 5
1.8×10−4 9 9

(b) 25 µm epitaxial

LET Minimal CS Maximal CS
[pC/µm] [pixel] [pixel]

1.28×10−5 1 1
4.8×10−5 5 5
1.8×10−4 9 9

(c) 20 µm epitaxial

Table 4.14: Cluster size for particle hitting on a electrode with different LET.

Figure 4.38: Simulation domain for the hit between 4 electrodes.
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4.6.3 Second simulation: hit between 4 electrodes

Figure 4.38 reports the electrode position for the second simulation, in which
the particle hits the detector in the middle between four electrodes. The general
structure of the domain is the same of the previous case.

Electrode X [µm] Y [µm] Distance [µm] Shape factor
D A 14 14 19.8 1
D B 42 14 44.3 1
D C 70 14 71.4 1
D D 14 42 44.3 1
D E 42 42 59.4 1
D F 70 42 81.6 1
D G 14 70 71.4 1
D H 42 70 81.6 1
D I 70 70 99.0 1

Table 4.15: Electrode position with respect to the hit and shape factor.

Table 4.15 reports the electrode position and distance from the hit point. In
this case, the shape factor is always one exploiting the internal symmetry of the
quarter. As in the previous case, it is possible to collect data only from subset
of electrodes, since in some cases the distance from the hit position is the same.

Time evolution of charge diffusion

In figure 4.39 is reported the evolution of the σ of the electron density distribu-
tion during the first 10 ns after generation and the fit with the formula reported
in the previous section.

The coefficient diffusion extracted from the fit is 35.96±0.04 cm2/s for 30
µm epitaxial thickness, 38.57±0.05 cm2/s for 25 µm and 39.28±0.04 cm2/s for
20 µm thick epitaxial. These values are compatible with the previous case, yet
a but higher. The transverse diffusion is actually helped by the internal field
between the electrodes, as illustrated in figure 4.49. The value of σ2

0 is about
0.30 µm2 for all the three cases. This last value is compatible with the previous
result and with the input parameters of the simulation.

In this case the values of the coefficient diffusion is higher than the expected
value. It is possible that the electrode distribution on the surface favours a small
drift towards the centre of the detector.

Cluster size calculation

The values of charge collected as a function of the time are reported in figures
4.40, 4.41 and 4.42 for all the three epitaxial thicknesses studied.

2Threshold level is also affected by the configuration of other registers setting the current
reference. The value on this register sets the current reference of the discriminator [14]
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Figure 4.39: Evolution of σ of the electron density distribution over time during the
first 10 ns after charge generation.

The cluster size is calculated for all the configurations. By taking into ac-
count the symmetries of the simulation, for the different thicknesses of epitaxial
layer the results are shown in tables 4.16a, 4.16b and 4.16c.

4.6.4 Third simulation: particle impinging between two
electrodes

The third simulation takes into account the case in which the detector is hit
in the middle between two collection electrodes. On the top of the domain a
3× 4 grid of collection electrodes is placed, as shown in figure 4.43. The mesh
refinement is the same as the previous cases.

In this case, the symmetry inside the simulated domain is lower, and all the
electrodes must be considered singularly, as shown in table 4.17.

Time evolution of charge diffusion

In figure 4.44 the evolution of σ of the electron density distribution along the
first 10 ns after the charge generation. The fit limits have been already discussed
and other features of the plot in the previous sections.

The values obtained for the diffusion coefficient De are 32.060±0.014 cm2/s
for 30 µm epitaxial thickness, 34.077±0.015 cm2/s for 25 µm and 34.438±0.019
cm2/s for 20 µm. The values of σ2

0 are about 0.3 µm2.
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(a) 1.28 × 10−5 pC/µm.
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(b) 4.8 × 10−5 pC/µm.
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(c) 1.8 × 10−4 pC/µm.

Figure 4.40: Charge collected by different electrodes for the different LET in 30 µm
thick epitaxial layer for particle hitting between four electrodes.
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(a) 1.28 × 10−5 pC/µm.
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(b) 4.8 × 10−5 pC/µm.
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(c) 1.8 × 10−4 pC/µm.

Figure 4.41: Charge collected by different electrodes for the different LET in 25 µm
thick epitaxial layer for particle hitting between four electrodes.
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(a) 1.28 × 10−5 pC/µm.
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(b) 4.8 × 10−5 pC/µm.
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(c) 1.8 × 10−4 pC/µm.

Figure 4.42: Charge collected by different electrodes for the different LET in 20 µm
thick epitaxial layer for particle hitting between four electrodes.
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LET Minimal CS Maximal CS
[pC/µm] [pixel] [pixel]

1.28×10−5 4 4
4.8×10−5 4 12
1.8×10−4 16 16

(a) 30 µm epitaxial

LET Minimal CS Maximal CS
[pC/µm] [pixel] [pixel]

1.28×10−5 4 4
4.8×10−5 4 4
1.8×10−4 12 12

(b) 25 µm epitaxial

LET Minimal CS Maximal CS
[pC/µm] [pixel] [pixel]

1.28×10−5 4 4
4.8×10−5 4 4
1.8×10−4 12 12

(c) 20 µm epitaxial

Table 4.16: Cluster size for particle hitting between 4 electrodes with different LET.

Figure 4.43: Simulation domain.
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Electrode X [µm] Y [µm] Distance [µm] Shape factor
D A 14 0 14 2
D B 42 0 42 2
D C 70 0 70 2
D D 14 28 31.3 1
D E 42 28 50.5 1
D F 70 28 75.4 1
D G 14 56 57.7 1
D H 42 56 70 1
D I 70 56 89.6 1
D J 14 84 85.2 2
D K 42 84 93.9 2
D L 70 84 109.3 2

Table 4.17: Electrode position with respect to the hit and shape factor.
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Figure 4.44: Evolution of σ of the electron density distribution over time during the
first 10 ns after charge generation.
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The values are lower than the limit of 36 cm2/s.

Cluster size calculation

Charge collection curves for all the electrodes are shown in figures 4.45, 4.46
and 4.47.

LET Minimal CS Maximal CS
[pC/µm] [pixel] [pixel]

1.28×10−5 2 6
4.8×10−5 12 12
1.8×10−4 16 16

(a) 30 µm epitaxial

LET Minimal CS Maximal CS
[pC/µm] [pixel] [pixel]

1.28×10−5 2 2
4.8×10−5 6 6
1.8×10−4 12 12

(b) 25 µm epitaxial

LET Minimal CS Maximal CS
[pC/µm] [pixel] [pixel]

1.28×10−5 2 2
4.8×10−5 6 6
1.8×10−4 6 12

(c) 20 µm epitaxial

Table 4.18: Cluster sizefor particle hitting between two electrodes with different
LET.

The results are reported in tables 4.14a, 4.18b and 4.18c.

4.6.5 Simulation results comparison

Table 4.19 reports the cluster sizes computed for the configurations described
in the previous sections. In figure 4.48 the logarithm of the charge collected by
electrodes as a function of the distance from the hit position is plotted for the
three simulations. The analysis is carried on for the LET=1.8 × 10−4 pC/µm
case.

It is clear that the points related to the simulations in which the particle
does not cross the electrode are comparable. In contrast, the amount of charge
collected at the same distance when the particle hits the electrode is significantly
smaller than in the other cases.

Data from the same simulation follow an identifiable trend, but some points.
The corresponding electrodes are located on the boundary of the domain sim-
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(a) 1.28 × 10−5 pC/µm.
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(b) 4.8 × 10−5 pC/µm.
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(c) 1.8 × 10−4 pC/µm.

Figure 4.45: Charge collected by different electrodes for the different LET in 30 µm
thick epitaxial layer for particle hitting between two electrodes.
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(a) 1.28 × 10−5 pC/µm.
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(b) 4.8 × 10−5 pC/µm.
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(c) 1.8 × 10−4 pC/µm.

Figure 4.46: Charge collected by different electrodes for the different LET in 25 µm
thick epitaxial layer for particle hitting between two electrodes.
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(a) 1.28 × 10−5 pC/µm.
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(b) 4.8 × 10−5 pC/µm.

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
Time [µs]

101

102

103

104

105

El
ec

tro
ns

 c
ol

le
ct

ed

D_A
D_B
D_C
D_D
D_E
D_F
D_G
D_H
D_I
D_J
D_K
D_L

(c) 1.8 × 10−4 pC/µm.

Figure 4.47: Charge collected by different electrodes for the different LET in 20 µm
thick epitaxial layer for particle hitting between two electrodes.
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Configuration LET [pC/µm] Thickness [µm] Minimal CS Maximal CS
Hit on electrode 1.8×10−4 30 9 13
Hit on electrode 1.8×10−4 25 9 9
Hit on electrode 1.8×10−4 20 9 9
Hit on electrode 4.8×10−5 30 5 9
Hit on electrode 4.8×10−5 25 5 5
Hit on electrode 4.8×10−5 20 5 5
Hit on electrode 1.28×10−5 30 1 5
Hit on electrode 1.28×10−5 25 1 1
Hit on electrode 1.28×10−5 20 1 1

Hit between 4 electrodes 1.8×10−4 30 16 16
Hit between 4 electrodes 1.8×10−4 25 12 12
Hit between 4 electrodes 1.8×10−4 20 12 12
Hit between 4 electrodes 4.8×10−5 30 4 12
Hit between 4 electrodes 4.8×10−5 25 4 4
Hit between 4 electrodes 4.8×10−5 20 4 4
Hit between 4 electrodes 1.28×10−5 30 4 4
Hit between 4 electrodes 1.28×10−5 25 4 4
Hit between 4 electrodes 1.28×10−5 20 4 4
Hit between 2 electrodes 1.8×10−4 30 16 16
Hit between 2 electrodes 1.8×10−4 25 12 12
Hit between 2 electrodes 1.8×10−4 20 6 12
Hit between 2 electrodes 4.8×10−5 30 12 12
Hit between 2 electrodes 4.8×10−5 25 6 6
Hit between 2 electrodes 4.8×10−5 20 6 6
Hit between 2 electrodes 1.28×10−5 30 2 6
Hit between 2 electrodes 1.28×10−5 25 2 2
Hit between 2 electrodes 1.28×10−5 20 2 2

Table 4.19: Summary of cluster size obtained with all the configurations of TCAD
simulation.
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(a) 30 µm

(b) 25 µm

(c) 20 µm

Figure 4.48: Charge collected by electrodes for the different configurations and
different epitaxial thicknesses with 1.8×10−4 pC/µm.
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ulation, affected by discontinuity effects. This hypothesis is supported by the
fact there are not misbehaving electrodes in the simulation without electrodes
on the boundary.

To understand the different behaviour of the simulations, it is possible to
compare the fraction of charge collected by the first neighbour electrodes for the
three cases. When the particle hits the electrode directly, the first neighbour is
D A itself (figure 4.33a). When the hit is in the middle between four electrodes,
the first neighbours are four replicas of D A (figure 4.38). In the third case, the
first neighbours are two replicas of D A (figure 4.43).

The value must be normalised to the charge collected by the whole domain
taken into account. There are two possibilities: (i) sum up the contributions
from all the electrodes, properly scaled for the shape factors and the number of
repetition on the domain, (ii) to calculate it from LET.

Thickness [µm] Electrons calculated Hit on electrode Hit between 4 Hit between 2
30 34000 34700 35300 35400
25 28000 29300 30000 30100
20 22500 23600 24700 24700

Table 4.20: Expected number of electrons calculated from LET and thickness is
compared with the total number of electrons collected in the different simulation con-
figurations.

Values calculated with the two methods are slightly different. The sum of
charges collected by electrodes is about 1% higher than expected, as reported
in table 4.20. The effect could depend on the error induced by the mesh. A
second possible explanation is the contributions from charges generated on the
substrate that may cross the potential barrier in the region of the hit.

In table 4.21, the fraction of charge collected by one of the first neighbour
electrodes is reported. The case reported on the first row shows that when
particle impinges on the electrode, D A collects the most of the charge.

Simulation Fraction of charge Fraction of charge Fraction of charge
30 µm 25 µm 20 µm

Hit on D A 54% 64% 76%
Hit between 4 15% 17% 19%
Hit between 2 21% 25% 29%

Table 4.21: Charge collected by the set of first neighbour electrode with respect to
the charge produced by interaction.

To explain the observations, it is interesting to look at the electric field
calculated from the simulation and reported in figure 4.49, where the colour
scale represents the z component of the field and the arrows the direction of the
total field. It is possible to separate two regions. The first one starts on the
detector surface and extends for about 15 µm. The field is different in the region
immediately below the n-well and on the other regions of pixel. When a particle

176



Figure 4.49: Electric field on detector epitaxial layer. Colour scale represents the
electric field component along z-axis; the arrows report the direction of the total electric
field. The density of arrows depends on the field intensity on the different regions.

hits the collection electrode, the electrode collects most of the charge produced
by the interaction, because the charge is trapped. If the charge is generated far
from the electrode, it can diffuse and is shared by several electrodes.

A second region runs from about 15 µm from the detector surface to the end
of the epitaxial. In this region the charge diffuses almost freely independently
of the hit position.

In figure 4.49 the field is shown for 30 µm thick epitaxial layer. However,
since the geometry of the detector surface, the applied voltages and the doping
are the same for all the thicknesses, the only thing that changes is the thickness
of the region of free diffusion, labelled as region two in the figure.

This assumption is supported by the fact that the fraction of charge collected
by the first electrode with respect to the total amount of deposited charge is in-
versely proportional to the epitaxial thickness, as shown in table 4.21. The ratio
between thicknesses of region one and two increases when the total thickness
decreases.
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Figure 4.50: Cluster size measured with protons and calculated from TCAD simu-
lation with 25 µm thick epitaxial layer. The results are reported as a function of the
energy deposited in silicon.

4.6.6 Comparison between TCAD results and experimen-
tal data

A good check to test the quality of the TCAD simulation is to compare the
values of cluster size obtained with the data collected during the test beam with
protons (see table 4.6). From the inclined tracks, the thickness of the epitaxial
layer is evaluated to be about 27.1 µm. The closest simulation is the 25 µm
epitaxial layer, whose results will be used in the comparison.

To compare the results, the cluster size is reported as a function of the energy
deposited on ALPIDE, calculated from GEANT4 simulation. The conversion
of LET into energy deposited is calculated as:

Edep =
LET × T × 3.6eV

e

where T is the epitaxial thickness and e is the electron charge. 3.6 eV is the
average energy required to produce an electron-hole pair in silicon [36]. Data
are shown in figure 4.50.

Results reported in figure 4.36 are very good, as TCAD predictions bracket
the experimental data, as expected. In fact, the impact point is uniformly
distributed in data and the average cluster size for a given deposited energy
must lay between the minimum and the maximum, which are determined by

178



the impact position. The result is even more remarkable when the following
three aspects are considered:

• a unique TCAD threshold is used to compare with data, where thresholds
are distributed around a certain value (see section 4.6.2 and following);

• the TCAD calculation is taken as it is, i.e. no smearing is introduced to ac-
count for fluctuations in charge diffusion, collection and pre-amplification;

• the order of cluster sizes for the different positions of the hit change as
expected. For instance, the on-electrode CS for MIPs is lower than the
infra-electrode CS: this is due to the geometry of clusters, i.e. the first
and fourth row of table 4.3. For Edep=30 keV, instead, on-electrode CS is
higher than the infra-electrode CS, repsectively 3rd and 2nd row of table
4.3.
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Chapter 5

Future developments of
MAPS detector

This chapter gives a short overview of some of the most promising detectors
that are currently under development.

5.1 MIMOSIS

A direct evolution of ALPIDE is MIMOSIS detector, under development for
the Micro Vertex Detector (MVD) of Compressed Baryonic Matter (CMB) ex-
periment at GSI [46]. The application has radiation hardness and timing re-
quirements different with respect to ALPIDE. Optimisation of the technology
is ongoing to realise a depleted detector and to move the readout logic from a
triggered system to a continuous framing.

The detector is realised using the same 180 nm Towejazz technology, the
same of ALPIDE. The in-pixel amplifier-shaper-discriminator system and the
double column structure is the same of ALPIDE. The trigger logic is removed
and substituted with sample-and-hold system ruled by a tunable global shutter
signal, with a default value of 5 µs [40].

In the prototype, both AC and DC coupled pixels are realised. In the AC
coupled version the amplifier is protected from the depletion voltage using a
capacitor. In this way it is possible to apply higher voltages to the buffer to
deplete the detector. This approach is compatible with the “modified” 180 nm
TowerJazz process, designed to allow depletion of the detectors.

The readout structure is based on the readout of the columns via a priority
encoder that collects data from two columns at a frequency of 20 MHz. The
maximum number of pixel that can be recorded in a double-column is limited
by the number of clock cycles between two frames. Double columns are grouped
on regions of eight and connected to the same memory buffer 100 words deep.
The buffer adds a region header to reduce the bit number used to code the
information. Four regions are collected in a “super regions” with a buffer depth
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Figure 5.1: TJ MALTA pixel cross section [49].

of 256 words. The transmission is driven by a 32-bit priority encoder working at
40 MHz. The data are then stored in a central elastic buffer suited to process
a maximum of 3200 words in 5 µs and a depth of 16384 words. The buffer can
store up to five events that are then sent out using eight 320 Mbps buffers to
reach the downlink speed required. In the case of lower data flux, it is possible
to reduce the number of channels to save power.

The first prototype, MIMOSIS-0, has been realised in 2018 and tested. The
amplification chain has been tested using in-pixel pulse injector signals. The
noise level is found with a procedure close to the ALPIDE threshold scan test
fixing a threshold level. It is compatible with the values obtained for ALPIDE,
between 10 and 20 electrons for different pixel configurations.

A first full-scale prototype has been submitted in 2019. If the full-scale
prototype will have the same performance of the prototype, it will be a solid
alternative to ALPIDE, improving the radiation hardness (from the 1013 neq to
1015 neq from the test) and the readout speed.

5.2 TJ MALTA

ATLAS experiment is investigating Depleted MAPS for the outermost pixel
layers of Phase-II upgrade of the Inner Tracker detector (ITk). Requirements
of radiation hardness and timing are more challenging than for ALICE and lead
to some interesting design modification. The detector radiation tolerance is at
least 1015 neq/cm

2 for non-ionising energy dose and 80 MRad of the total dose.
The timing resolution required is 25 ns for a hit rate up to 10 MHz/cm2.

Two different large-scale prototypes have been realised, TJ Monopix and TJ
MALTA. Among the two, MALTA has the most innovative readout system. It
is realised in TowerJazz 180 nm imaging CMOS technology and processed to
allow depletion of the sensitive region.

The matrix has 512×512 pixels with a pitch of 36.4 µm, each equipped with
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a small collection diode (∼ 2 µm electrodes, with a capacitance <5 pF ) and a
full readout modelled on the ALPIDE in-pixel circuitry. A low-doped n-type
layer is inserted under the deep p-well that hosts the circuitry to allow the full
depletion of the detector, as shown in figure 5.1. The epitaxial layer is about
25 µm thick and highly resistive (>1 kΩcm).

The readout is organised in double columns organised in 2× 8 pixels groups
sharing the same address, transmitting the hit position to the periphery via a
parallel data bus. Signals have an adjustable duration from 0.5 to 2 ns and a
maximal latency of 8 ns for propagation. The end of the column merges the
information on a common data bus controlled by an arbitration circuit. The
final 40-bit world containing hit position, column address, timestamp and hit
merger delay is transmitted off-detector on a parallel port using LVDS drivers,
proved to work up to 5 Gb/s [49]. The power consumption of the sensor is about
80 mW/cm2.

The prototypes have been tested for noise and threshold using charge pulse
injection. Due to some limits of the control circuitry, the masking function was
not enabled. A high threshold is set to reduce the impact of noisy pixels. The
price of this setting is a reduced detection efficiency, 96% on average before
the irradiation and 74% after the irradiation. Inefficiencies were located at the
corner of the pixels. The noise levels also result higher than expected from the
simulation.

Two approaches have been proposed to correct the inefficiencies, due also
to the large pixel dimensions with respect to the collection diode. They will be
tested in future prototypes: an additional p-type implant at the pixel corner or
a gap on n layer. From TCAD simulations, the effects are comparable.

If the development of TJ MALTA will solve the problems described, general-
purpose experiments at LHC, and in particular ATLAS and CMS, will be able
to use MAPS for the first time.

5.3 MuPix

The MuPix detectors are under development to fulfil the requirements of Mu3e
experiment at PSI, aimed to search for lepton flavour violation [28].

The experiment requires an ultra-thin tracker capable of working in high
rate conditions. HV-CMOS is an elective choice because it combines drift charge
collection and integrated readout, that provide a fast readout with an excellent
fill factor.

After a series of small prototypes, the first large-scale device realised is
MuPix8. It consists of a 128 × 200 pixel matrix realised in AMS aH18 tech-
nology. The prototype is 10.8×19.5 mm2, half of the full-scale desired detector,
that will be about 20× 20 mm2. The pixel pitch is 81× 80 µm2 [22].

The readout structure is divided into three blocks. The first block is inside
the pixel and consists of the test pulse injector, the amplification and a line
driver. Each pixel is connected point-to-point to its periphery, in which the
signal is discriminated and the hit flag stored with a 10-bit timestamp and a
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second 6-bit word to measure the impulse length and reduce time jitter. A
state machine then reads the information with a priority encoder scheme and
transmitted to LVDS output ports.

In this prototype, the columns reach the dimension of the final design. From
the previous version, problems related to cross-talk between pixels were re-
ported, because of the large number of point-to-point connections. In this case,
the number of lines increases, as well as the cross talk. A new current-based
transmission scheme is implemented and tested in two of the three regions of
the matrix to reduce the effects.

Correction of the timestamp of the events using the pulse height measure
reduces the problem of time jitter. Three different methods are explored: time-
over-threshold with a constant threshold, time-over-threshold with a voltage
ramp as a threshold and a second method that implements two threshold levels.
The first is set close to the signal baseline to sample the startup, and a second
higher threshold to discriminate signal from noise [22].

The prototype is still under characterisation. From the study of the results
obtained from the different tests, the best configuration for the full-scale future
device will be selected and realised.

The project is in its early stages, but if the performance will fulfil the ex-
pectations, it will be a valid alternative to TJ MALTA.

5.4 JadePix

In the framework of the R&D of the Circular Electron Positron Collider (CEPC),
the development of a JadePix family started, and the first prototype, JadePix-1,
has been delivered and charcterised before and after irradiation.

The conceptual design is close to the ALPIDE approach, with the readout
implanted on a deep p-well on the surface of the wafer. As ALPIDE, the detector
is realised on 180 nm CMOS process and it is operated without depletion [35].

The prototype is 7.9×3.9 mm2 and contains two matrices, one with 33×33
µm2 pixels, the other with 16×16 µm2 pixels. Matrices are further divided in
20 sections to explore different geometries of electrodes. Each sector can be
read autonomously in rolling shutter mode. The integration time depends on
the clock frequency and set to 24 µs.

The data collected with 55Fe source provides a measurement of the gain
of the detector. The analysis focuses on the single pixel clusters, that collect
almost all the charge of the event. From the peaks produced by Kα and Kβ ,
whose energies are known, it is possible to calculate the conversion from energy
to ADC counts.

The spatial resolution has been evaluated from measurements acquired at
DESY with 4.4 GeV electron beam. The device is inserted on a EUDET tele-
scope, that allows to reconstruct the tracks of incoming particles. From the
analysis, the resolution is 5 µm for 33×33 µm2 pixels and 3.5 µm for 16×16
µm2 pixels.
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Figure 5.2: SEED main characteristics [64].

The characterisations of the prototypes are the references for the future
developments of future devices.

5.5 ARCADIA

Requirements
Pixel pitch [µm] 20 - 25
Thickness [µm] 50 - 100
Scalability [cm] Up to ∼ 4×4
Hit rate [MHz/cm2] 10 to 100
Timing resolution [ns] 10
Power consumption [mW/cm2] <20
Radiation hardness [Mrad] 1

Table 5.1: ARCADIA requirements.

ARCADIA (Advanced Readout CMOS Architecture with Depleted Inte-
grated sensor Arrays) is an R&D project aimed to realise a full-scale prototype
of a MAPS detector.

The development of the detector is experiment independent, and the col-
laboration has three main lines that drive the development. Together with the
requirements of space applications, the other two driving interests are medical
application, for which a fast timing and low voltages are mandatory, and fu-
ture colliders, that require a high radiation hardness and an improved spatial
resolution. The goal requirements set by the collaboration are in table 5.1.

For both space applications and future colliders, the scalability is another
crucial aspect, to allow a simplified readout of large surfaces detectors. The two
share the same interest also in power consumption reduction since the surface
of detectors for collider experiments is usually huge.
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The sensor of ARCADIA is based on the development carried out by SEED
project, aimed to develop a innovative technology and realise a small scale pro-
totype.

The prototype is realised on an n-doped substrate. A negative voltage ap-
plied to a p+ backside electrode provides full depletion, as shown in figure 5.2.
A deep p-well is implanted on the top of the detector to avoid pMOS transistors
competition with collection n-type electrodes, as seen for ALPIDE.

A thin p-type epitaxial layer with a resistivity lower than the substrate is
inserted on the top of the n-substrate to gain better control of the electric poten-
tial. The accurate tuning of the doping profiles and the different characteristics
of the substrate allows to polarise the collection electrode with a small voltage,
about 1 V. This allows the implementation of a readout electronic readout based
on 1.2 V MOS transistors [64].

The requirement of a fully depleted detector implies the application of a back
bias widely higher than the values eventually applied to ALPIDE. The actual
value required depends on the thickness of the detector. However, it is in general
higher than 200 V. With these values implied, and it is important to avoid early
breakdown, that depends on the quality of backside processing, in particular on
the interface between the silicon surface and the deposited passivation layer.

In the first production, among the test structures produced, a set of samples
was devoted to the investigation on the number of guard rings required to control
the breakdown. It resulted that a small number of floating rings is enough to
ensure a full depletion of all the investigated thicknesses.

The prototypes realised have an area of 2×2 mm2 and have a pixel pitch
of 50 µm. The matrix, containing 24×24 pixels, is the staring point to design
and test performance of the new technological concept. The prototype has
been named MATISSE (Monolithic AcTIve pixel SenSor Electronics) [63] and
has been tested with both laser and radioactive sources to evaluate if the real
performance is compatible with the expectations given by simulations.

The agreement resulted very good for the most interesting features, such as
the power consumption, the linearity of the charge injection with respect to the
voltage and the gain, studied using a source of 55Fe [63].

The readout of ARCADIA is not defined yet. It will be fabricated at
LFoundry in 110 nm technology. The strong requirements for power consump-
tion reduction drive to the research of innovative solutions to reach the goals of
the collaboration.

The ARCADIA is the only detector under development that has a work
package devoted to the spatialisation of the detector. I am a member of the
team dedicated to this task.
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Conclusions

This thesis reports the activities carried out in Trento to prepare the first use
ever of MAPS detectors for a space experiments. In space, silicon detectors with
pixel geometry have never been used before, and monolithic readout has never
been tested, even for microstrip geometry. In this sense, the activity is doubly
innovative.

If successful, the project will enter the operation phase at the same time
when thousands ALPIDE will be hit by particles from interactions produced
at the LHC. Such a time coincidence is remarkable, because ground-established
technologies usually need 10-20 years to be ready for space usage.

Critical points of microstrip affecting the use for future applications in space
are the following:

1. Microstrip (double and single side) are fabricated on dedicated infrastruc-
tures, that are not easy to find because of the high costs/profits ratio
charged on the industries because of the small market.

2. Microstrip technology is reaching the limits of its development. Decreas-
ing the strip pitch below 50 µm causes problems of capacitive coupling
between the strips and on metallisation.

3. The on-line management of microstrip detector data (zero-suppression,
common noise reduction, cluster selection) on flight requires on-board
intelligence that costs in terms of men power, power consumption and
readout speed.

On the other hand, the microstrip detector technology is mature, fully opti-
mised for space and with low power consumption.

Main advantages of current MAPS technology are the following:

1. They are realised with standard CMOS processes in big industrial facil-
ities. Sharing the infrastructures with large-scale industrial projects en-
sures continuous updates of technology and reduces the production costs.
For example, detector released in 2010 (MIMOSA-26 and MIMOSA-28)
were realised in 350 nm technology, wheras detectors currently under de-
velopment (ARCADIA) are realised in 110 nm. In ten years the improve-
ment is a factor 3.
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2. The development is driven by an active community, currently proposing a
large number of different designs for MAPS has been designed and devel-
oped: the total depletion of the silicon and fast electronic implementation
are just two of aspects of the development, together with the reduction of
pixel pitch.

3. The integrated electronics and binary output allow to immediately use
the data from the tracker, with no need of dedicated front-end electronics,
complex and power consuming algorithms.

4. The detector thickness is a factor 6 lower than standard silicon detector.
The small thickness reduces the material budget and increases the tracking
performance.

In 2017, the author, together with the AstroParticle Physics (APP) group
of Università di Trento, formulated the first proposal for the use of the MAPS
ALPIDE for the tracker of HEPD-02 payload, hosted by the CSES-02 mission.
After the first proposal, an intense program of tests, design, development and
space qualification that involved also other groups (Torino and Firenze) started.
This program allowed to choose the MAPS technology for the realisation of
HEPD-02 tracker, that is expected to be launched in 2022. The active area of
the tracker will be about 700 cm2.

This work reports the results of tests and space qualification carried out
between 2017 and 2019. The response of the ALPIDE to low energy nuclei
and electrons has been characterised ex-novo. Being designed for ALICE ITS,
the response to MIPs was fully characterised, but the study of interaction with
particle in the MeV energy range was not explored. The characterisation has
been performed out using a single sensor setup, tested with particle beams
at different facilities in Italy. In parallel with the experimental work, a semi-
analytical model to foresee the cluster dimension has been developed. The
model will be the basis of the future event reconstruction software. For the
aspects connected to space qualification and system sizing, an ALICE OB stave,
opportunely modified, has been used as engineering model of HEPD-02 tracker
stave. The module passed vibration and thermal-vacuum tests and allowed to
estimate the power consumption of the tracker. The same module is currently
the bench test for the development of the firmware devoted to control and
management of the apparatus.

The work reported in this thesis stimulated important developments on
MAPS use for space applications. As detailed in chapter 5, the ARCADIA
project aims to realise a multi-purpose HV-CMOS MAPS prototype. Particle
detection in space is included among the specific applications taken into account
during the development, with a particular attention on power consumption re-
duction. The ARCADIA team1, as well as the astroparticle physics community,

1The author is a member of the “space applications” workpackage of the ARCADIA
project.
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look forward the completion of the HEPD-02 project that must be regarded as
milestone on the passage from silicon microstrip detectors to pixel for tracking
particles in space.
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