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Abstract

We use a within-subjects design to study how responsibility for the payoffs of different num-
ber of others influences the choices under risk, and how choosing together with another per-
son changes these decisions. After controlling for the regression to the mean, we find a weak
effect of responsibility for one other person on risk taking as compared to choosing just for
oneself. We, however, do find that the number of others influenced by the choice matters:
when it increases from one to three, risk averse subjects choose riskier options and risk lov-
ing subjects choose more cautiously, which pushes the choices towards the modal risk pref-
erences in the population. Mutual responsibility makes choices for others shift even more
in the same direction. The observed behavior is in accordance with the blame avoidance
hypothesis: decision makers with responsibility try to reduce the amount of blame for their
choices, which is minimal when the choices for others are consistent with what they would
have chosen for themselves.
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1 Introduction

In daily life people have to make many important decisions that involve risk. Buying a house,
moving to take a new job opportunity, and investing family savings are clear examples. In
recessionary periods, like those experienced in Europe recently, these decisions are often exposed
to elevated risk. Typically, it is not only the decision maker who is affected by the resulting
outcomes, but other people as well. In the examples above all members of the household feel
the consequences. Moreover, sometimes decisions like these are made not by sole individuals,
but by groups of people. For example, in a household, a husband and a wife might make the
choices together. Similarly, managers act on behalf of shareholders. Decision makers in such
situations have responsibility since their choice affects others to the same degree, and, in some
cases, they are involved in mutual decision making when several people make choices jointly for
themselves and a group of others.

We put forward a hypothesis that decisions made under responsibility are influenced by
blame avoidance: a change in behavior that is triggered by the desire to preclude others from
forming an unfavorable belief about the decision maker when her choice affects them. In the
psychological literature two primal reasons for blame are distinguished: causal (e.g., Darley and
Shultz, 1990) and intentional (e.g., Baron and Ritov, 2004). In the former case, the decision maker
is blamed for a bad outcome even if she did not cause it directly. In the latter case, the decision
maker is blamed for choosing a bad action even if this choice did not cause direct harm. Cushman
(2008) shows that, depending on the situation, either or both reasons can influence the amount
of blame. In economics, the two sources of blame can be conceptualized in the framework of de-
cision making under uncertainty. Indeed, a decision maker can be blamed for a choice among un-
certain prospects and/or for a realized or counterfactual outcome when uncertainty is resolved.
Gurdal, Miller, and Rustichini (2013) provide the evidence for both causal and intentional blame.
In their experiment, an agent chooses between a lottery and a safe asset. The outcome of the cho-
sen option goes to a principal, who then decides how much to allocate between the agent and
a third party. They find that principals blame agents for low realized outcomes of the chosen
lottery (causal blame), for high counterfactual outcomes of the unchosen lottery (causal blame),
and for choosing an option with low expected utility (intentional blame).1

In this paper we do not focus on how blame can be expressed by the individuals for whom the
choice is made, but rather on how blame avoidance manifests itself in the choices of individuals
who are responsible for others. To be in line with the examples of decisions mentioned above and
to reduce the number of possible interpretations of our results, we design a choice environment
where causal blame does not play a leading role so that any effects we find can be attributed to
intentional blame. In order to understand how the decision maker should estimate the amount

1In their design, the proxy for the strength of blame is the amount of reward that a principal chooses to assign to
an agent after her choice.
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of blame generated by her choices we use the intuition of Çelen, Schotter, and Blanco (2017), who
propose and provide experimental support for a model in which people blame others for choices
that they themselves would not make (in a non-risky setting). In their study blame is directly
connected to the preferences of the individuals for whom the choice is made.2 In our risky
setting, we conjecture that blame avoidance should shift choices in a way that makes them more
consistent with what the affected others would have chosen, so that the amount of intentional
blame is minimized. Put differently, under responsibility the choice of a decision maker should
move towards what she believes is consistent with the risk preferences of the majority (modal
preferences).

To find out if choices under responsibility are in line with the blame avoidance hypothesis,
we conduct an experiment in which we compare risky choices that influence only the decision
maker herself and the choices that, in addition, affect one other person. We also test two accom-
panying hypotheses. The first one is related to the level of responsibility by which we mean the
number of people that are affected by the decision. Intuitively, there should be “more” blame
when more people feel the consequences of the decision. This should push the choices even more
towards consistency with the preferences of the others than in the case when only one other per-
son is involved. The second hypothesis is concerned with mutual decision making when the choice
between lotteries is made by two individuals who should agree on a choice that impacts them-
selves and a group of others. In this context, the two decision makers have more information
available to them than when they choose alone. Namely, when discussing their choice, the deci-
sion makers reveal their personal risk preferences, which provides them with more information
about the distribution of preferences in the population. This should allow them to make a more
informed guess about the modal preferences and, thus, shift the mutual choice closer to it as
compared to the situation when each of them is choosing individually.

The blame avoidance hypothesis predicts that, in situations where others are affected, the
choices should shift in the direction of the modal preferences in the population.3 In particu-
lar, risk loving individuals should choose more cautiously and risk averse individuals should
choose riskier options. In order to detect such movements we use a novel completely random-
ized within-subjects design, which allows us to see how heterogeneity in subjects’ risk prefer-
ences leads to differential behavior in responsibility situations. Subjects make choices in four
stages. Each stage is a different Holt and Laury task (Holt and Laury, 2002), which involves ten
decisions between two lotteries. Subjects are told that the payoff that they get from each of the
four HL tasks is also delivered to 0, 1, 3, or 4 others. Moreover, in one of the four stages two
subjects have to make a decision in a HL task together. Each subject makes choices in 1) individ-

2A receiver blames a dictator in the Dictator game if she receives an offer b which is less than a, an offer that
receiver would have made if she were a dictator herself. Thus, when a dictator tries to estimate how much blame
his choice will evoke, he should use his beliefs about the preferences of the receiver, or in this case, how the receiver
would choose in his place.

3This is assuming that subjects’ priors about the distribution of preferences are correct.
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ual choice condition, where only he is affected by his choice; 2) responsibility for one other condition,
where the payoff is delivered to the subject who makes the choice and one other subject in the
session; 3) responsibility for three others condition, where the payoff is delivered to the subject who
makes the choice and three others; 4) mutual responsibility condition, where two subjects have to
agree on a choice and the payoff is delivered to them and three others. The presentation order
of the conditions and HL tasks is randomized. This design allows us to directly observe the
changes in choices under risk depending on the four conditions and on the individual hetero-
geneity in risk preferences. A within-subjects design is necessary for testing the predictions of
the blame avoidance hypothesis, since the choices of subjects should change in the direction of
the modal risk preference, which would be hard to detect if measured between-subjects.

Our design makes it possible to rule out several alternative explanations. First, the role of
causal blame is minimized since subjects never see the realizations of the lotteries during the
main task and are only informed about the total payoff they receive from others in the end
of the experiment. Second, since in all conditions the decision maker and others affected by
her choice receive the same payoff, the difference in behavior between conditions cannot be
explained by any type of social preferences sensitive to inequality. Third, the shift in behavior
can be potentially attributed to preferences for efficiency (maximize the sum of payoffs of all
parties involved). This should push the behavior more towards risk neutrality (highest expected
value) the higher the number of others is. Since all four HL tasks are calibrated so that risk
neutrality is manifested in the same behavior, the tendency to move towards risk neutrality can
be easily distinguished from the shifts towards modal risk preferences.

We report the following results. After controlling for the regression to the mean that is in-
herent in our design, we find a weak effect of responsibility for one other person on the choices
of our subjects as compared to the condition where they choose only for themselves.4 When we
compare the choices with responsibility for one and three others the effect becomes stronger: risk
averse subjects, when responsible for three others, choose riskier options than when responsible
for one other, and risk loving subjects choose less risky options. In the mutual responsibility con-
dition, where pairs of subjects choose for themselves and three others, we also observe the same
predicted shift as compared to the individual choices for three others. Moreover, the choices in
the mutual responsibility condition seem to be more concentrated around the modal risk prefer-
ences than the choices in the other three conditions. In addition, we find some evidence that the
information about preferences of others obtained in the mutual responsibility condition helps
subjects to better match modal preferences in subsequent conditions. All this supports blame
avoidance as an explanation of behavior under responsibility.

4Note that other studies which use within-subjects designs and address similar questions do not control for the
regression to the mean. The only exception we know is Gioia (2017).
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2 Related Literature

One strand of literature on decision making under risk which is of importance for this study is
the literature on group decision making (when choices are made mutually by the group members
for themselves). Stoner (1961) laid the foundation. He found that people, as members of a group,
took on significantly more risk, compared to the situation in which they chose individually. This
change was referred to as a “risky shift.” The same effect was found in various other studies, for
example, in Gardner and Steinberg (2005).

More recent investigations report the somewhat contrasting evidence. For example, Shupp
and Williams (2008), who used lotteries to explore differences in choices under risk between
individuals and groups, found that groups were significantly more risk averse than individuals
when choosing between lotteries that involved high levels of risk. Masclet, Colombier, Denant-
Boemont, and Lohéac (2009) and Baker II, Laury, and Williams (2008) also found a “cautious
shift”: they observed that groups made safer choices than individuals.

The findings that people deciding within a group context are less risk averse can be explained
by the fact that risk is shared by the group members as conjectured in Wallach, Kogan, and Bem
(1964). When choosing alone, all the results of risky decisions are attributed to a single decision
maker. Consequently, in case of non-desirable outcomes, this person is the only one who can be
seen as “responsible” for the outcome. The authors suggest that guilt and shame aversion (aver-
sion to having negative feelings for being responsible for bad outcome not expected by others)
force the decision makers to choose more cautiously.5 This reasoning can also be applied in re-
verse: being solely responsible for successful events results in a higher utility level, compared
to achieving the same with a group (Eliaz, Ray, and Razin, 2006). As a result, utility levels of
the decision makers have a smaller spread when decisions are made in groups rather than on
an individual basis. This implies that individuals who make decisions together in groups are
exposed to less risk, which could explain riskier choices.

The papers cited above use various methods to test their hypotheses regarding group ver-
sus individual choices. However, none of the papers uses a within-subjects design and therefore
only the averages between conditions can be compared. This does not allow to look at deeper de-
terminants of the changes in risky choices as our design permits. In particular, a within-subjects
design allows us to see how individual risk preferences determine the shifts in choice under
responsibility. Between-subjects designs do not allow for this possibility since only averages be-
tween conditions can be compared and the differential effects of risk preferences (cautious shift
for risk loving subjects and risky shift for risk averse subjects) are hard to detect. In addition, we

5Many other studies found cautious shift (e.g., Charness and Jackson, 2009; Reynolds, Joseph, and Sherwood,
2009; Pahlke, Strasser, and Vieider, 2015; Ertac and Gurdal, 2012). It should be mentioned as well that in some stud-
ies the concept of loss aversion (Kahneman and Tversky, 1984) is used to explain similar effects, see, for example,
Andersson, Holm, Tyran, and Wengström (2014); Pahlke, Strasser, and Vieider (2012); Rohde and Rohde (2011);
Vieider, Villegas-Palacio, Martinsson, and Mejı́a (2016).
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can directly compare the influence of the number of others on the choices and the influence of
the mutual decision making, which is, again, not possible with between-subjects design.6 As an
additional advantage, in our design mutual decision making involves passive group members
for whom the choice is made, which adds a new dimension never studied before. Thus, with
our design, we aim at clarifying the mixed results reported in the studies above.

Some studies concentrate on the dynamics of group decision making. According to Pruitt
(1971), leadership theory predicts that the choice shifts towards the most confident group mem-
ber. Gardner and Steinberg (2005) studied risk preferences of groups of adolescents and found
that peer pressure plays an important role in their behavior. In our design subjects in the mutual
choice condition can freely chat with each other in order to reach mutual decision for the group.
Given that we have subjects also choose for the group individually, we can see the effect mutual
responsibility has on choice.

All studies above compared group decision making to individual choice for the group. It
is also interesting to compare an individual choosing just for himself and choosing for himself
and a group (Davis, 1992; Bolton, Ockenfels, and Stauf, 2015). In this case responsibility is not
shared by several individuals. The decision maker is the only one who decides and is, therefore,
the only person responsible. Thus, the mechanism that worked for the group decision making
cannot play any role here. Bolton, Ockenfels, and Stauf (2015) find that risk loving subjects (as
measured by the risky choices when only the subject herself is affected) become more cautious
when they are responsible for the payoff of one other subject, but they do not find any shifts
towards riskier choices under responsibility among risk averse subjects. The authors attribute
this behavior to (causal) blame avoidance and possibly other effects. The individual condition
and the choice for one other condition in our experiment are almost the same as the IR and SR+
conditions in Bolton, Ockenfels, and Stauf (2015). However, we do not find the same effect after
controlling for the regression to the mean.7

3 Experimental Design

The experiment consists of four stages and a questionnaire. In each of the four stages subjects
make choices in a Holt-Laury task, or HL (Holt and Laury, 2002). Namely, in each HL task
subjects make ten choices between two lotteries, A and B, which have fixed monetary outcomes

6Within-subjects designs have their drawbacks. For example, various demand effects can occur as well as wealth
and portfolio effects. In our design we tried to minimize these effects as much as possible by 1) randomizing
the order of conditions and the lotteries in each condition and 2) not providing information on payoffs between
conditions.

7If we do not control for the regression to the mean, we do find a significant effect of responsibility for one other
person (see Figure 2B, blue line). Both risky and cautious shifts are significant. If we look at the two shifts separately,
the cautious shift is stronger than the risky shift (the regression not reported here), which is in line with the results
of Bolton, Ockenfels, and Stauf (2015).
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but varying probabilities.8 The monetary outcomes in all four HL tasks are different but the
probabilities of the outcomes stay fixed across all ten choices in all tasks (see Table 9 in Appendix
B for details). The payoffs were chosen to satisfy two conditions: 1) the expected payoffs from
the lotteries across the four HL tasks are approximately the same; 2) assuming the expected
utility function u(x) = x1−r, the optimal switch from choosing lottery A to lottery B happens at
the same place for all four HL tasks for given intervals of r.9 The main idea of our experiment is
to have a complete within-subjects design with four different conditions but with the same kind
of task. Therefore, we cannot use one HL task for all four conditions since this can create several
types of biases in subjects’ choices if they are exposed to the same task four times in a row.
For example, subjects might ignore the differences in conditions and choose the same switching
point, thinking that they have to be consistent, or there can be an experimenter demand effect:
subjects might deliberate about how exactly they are supposed to change their switching point
depending on the condition. We minimize the effects of these biases by having different payoffs
in the four HL tasks. In addition, to avoid order effects, each subject was exposed to a different
(randomized) sequence of HL tasks.10

There are two treatments: Main and Control. In the Control treatment subjects choose for
themselves in the four HL tasks (in randomized order). No information about the payoffs is
communicated to subjects between the HL tasks (see Appendix C for instructions). At the end of
the experiment the software chooses one of the ten choices at random for each of the HL tasks,
and “plays” the lottery. Each subject receives final earnings that are equal to the sum of the four
payoffs realized from the four chosen lotteries. Subjects are informed about this procedure and
are told that they will see the payoffs they obtain from each task at the end of the experiment.
We choose to pay subjects for all four HL tasks instead of just one because in the four analogous
HL tasks of the Main treatment subjects choose for themselves and others. To make choices for
others more salient, subjects and others receive a payment for each HL task. Therefore, we opt
for paying subjects for each HL task in the Control treatment in order to keep it as similar to the
Main treatment as possible.

Paying for all four lotteries might raise concerns about the possibility of the portfolio effect.
Harrison and Rutström (2008) directly address this issue in a setting where subjects choose in
several HL tasks one after the other (all draws are uncorrelated). They are paid for all HL tasks
and the goal of the experiment is to elicit subjects’ risk preferences. They point out that, in this
specific case, which is exactly like our treatments, more information about the risk preferences
of the subjects can be obtained. For example, when a subject makes six safe choices in one

8For an example screen-shot see Figure 7 in Appendix C.
9Holt and Laury (2002), when choosing the payoffs for the lotteries, used the following procedure. They as-

sumed the constant relative risk aversion expected utility function u(x) = x1−r and chose the payoffs so that the
approximately risk neutral utility maximizer with−0.15 ≤ r ≤ 0.15 switches to lottery B after four choices of lottery
A. In addition, they wanted the switch to B after six choices of A to happen for r in the interval [0.41, 0.68], which
corresponds to the utility function

√
x. We chose the payoffs in the four HL tasks in the same way.

10Table 10 in Appendix B shows the exact ordering for each subject.
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HL task and five in the other, this means that her CRRA risk coefficient lies somewhere in the
intersection of the intervals of coefficients that are consistent with making these choices, which
makes the risk preference estimation more precise. In addition, Harrison and Rutström (2008)
report the results of an experiment where they evaluate risk preferences in this setting but vary
the number of HL tasks that are paid (1, 2, or 3). No difference is found in the estimations of
risk coefficients. The authors conclude that in the sequential HL tasks setting the portfolio effect
does not influence the choices. The same should be true in our experiment. In fact, in order to
estimate the strength of regression to the mean, we use the average number of safe choices for
each subject in the Control treatment as a measure of their risk preferences.

In the Main treatment we expose subjects to different conditions that vary in the level of
responsibility and the number of decision makers (individual vs. mutual choice). This treatment
is the same as the Control treatment but with one difference. The subjects are told that the
payoff they obtain in each HL task (as described above) will also be paid to other subject(s) in
the session. So, if the software generated some payoff x for a subject, the same amount x is paid
to other individual(s) depending on the condition. Therefore, the payments that each subject
receives in the Main treatment are: 1) payments from own choices (the sum of four payoffs from
the HL tasks) and 2) payments from the choices of other subjects in the session when a subject is
acting as the individual affected by their decisions. There are four conditions which correspond
to the four HL tasks.

Individual Choice (IC). Subjects choose just for themselves as in the Control treatment.

Responsibility for One Other Person (R1). Subjects choose for themselves and one other subject
in the session. So, the payoff generated by the software goes to the subject who made the
choice and someone else in the session. The identity of the other was kept anonymous.

Responsibility for Three Other People (R3). Subjects choose for themselves and three other sub-
jects in the session. So, the payoff generated by the software goes to the subject who made
the choice and three other people in the session. The identities of the others were kept
anonymous.

Mutual Responsibility (MR). Subjects are matched in pairs. Each pair of subjects (the negotia-
tors) sees the same HL task and should reach an agreement on how to choose in each of the
ten cases. The subjects can communicate via online chat using natural language. In order
to make a mutual choice both subjects should choose the same lotteries in all ten cases and
press the “Validate” button. After both subjects press the button, the software checks if the
choices of both subjects are the same and only then allows them to proceed. After the mu-
tual choice was made, the payoff that was generated from these choices was received by
the negotiators and three others in the session. This allows us to make direct comparisons
between Condition R3 and Condition MR.
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The conditions were not presented to the subjects in a fixed order. In each time period all four
conditions were played by some subjects in the session. The order was randomized. Table 12 in
Appendix B reports the exact sequence of conditions for each subject and Table 11 shows how
subjects were matched. Thus, in our design, subjects were presented with a random sequence of
HL tasks and a random sequence of conditions.

The questionnaire elicited standard demographic data and asked two questions related to
risk aversion. The first question was “How risk averse/loving are you?” on the scale from 1 = “very
risk loving” to 7 = “very risk averse.” The second question was “How risk averse/loving are you in
comparison with other people?” on the scale from 1 = “most risk loving” to 7 = “most risk averse.”

The experiments were conducted at Maastricht University, School of Business and Economics
(BEELAB), in April 2014, June 2017, and February 2018. 72 subjects participated in the three
sessions of the Control treatment and 120 subjects in the five sessions of the Main treatment.
Subjects in the Control treatment earned e 11.89 on average, and subjects in the Main treatment
earnede 27.89 (both includinge 2 show-up fee). No other data were collected in any form: there
were no pilots or discarded sessions. For the analysis the subjects who switched more than once
in at least one of the HL tasks were dropped. Such choices are inconsistent with the expected
utility maximization and might also indicate that subjects did not understand the task. This
left us with 54 subjects in the Control treatment and 102 subjects in the Main treatment. The
experiment was programmed in z-Tree (Fischbacher, 2007).

4 Results

4.1 Preliminary Results

Before we get to the main results we would like to ensure that in the four HL tasks of the Con-
trol treatment subjects chose (mostly) the same switching point, as should be the case if they are
CRRA utility maximizers. If this is true, then, in the Main treatment, we can interpret the move-
ments of the switching point between the HL tasks as the result of influence of responsibility.
We look at the number of safe choices of an individual, or threshold, which is defined as the number
of safe options (lotteries A) chosen before switching to the risky option (lotteries B). Thus, high
threshold indicates high degree of risk aversion. For the HL tasks 1, 2, 3, and 4 we define the
variables hl1, hl2, hl3, and hl4, which are equal to the number of safe choices.

Table 1 shows the average number of safe choices in the four HL tasks of the Control treat-
ment. Figure 3 in Appendix A presents these data graphically, and Figure 5 (Appendix A) shows
the histograms of the number of safe choices in the four HL tasks. All four tasks produce sim-
ilar average thresholds between 5 and 6, which indicates that our subjects are, on average, risk
averse (risk neutral subjects should switch after 4 safe choices in all HL tasks). Nevertheless,
the mean number of safe choices in the first HL task is two standard errors away from that of
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HL task Mean SE 95% Conf Int

hl1 5.72 (0.16) [5.41 6.04]
hl2 5.26 (0.18) [4.91 5.61]
hl3 5.56 (0.17) [5.22 5.89]
hl4 5.28 (0.19) [4.89 5.66]

All 5.45 (0.14) [5.17 5.74]

Table 1: Summary of the number of safe choices in the four HL tasks in the Control treatment.

the tasks 2 and 4. This might look problematic, however, the difference is rather small and the
signed-rank tests do not show a significant difference between any pair of HL tasks at 5% level.11

Still, it might seem that the higher average threshold in the first HL task can bias our results. No-
tice, however, that we analyze the within-subjects differences in thresholds between conditions.
Moreover, in each condition there are subjects who choose in all four HL tasks. Thus, the pos-
sible bias of the first HL task should cancel out as there is approximately the same number of
subjects choosing in it in all conditions. Overall, we conclude that we can use the choices in the
four HL tasks to analyze the condition effects in the Main treatment.
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Figure 1: Fitted values of the OLS regression of the answer to the question “How risk averse/loving
are you in comparison with other people?” on the average threshold in the Control treatment. Errors
are robust. Data points are jittered.

The blame avoidance hypothesis predicts that subjects, when responsible for others, should
make choices consistent with the modal risk preferences in the population. This prediction rests
on an assumption that subjects have correct beliefs about which number of safe choices corre-
sponds to the modal risk preferences. To test if this is true on average we consider the data from

11For one of the six comparisons, Holm-Bonferroni corrected p-value is significant at 10% level, the rest are in-
significant.
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the Control treatment and check if the per subject average threshold m = ∑k=1..4 hlk/4 predicts
the answer to the question “How risk averse/loving are you in comparison with other people?” that
subjects gave after the experiment.12

We run an OLS regression where the dependent variable is the answer to this question (from
1 to 7 on a Likert scale) and the independent variable is m. Figure 1 shows the results. We
find that the correlation is significant: intercept 2.45∗∗, p = 0.010 and β-coefficient 0.35∗∗, p =

0.036. As was reported in Table 1, the average threshold in the Control treatment is 5.45 and
the modal choice is 6 (Figure 5, Appendix A). The fitted values of the regression do not exactly
correspond to these average/modal preferences: subjects with the thresholds around 5 consider
themselves to be average/modal. However, the discrepancy is not dramatic. It is important that
the very risk averse (loving) subjects know they are more risk averse (loving) than the majority.
So, the assumption that subjects on average have correct beliefs about the modal preferences
approximately holds.

Next, we provide some summary statistics for the Main treatment. Each subject made four
choices: 1) a choice in an HL task for herself only (Condition IC); 2) a choice for herself and one
other person (Condition R1); 3) a choice for herself and three others (Condition R3); and 4) a
mutual choice with a partner for three others (Condition MR). In what follows, we will denote
the thresholds in the four conditions by tIC, tR1, tR3, and tMR.13

Condition Mean SE 95% Conf Int

tIC 5.53 (0.13) [5.27 5.79]
tR1 5.59 (0.14) [5.32 5.86]
tR3 5.29 (0.15) [5.00 5.59]
tMR 5.28 (0.11) [5.06 5.51]

Table 2: Summary of the number of safe choices in the four conditions of the Main treatment.

Table 2 shows the average numbers of safe choices in the four conditions (see Figures 4 and
6 in Appendix A for the graph of averages and the histograms). The averages are very close.
The signed-rank tests show no significant differences between conditions (Holm-Bonferroni cor-
rected p > 0.186 for the six comparisons performed). This result does not necessarily mean that
there is no influence of responsibility on choices. As we hypothesize, it is possible that sub-
jects change their choices in different directions depending on their individual risk preferences
(cautious and risky shifts).14

12We decided to use the data from the Control treatment since four individual HL choices give a more precise
estimate of risk preferences than a single individual HL choice in the Main treatment (see discussion in Section 3)
and since subjects’ beliefs about modal preferences in the Main treatment might be biased by their choosing for
others.

13Notice that now we look at the number of safe choices in different conditions, not in different HL tasks. Subjects
in each condition choose in randomized HL tasks.

14In the only study which has the design similar to ours (Bolton, Ockenfels, and Stauf, 2015), the authors find
a significant overall cautious shift between the individual choice condition and the choice for one other person.
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4.2 Responsibility

In this section we analyze the effects of the four conditions on the choices of our subjects. The
goal is to measure the influence of responsibility for other people on the number of safe choices
made. We look at the within-subjects differences in thresholds tIC, tR1, tR3, and tMR and make
pair-wise comparisons of the conditions as the level of responsibility increases. Thus, we are
interested in how the choices change between Conditions R1 and IC (responsibility for one other
vs. no one); Conditions R3 and R1 (responsibility for three others vs. one other); and Conditions
MR and R3 (mutual responsibility for three others vs. individual responsibility for three others).

In order to show that responsibility for others influences choices in the HL tasks, we need to
find a relationship between thresholds in Conditions i and j. The simplest way to do this is to run
a regression with dependent variable ti and independent variable tj. However, this approach
cannot be used if we want to compare the observations in the Main and Control treatments
(which we do want to do, see below). The latter does not have the same conditions as the Main
treatment, but only the four independent HL tasks, which makes it unclear which of the four
tasks should be the analogs of ti and tj for Conditions i and j. To circumvent this problem we
define the variables ti−j that, for each subject, denote the differences in the number of safe choices
between Conditions i and j, or, in other words, ti − tj. For example, tR1−IC is the difference
between the number of safe choices in Condition R1 and Condition IC (tR1 − tIC). For HL task
j in the Control treatment we define ti−j as the difference between the average threshold and
hlj: ti−j = hlm−j = m− hlj = ∑k=1..4 hlk/4− hlj, which is the deviation of each threshold from
subject’s average risk preferences estimated from the four HL tasks. This definition of ti−j is
symmetric with respect to all HL tasks and allows us to use ti−j as a dependent variable in the
regressions that combine all the data from both treatments.

We can run an OLS regression with the dependent variable ti−j and the independent variable
tj and see whether we find any evidence for the shift of choices towards the modal risk prefer-
ence, as predicted by the blame avoidance hypothesis. It should manifest itself as a negative ti−j

for risk averse subjects with high values of tj and a positive ti−j for risk loving subjects with low
tj. Thus, according to this logic, a positive intercept and a sufficiently negative coefficient on tj

should provide the evidence for the predicted movement. However, this is incorrect since such
estimation does not take into account the effect of regression to the mean. Risk loving subjects
with very low tj will tend to have positive ti−j just because the probability of their choosing ti

closer to the mean is much higher than the probability of choosing a more extreme threshold.

The reason behind it is that in their experiment risk averse subjects on average do not make riskier choices when
choosing for the other than when choosing for themselves only. Thus, the risky shift is not present, so the averages
show an overall cautious shift. This effect can stem from using the same HL task for individual and social choices,
and having the individual choice before social one. In the second HL task, when subjects choose for one other, they
perfectly understand which choices are riskier than their own. This might preclude subjects from choosing in a
riskier way. In our design subjects choose in different HL tasks and the social choice precedes individual one in
around half the cases. This procedure creates no interdependencies between the two conditions and is, thus, more
reliable.
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The same is true for very risk averse subjects: very high tj will be likely associated with negative
ti−j. Both forces—our hypothesized treatment effect and the regression to the mean—are, thus,
operating in the same direction. Therefore, to detect the influence of responsibility we need to
show that condition effects are significantly larger than the regression to the mean.

We use the data from the Control treatment in order to estimate the strength of regression to
the mean assuming that it is the same in both treatments. Thus, we pool the data from the Main
and Control treatments (four observations per subject) and run a random effects GLS regression
with errors clustered by subject. For the data in the Main treatment, the dependent variable is
ts,i−j for subject s and the difference in thresholds between Conditions i and j. We look at the
threshold differences between comparable conditions. Thus, for the thresholds in Condition IC
(independent variable ts,IC) the associated dependent variable is ts,R1−IC; for the independent
variable ts,R1 in Condition R1 it is ts,R3−R1; and for the independent variable ts,R3 in Condition
R3 it is ts,MR−R3. For the data in the Control treatment the dependent variable is hls,m−j equal
to the difference between the subject-wise average threshold and the threshold in HL task j as
described above. The independent variables are: ts,j, the threshold of subject s in Condition
j in the Main treatment and in HL task j in the Control treatment; three dummies (Condk for
k ∈ {IC, R1, R3}) that are equal to 1 for Conditions IC, R1, and R3 of the Main treatment and zero
otherwise (in particular, all three dummies are zero for the Control treatment data); and their
interactions. Thus, the baseline of the regression is all the data from the Control treatment. The
condition effects beyond that of the estimated regression to the mean are given by the dummies
Condk and the interaction terms Condk · ts,j. Thus, we estimate the following model:

ts,i−j = α + ∑
k∈{IC,R1,R3}

βkCondk + γts,j + ∑
k∈{IC,R1,R3}

δkCondk · ts,j + ηs + εs,j

where ηs is a subject-specific random effect. In this formulation coefficients α and γ represent
the effect of regression to the mean in the Control treatment. α should be positive, which would
indicate the tendency for the thresholds to increase when they are low or zero, and γ should
be sufficiently negative, which would indicate the tendency for the thresholds to decrease when
they are high. The coefficients βk and δk describe the changes between conditions (R1 and IC; R3
and R1; MR and R3). Thus, in order to establish a significant shift of choices between conditions
beyond regression to the mean, both βk and δk should be significantly different from zero with
βk positive and δk negative. This would show that the effect of a condition on differences in
thresholds is significantly higher than that in the Control treatment.

Table 3 shows the results. The negative and significant coefficient on ts,j and positive intercept
represent the regression to the mean in the Control treatment. The coefficients on CondIC and
the interaction term CondIC · ts,j are not significant. This implies that we cannot conclude that
there is an effect of responsibility for one other person as compared to choosing for oneself
only. However, the coefficients on CondR1 and CondR1 · ts,j are significant, which means that
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Dependent Variable: tR1−IC, tR3−R1, tMR−R3, hlm−j

Ind. Variables Coefficient SE p-value

constant α 1.828∗∗∗ (0.296) < 0.001
ts,j γ −0.335∗∗∗ (0.053) < 0.001
CondIC β IC 0.418 (0.517) 0.419
CondIC · ts,j δIC −0.060 (0.091) 0.509
CondR1 βR1 1.057∗∗ (0.511) 0.039
CondR1 · ts,j δR1 −0.234∗∗∗ (0.090) 0.009
CondR3 βR3 1.828∗∗∗ (0.467) < 0.001
CondR3 · ts,j δR3 −0.357∗∗∗ (0.084) < 0.001

N observations 522
N subjects 156
R2 .33

Table 3: Random effects GLS regression of differences in thresholds between conditions in the
Main and Control treatments. The dependent variable in the Main treatment is the difference
in thresholds between Conditions R1 and IC, R3 and R1, and MR and R3. Errors clustered by
subject. ∗∗ – p < 0.05; ∗∗∗ – p < 0.01.

we do have an effect of the level of responsibility for three others (Condition R3) as compared
to one other (Condition R1). We also observe an effect of mutual responsibility as compared
to individual responsibility, the coefficients on CondR3 and CondR3 · ts,j are significant. This
provides the evidence that the level of responsibility and mutual decision making have an effect
on the choices as predicted by the blame avoidance hypothesis. For robustness check, we run
the same regressions separately for each pair of conditions in the Main treatment. Columns (1-3)
in Table 7 in Appendix A show that results are unchanged.

To better understand the effects of responsibility on choices we present the fitted values of
the regression in Table 3 graphically. Figure 2A shows the fitted values of the data in the Control
treatment. The red line represents the effect of regression to the mean (coefficients α and γ).
Figures 2BCD show the fitted values of the regression between conditions (blue lines, coefficients
α + βk and γ + δk, k ∈ {IC, R1, R3}). The red lines in these figures are the same as in Figure 2A
and are shown for the comparison of the effect of responsibility with the effect of regression to
the mean. Comparing the changes in thresholds between Conditions R1 and R3, when the level
of responsibility increases from one to three others, we observe many risk averse subjects who
show a risky shift (Figure 2C, the data points with the threshold bigger than 5). This goes against
the evidence provided in many studies cited in Section 2, which find only cautious shifts. We
suggest that this is due to our randomized design, which mitigates any possible biases that can
emerge in a within-subjects experiment and, thus, provides more reliable measures of shifts in
behavior. The effect of responsibility is most pronounced when we compare mutual choices for
three others (Condition MR) to individual choices for three others (Condition R3). Here, both

13



-6
-5

-4
-3

-2
-1

0
1

2
3

4
5

t M
R

 -
 R

3

0 1 2 3 4 5 6 7 8 9
threshold (choice for three others)

-6
-5

-4
-3

-2
-1

0
1

2
3

4
5

0 1 2 3 4 5 6 7 8 9
threshold (choice for three others)

A: Control B: Conditions IC and R1

C: Conditions R1 and R3 D: Conditions R3 and MR

-6
-5

-4
-3

-2
-1

0
1

2
3

4
5

th
re

sh
ol

d 
di

ffe
re

nc
e 

fr
o

m
 a

ve
ra

ge

0 1 2 3 4 5 6 7 8 9
threshold (control)

-6
-5

-4
-3

-2
-1

0
1

2
3

4
5

t I
C

-R
1

0 1 2 3 4 5 6 7 8 9
threshold (individual choice)

-6
-5

-4
-3

-2
-1

0
1

2
3

4
5

t R
3-

R
1

0 1 2 3 4 5 6 7 8 9
threshold (choice for one other)

Figure 2: Fitted values of the regression in Table 3 in the Control treatment and in Conditions IC,
R1, and R3 of the Main treatment. The red lines show the fitted values of the Control treatment
and the blue lines the fitted values of the regression. Vertical dashed lines show where the fitted
values cross zero (red line in the Control treatment and blue lines in the Main treatment).

cautious and risky shifts are clearly noticeable. We attribute this effect to the increase in the
quality of information about the modal risk preferences in mutual responsibility condition as
compared to the individual choice conditions.

To support the blame avoidance hypothesis further, notice that the fitted values of the regres-
sion on Figures 2BCD (blue lines) cross zero in between thresholds 5 and 6 as indicated by the
vertical dashed lines. This means that subjects with thresholds 5 and 6, which are the average
and the modal preferences (see histograms in Figure 6, Appendix A), do not change their behav-
ior between conditions, exactly as the blame hypothesis suggests. Notice, as well, that we can
rule out the explanation related to the preferences for efficiency discussed in the Introduction, as
in this case we would see the crossing at threshold 4 (risk neutrality).

To show the strength of the effect of each condition we make the analogous comparisons
between other pairs. Table 4 shows the same regression as Table 3 only with the dependent
variable for the Main treatment defined as tMR−IC, tMR−R1, and tMR−R3 for the Conditions IC, R1,
and R3 respectively. Thus, this regression describes the effect of mutual responsibility condition
(MR) on the threshold choices as compared to all other conditions. The regression shows a
significant convergence to modal preferences, beyond regression to the mean, as is evident from
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Dependent Variable: tMR−IC, tMR−R1, tMR−R3, hlm−j

Ind. Variables Coefficient SE p-value

constant α 1.828∗∗∗ (0.264) < 0.001
ts,j γ −0.335∗∗∗ (0.047) < 0.001
CondIC β IC 1.628∗∗∗ (0.463) < 0.001
CondIC · ts,j δIC −0.334∗∗∗ (0.082) < 0.001
CondR1 βR1 1.237∗∗∗ (0.457) 0.007
CondR1 · ts,j δR1 −0.267∗∗∗ (0.080) 0.001
CondR3 βR3 1.828∗∗∗ (0.417) < 0.001
CondR3 · ts,j δR3 −0.357∗∗∗ (0.075) < 0.001

N observations 522
N subjects 156
R2 .42

Table 4: Random effects GLS regression of differences in thresholds between conditions in the
Main and Control treatments. The dependent variable in the Main treatment is the difference in
thresholds between Conditions MR and IC, MR and R1, and MR and R3. Errors are clustered by
subject. ∗∗ – p < 0.05; ∗∗∗ – p < 0.01.

the significance of all coefficients βk and δk, k ∈ {IC, R1, R3}. As before, the fitted values for
Conditions IC, R1, and R3 cross zero between thresholds 5 and 6 (modal preferences), which
implies that subjects with these thresholds do not change their choices as predicted by the blame
avoidance hypothesis.15 The fact that we detect a significant change in choices in Condition MR
as compared to all other conditions demonstrates that subjects are much more confident in their
decision when they choose together than when they choose individually. This emphasizes the
importance of better information about the preferences of others for choices under responsibility.

In order to provide additional evidence that it is indeed information about preferences that cre-
ates a strong effect in Condition MR, and not, say, a negotiators’ desire to simply agree on an in-
termediate threshold, we compare the choices of subjects who made decisions in Conditions IC
and R1 before and after Condition MR. Intuitively, if a subject has been exposed to Condition MR,
where she learns about the preferences of another negotiator, before Condition IC or R1, then
she should be better at matching modal preferences when choosing individually afterwards, as
compared to the situation when Condition MR comes after IC and R1.

Table 5 shows regressions (like in Table 7 in Appendix A) of changes in thresholds between
Conditions R1 and IC, and R3 and R1 separately for subjects who had Condition MR before
and after Conditions IC and R1.16 We see that subjects who experience Conditions IC after MR

15For robustness check, columns (4) and (5) in Table 7 in Appendix A show corresponding separate OLS regres-
sions. The results are identical.

16The regressions with dependent variable tR1−IC, hlm−j have subjects with Condition IC coming before/after
MR. The regressions with dependent variable tR3−R1, hlm−j have subjects with Condition R1 coming before/after
MR.
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Dependent Variable: tR1−IC, hlm−j tR3−R1, hlm−j

Before After Before After

constant 1.828∗∗∗ 1.828∗∗∗ 1.828∗∗∗ 1.828∗∗∗
(0.207) (0.226) (0.225) (0.259)

ts,j –0.335∗∗∗ –0.335∗∗∗ –0.335∗∗∗ –0.335∗∗∗
(0.037) (0.040) (0.040) (0.046)

CondIC –0.130 0.987∗
(0.453) (0.534)

CondIC · ts,j 0.056 –0.171∗
(0.082) (0.092)

CondR1 0.913∗ 1.523∗∗∗
(0.533) (0.587)

CondR1 · ts,j –0.234∗∗ –0.290∗∗∗
(0.100) (0.097)

N 263 271 264 270
N subjects 101 109 102 108
R2 .27 .28 .29 .29
Fitted values cross zero at 6.08 5.56 4.8 5.36

Table 5: OLS regressions of differences in thresholds between conditions in the Main and Control
treatments. Before/after distinguishes whether Conditions IC and R1 happened before or after
Condition MR. ∗ – p < 0.1; ∗∗ – p < 0.05; ∗∗∗ – p < 0.01.

do show significant reaction to Condition R1 as compared to IC: the coefficients on CondIC and
CondIC · ts,j in the “After” regression are significant at 10% level (p-values are 0.066 and 0.065).
This is in contrast to subjects who choose in Condition IC before MR (the same coefficients in the
“Before” regression are insignificant and much closer to zero). Similarly, for the comparison of
R3 and R1, the “Before” regression shows less significant and smaller reaction than the “After”
regression (coefficients on CondR1 and CondR1 · ts,j). This pattern is consistent with the idea that
subjects learn new information about preferences during Condition MR and then use it to better
match the modal preferences. Interestingly, the fitted values for the two “After” regressions
cross zero between thresholds 5 and 6, exactly where modal preferences are (bottom row of Table
5), while the two “Before” regressions do not.17 This suggests that subjects after experiencing
Condition MR become much better at matching modal preferences.

The last comparison left unchecked is the change in thresholds between Conditions IC and
R3. When we run a regression similar to the one in Table 4 but with the dependent variable
defined as tR3−IC and tR3−R1, we do not find a significant difference between Conditions IC and
R3 (see Table 8 in Appendix A and column (6) in Table 7 for a separate OLS regression). As we
discuss in Section 5 below, the reason for this might be the imprecision of individual information
about the risk preferences in the population.

17See also similar analysis related to Figure 2.
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4.3 Choice in Mutual Responsibility Condition

In this section we analyze the influence that the choices of the two subjects in Condition R3 have
on the number of safe choices they end up agreeing on in Condition MR. The question is, given
the number of safe choices of the decision makers in Condition R3, which number of safe choices
do they end up choosing in Condition MR? We hypothesize that the negotiation process should
lead to a consensus so that each pair’s choice lies in between the individual choices in Condition
R3. Indeed, 81% of the pairs choose the threshold in Condition MR in between their individual
choices in Condition R3. Notice that this is true even though half the pairs face Condition MR
before Condition R3.

We analyze the data further to support this finding. We consider three variables: tMR, the
agreed threshold of each pair; LowtR3 and HightR3, the lowest and the highest choices in Condi-
tion R3 in the pair. For example, if in Condition R3 one partner in a pair chose 4 safe choices and
another, say, 7, then LowtR3 is equal to 4 and HightR3 is equal to 7. We would like to know how
the choice of the pair depends on the partners’ choices when they choose alone.

(1) (2)
Mean tMR

tMR 5.307
(0.161)

LowtR3 4.654 0.344∗∗
(0.180) (0.153)

HightR3 6.192 0.589∗∗∗
(0.158) (0.124)

N pairs 52 52
R2 .96

Table 6: Column 1. Means of the choices in Condition MR and the pair of negotiators’ highest
and lowest number of safe choices in Condition R3. Column 2. OLS regression of the choice
under mutual responsibility (tMR) as dependent on the pair’s highest and lowest number of safe
choices in Condition R3. Constant term is suppressed. Standard errors are in parentheses. Errors
are robust. ∗∗ – p < 0.05; ∗∗∗ – p < 0.01.

Column 1 in Table 6 reports the means of these variables. The average choice in Condition
MR lies in between the negotiators’ choices in Condition R3. Column 2 of Table 6 reports the
regression of tMR on LowtR3 and HightR3. Notice that the coefficients add up to 0.933, which
is very close to 1, suggesting that the choice in Condition MR is a convex combination of the
two choices in Condition R3. This implies that the negotiators in the pair in most cases (81%
of the data) agree on a number of safe choices that lies in between their number of safe choices
in Condition R3. Moreover, this choice is influenced more by the cautious negotiator since the
coefficient on HightR3 is around 0.6 (60% weight) and the significance of this coefficient is much
higher than that of LowtR3 (p < 0.001 for HightR3 vs. p = 0.030 for LowtR3). This suggests that
it is “simpler” for the risk averse subjects to talk risk loving subjects into choosing closer to their
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risk preference than the other way round. Overall, the negotiators choose in a way consistent
with the blame avoidance hypothesis. If we assume that the choices in Condition R3 represent
each negotiator’s guess (given individual beliefs) about the modal preferences in the population,
then the choice in Condition MR, which is a convex combination of the two choices in Condition
R3, is a better guess that takes into account the information from both subjects.

5 Discussion

Our results can be summarized as follows. We found a weak effect of responsibility for one other
person on the choices in Holt and Laury task, as compared with the individual choice, once
the regression to the mean was controlled for. We did find strong support for the hypothesis
that the number of others affected by the choice matters: when it increases from one to three,
risk averse subjects choose significantly riskier options and risk loving subjects choose more
cautiously. Importantly, we find a strong effect of mutual responsibility. When two subjects
communicate in order to jointly choose for themselves and three others they demonstrate strong
cautious and risky shifts towards the population modal risk preferences as compared to the
three conditions where the choice is made individually. All these findings are consistent with
the blame avoidance hypothesis, which states that people try to minimize intentional blame—
blame for taking a wrong action—when choosing for others. In other words, the decisions under
responsibility gravitate to the individual preferences of the majority.

The strongest effect of blame avoidance that we find involves mutual responsibility when two
subjects communicate with each other in order to jointly choose for themselves and three others.
Two subjects possess more refined information about the modal preferences in the population
than each subject individually. Therefore, according to our hypothesis, if subjects’ purpose is to
match these preferences, their mutual choice should be more consistent with the modal prefer-
ences than the individual choices. Moreover, the information obtained in the mutual responsibil-
ity condition should help subjects choose individually in subsequent conditions. This is exactly
what we find. The strong significance of the differences in choices between mutual responsi-
bility condition and three individual responsibility conditions (Table 4) suggests that subjects in
our experiment have imprecise information about the distribution of risk preferences in the pop-
ulation, and the quality of this information improves a lot when two subjects choose together.
This conclusion is supported by a weak relationship between the individual risk preferences and
the answer to the question “How risk averse/loving are you in comparison with other people?” in the
Control treatment data (Figure 1). Though we do find that extreme risk averse (loving) subjects
judge their preferences to be above (below) average, the magnitude of this effect is relatively
small. This means that very risk averse/loving subjects realize that modal preferences are less
extreme than theirs, but, at the same time, underestimate how far away their preferences are
from the majority. Therefore, when two subjects learn the preferences of each other in the mu-
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tual responsibility condition, they get a better idea about the modal preferences, which makes
their choices more consistent with them.

The finding that subjects underestimate how extreme their preferences are in comparison
with the majority can also explain why we do not find a strong effect of responsibility for one
other person. Subjects, who were not exposed to the preferences of others, think that the prefer-
ences of the majority are not that different from their own, so, when responsible for one other,
they might still move towards the modal preferences (the coefficients β IC and δIC in Table 3 have
correct signs), but this movement is too small to be statistically distinguished from the regression
to the mean. Conversely, subjects with extreme preferences, who interacted with another per-
son in mutual responsibility condition, do change their choices significantly (alas, at 10% level)
when responsible for one other since they realize how extreme their preferences actually are.

Our results demonstrate that people do have a tendency to act responsibly. However, when
estimating what others might prefer or like, they seem to use their own preferences as a bench-
mark, which can lead to a biased choice when few others are affected.

6 Conclusion

The goal of our experiment was to investigate risky decisions under responsibility and to recon-
cile mixed results reported in previous studies. We showed that the blame avoidance hypothesis
can organize the behavior rather well. Notably, our results reveal the importance of mutual de-
cision making for the quality of choices that affect others. Two individuals, who share private
information, are able to make better decisions for others than when they choose alone. This find-
ing might have important implications for the managerial practices and other real life situations
where others are affected by decisions of individuals or small groups of people. In the future we
plan to conduct a more detailed exploration of the connection between responsibility for others
and the information about preferences available to the decision makers.
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Figure 3: Average number of safe choices in the four HL tasks in the Control treatment. The
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Figure 5: The histograms of the number of safe choices in four HL tasks in the Control treatment.
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(1) (2) (3) (4) (5) (6)
Dependent Variable: tR1−IC tR3−R1 tMR−R3 tMR−IC tMR−R1 tR3−IC

constant 1.828∗∗∗ 1.828∗∗∗ 1.828∗∗∗ 1.828∗∗∗ 1.828∗∗∗ 1.828∗∗∗
(0.239) (0.278) (0.232) (0.233) (0.227) (0.260)

ts,j –0.335∗∗∗ –0.335∗∗∗ –0.335∗∗∗ –0.335∗∗∗ –0.335∗∗∗ –0.335∗∗∗
(0.043) (0.050) (0.041) (0.042) (0.040) (0.046)

CondIC 0.418 1.628∗∗∗ 0.034
(0.418) (0.407) (0.455)

CondIC · ts,j –0.060 –0.334∗∗∗ –0.044
(0.074) (0.072) (0.080)

CondR1 1.057∗∗ 1.237∗∗∗
(0.479) (0.391)

CondR1 · ts,j –0.234∗∗∗ –0.268∗∗∗
(0.084) (0.069)

CondR3 1.828∗∗∗
(0.365)

CondR3 · ts,j –0.357∗∗∗
(0.066)

N observations 318 318 318 318 318 318
N subjects 156 156 156 156 156 156
R2 .24 .27 .44 .39 .38 .22
Fitted values cross zero at 5.69 5.07 5.28 5.17 5.08 4.91

Table 7: OLS regressions of differences in thresholds between conditions in the Main and Control
treatments. Standard errors in parentheses. ∗ – p < 0.1; ∗∗ – p < 0.05; ∗∗∗ – p < 0.01.
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Dependent Variable: tR3−IC, tR3−R1, hlm−j

Ind. Variables Coefficient SE p-value

constant α 1.828∗∗∗ (0.305) < 0.001
ts,j γ −0.335∗∗∗ (0.054) < 0.001
CondIC β IC 0.034 (0.533) 0.949
CondIC · ts,j δIC −0.044 (0.094) 0.640
CondR1 βR1 1.057∗∗ (0.525) 0.045
CondR1 · ts,j δR1 −0.234∗∗ (0.092) 0.012

N observations 420
N subjects 156
R2 .23

Table 8: Random effects GLS regression of differences in thresholds between conditions in the
Main and Control treatments. The dependent variable in the Main treatment is the difference in
thresholds between Conditions R3 and IC, and R3 and R1. Errors are clustered by subject. ∗∗ –
p < 0.05; ∗∗∗ – p < 0.01.
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B Details of the Design

B.1 The Payoffs in HL Tasks

LOTTERY A LOTTERY B
Payoff A1 Payoff A2 Payoff B1 Payoff B2

HL task 1 2.00 1.60 3.85 0.10
HL task 2 1.85 1.40 3.45 0.10
HL task 3 2.30 1.60 4.00 0.20
HL task 4 2.45 1.20 3.55 0.30

Table 9: The payoffs used in the four HL tasks. Probabilities were fixed and went from 0.1 to 1 with 0.1
increment for outcomes A1 and B1, and from 0.9 to 0 for outcomes A2 and B2.
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B.2 The Order of HL Tasks

Subject Period 1 Period 2 Period 3 Period 4

1 1 2 3 4
2 4 2 1 3
3 2 1 3 4
4 1 3 4 2
5 2 4 1 3
6 1 4 2 3
7 4 3 1 2
8 2 4 1 3
9 1 3 4 2
10 2 4 3 1
11 3 1 2 4
12 4 1 3 2
13 2 4 3 1
14 3 1 4 2
15 3 2 4 1
16 4 2 3 1
17 4 3 2 1
18 1 3 2 4
19 2 3 1 4
20 2 4 3 1
21 4 2 1 3
22 4 3 2 1
23 3 2 1 4
24 3 4 1 2

Table 10: The time sequence of the four HL tasks that were presented to each of the 24 subjects in a
session.
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B.3 The Matching of Subjects

Subject 1other 3others-1 3others-2 3others-3 Mutual-1 Mutual-2 Mutual-3

1 2 3 4 5 22 23 24
2 3 4 5 6 10 11 12
3 4 5 6 7 22 23 24
4 5 6 7 8 7 8 9
5 6 7 8 9 13 14 15
6 7 8 9 10 13 14 15
7 8 9 10 11 1 2 3
8 9 10 11 12 10 11 12
9 10 11 12 13 1 2 3
10 11 12 13 14 4 5 6
11 12 13 14 15 16 17 18
12 13 14 15 16 16 17 18
13 14 15 16 17 1 2 3
14 15 16 17 18 7 8 9
15 16 17 18 19 1 2 3
16 17 18 19 20 4 5 6
17 18 19 20 21 19 20 21
18 19 20 21 22 19 20 21
19 20 21 22 23 4 5 6
20 21 22 23 24 4 5 6
21 22 23 24 1 7 8 9
22 23 24 1 2 7 8 9
23 24 1 2 3 10 11 12
24 1 2 3 4 10 11 12

Table 11: The matching of the recipients of payoffs for the 24 subjects in the session. The entries in the
table represent the subjects’ assigned numbers.
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B.4 The Order of Conditions

Subject Period 1 Period 2 Period 3 Period 4

1 1 2 3 4
2 1 2 4 3
3 1 3 2 5
4 1 3 6 2
5 1 4 2 3
6 1 5 3 2
7 2 1 3 6
8 2 1 5 3
9 2 3 1 7
10 2 3 8 1
11 2 6 1 3
12 2 7 3 1
13 3 1 2 8
14 3 1 7 2
15 3 2 1 9
16 3 2 9 1
17 3 8 1 2
18 3 9 2 1
19 4 1 2 3
20 5 1 3 2
21 6 2 3 1
22 7 2 3 1
23 8 3 1 2
24 9 3 2 1

Table 12: The time sequence of conditions presented to each of the 24 subjects in the session. Here 1, 2,
and 3 mean Conditions 1, 2, and 3. For mutual responsibility condition the pairs of negotiators are (4, 5),
(6, 7), and (8, 9).
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C Instructions
General Instructions
You are now participating in a decision making experiment. If you follow the instructions carefully, you
can earn a considerable amount of money depending on your decisions and the decisions of the other
participants. Your earnings will be paid to you in CASH at the end of the experiment. In addition to
your earnings in the experiment you will receive a e 2 show-up fee. During the experiment you are not
allowed to communicate with anybody. In case of questions, please raise your hand. Then we will come
to your seat and answer your questions. Any violation of this rule excludes you immediately from the
experiment and all payments. This research is funded by the Marie Curie action of the EU.

Click OK when you are ready to go on.
***

Example Scenario
In this experiment you will be presented with four scenarios. In each scenario you will need to choose
10 times between the Left and Right option. Each option is a lottery. A lottery consists of two monetary
outcomes each of which can happen with certain probability.

On the right side of the screen, you see an example scenario. There are 10 rows which correspond to
the 10 choices described above. Every row represents a choice between two lotteries.

You can make a choice in each row by clicking on the lottery that you prefer. The lottery that you have
chosen becomes red.

After you have made the 10 choices, the computer will select one of them randomly. Then, the lottery
chosen by you will be ’played’ by the computer, and you will receive the corresponding payoff.

To demonstrate how this works in this example scenario, please make 10 choices and press OK button
to validate. Next, you will see a screen that shows the amount of money that you earned in this scenario.
SINCE THIS IS AN EXAMPLE, YOU WILL NOT ACTUALLY RECEIVE THE AMOUNT YOU SEE ON
THE NEXT SCREEN. You will NOT see the amount of money you earn after each scenario. You will be
informed about your earnings in the end of the experiment.

Figure 7: A screenshot of the example scenario.
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***
Choosing for Yourself
In this scenario, you are the only one who is affected by your choice. You are the only person that receives
the payoff of one of the lotteries that you choose. This is exactly the same as the example scenario.

***
Choosing for Yourself and One Other Person
In this scenario, there is one other person in this room who is affected by your choices. So, you are not
the only person who receives the payoff of one of the lotteries that you choose. You, and the other person
will receive the same payoff (the payoff is not divided). For example, if computer randomly determines
your payoff to be e 2, then the other person will also receive e 2. After the experiment the person affected
by your choice will be asked how satisfied he/she is with the amount of money he/she received.

***
Choosing for Yourself and Three Other People
In this scenario, there are three other people in this room who are affected by your choices. So, you are not
the only person who receives the payoff of one of the lotteries that you choose. You, and the three other
people will receive the same payoff (the payoff is not divided). For example, if computer randomly de-
termines your payoff to be e 2, then the three others will also receive e 2. After the experiment the others
affected by your choice will be asked how satisfied they are with the amount of money they received.

***
Choosing with Someone Else for Both of You and Three Other People
In this scenario, you decide together with someone else and three other people are affected by your choice.
Therefore you decide together which choices you would like to make.

You can communicate with your partner via the chatbox below. You can type the messages to your
partner in the text line and press enter to send. You should agree on each of the 10 choices. Both of you
should click on exactly the same lotteries in order to proceed to the next scenario. After you both have
made your choices, press the OK button to proceed.

After you click OK, the computer will randomly determine the payoff. You, your partner and three
other people will receive the same amount of money. For example, if computer randomly determines the
payoff to be e 2, then you, your partner and the three others will each receive e 2.

After the experiment the others affected by your choice will be asked how satisfied they are with the
amount of money they received.

***
In every scenario a reminder was shown which repeated the general explanation of the experiment.
Reminder
In this scenario you need to choose 10 times between the Left and Right option. Each option is a lottery.
A lottery consists of two monetary outcomes each of which can happen with certain probability.

On the right side of the screen, you see 10 rows which correspond to the 10 choices described above.
Every row represents a choice between two lotteries.

You can make a choice in each row by clicking on the lottery that you prefer. The lottery that you have
chosen becomes red.

After you have made the 10 choices, the computer will select one of them randomly. Then, the chosen
lottery will be ’played’ by the computer, and you will receive the corresponding payoff.
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