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#### Abstract

We propose the Multi-strategy Differential Evolution (MsDE) algorithm to construct and maintain a self-adaptive ensemble of search strategies while solving an optimization problem. The ensemble of strategies is represented as agents that interact with the candidate solutions to improve their fitness. In the proposed algorithm, the performance of each agent is measured so that successful strategies are promoted within the ensemble. We propose two performance measures, and show their effectiveness in selecting successful strategies. We then present three population adaptation mechanisms, based on sampling, clone-best and clone-multiple adaptation schemes. The MsDE with different performance measures and population adaptation schemes is tested on the CEC2013 benchmark functions and compared with basic DE and with Self-Adaptive DE (SaDE). Our results show that MsDE is capable of efficiently adapting the strategies and parameters of DE and providing competitive results with respect to the state-of-the-art.
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## 1 Introduction

Evolutionary algorithms (EAs) are meta-heuristic search algorithms that operate on a population of candidate solutions. Biologically inspired evolutionary operators -namely selection, mutation and crossover- are used to manipulate iteratively the candidate solutions to improve their fitness [1]. Among EAs, Differential Evolution (DE) has been shown to be an efficient method for several optimization problems [2]. Various kinds of strategies have been suggested in the literature for improving upon basic $\mathrm{DE}[3,4]$ : these strategies typically adapt, according to some logics, the mutation scale factor $(F)$ and crossover rate $(C R)$ [5]. Such strategies significantly influence the behavior of DE as they alter the balance between exploration and exploitation [6].

An appropriate strategy and parameter setting of an algorithm is the best or near-best of all possible settings. Finding an appropriate strategy and parameter
setting is an optimization problem that is as hard as finding the solution to the problem [7-9]. Eiben et al. categorized the parameters setting problem into two main categories, parameter tuning and parameter control [7]:

1. Parameter tuning aims to find the appropriate parameter settings offline, before an evolutionary run. The parameter tuning process can be performed by trial and error, from studies in the literature [10, 11], or by using settings of similar problems [12].
2. Parameter control on the other hand, aims to adjust the parameter settings during an evolutionary process because the goodness of a parameter setting varies depending on the state of the search [6]. Deterministic, adaptive and self-adaptive methods have been proposed for the parameter control task [7].

We propose here a Multi-strategy Differential Evolution (MsDE) approach to self-adapt strategies and their parameters in DE during an evolutionary process. Most of the self-adaptive parameter control approaches aim to adapt algorithm parameters by including them within the genotype of the individuals and inheriting with the successful individuals during an evolutionary run. In MsDE, distinct from the inheritance based methods, an ensemble of search strategies are employed to operate on, and co-evolve with the candidate solutions. The strategies are referred as agents to distinguish them from the candidate solutions, and underline their function. The agent-based representation of the strategies provides the flexibility to apply a wide range of population adaptation mechanisms. In this work, we present three population adaptation schemes (sampling-based, clone-best and clone-multiple), to show how various self-adaptive agent-based approaches perform on the CEC2013 benchmark functions. Notably, the approach we propose here can be easily extended to any evolutionary algorithm to adapt their operators and parameters.

The rest of the paper is organized as follows: in Section 2, we provide the related work, where we discuss the basic DE algorithm and some strategy and parameter adaptation mechanisms proposed in the literature for DE ; in Section 3, we describe our algorithm, MsDE, and present the three mechanisms for population adaptation; in Section 4, we present our test results, with the different population adaptation schemes, on the CEC2013 benchmark functions; finally, in Section 5 we provide the conclusions of this work.

## 2 Related Work

The DE algorithm is a population-based search algorithm proposed for continuous optimization [2]. A candidate solution set $\left\{x_{1}, x_{2}, \ldots, x_{N P}\right\}$ with a population size of $N P$ is represented as $D$-dimensional real-valued vectors $x_{i} \in \mathbb{R}^{D}, i=$ $1,2, \ldots, N P$. In the initialization phase of the algorithm, the candidate solutions are randomly sampled within the domain boundaries of each dimension $j=1,2, \ldots, D$.

The algorithm employs a strategy composed of a mutation, crossover, and selection operators with their specified parameters. For each generation $g$, a candidate solution $x_{i}^{g}$, called target vector, is selected $\forall i \in\{1,2, \ldots, N P\}$. The
mutation, crossover and selection operators are then applied to generate a trial vector $u_{i}^{g}$, and replace the target vector. The mutation operator generates a mutant vector $v_{i}^{g}$ by perturbing the target vector $x_{i}^{g}$ using the scaled differences of several distinct individuals selected randomly from the population. The crossover operator generates a trial vector $u_{i}^{g}$ by performing recombination between the target vector and the mutant vector. The selection operator replaces the target vector $x_{i}^{g}$ in the population with the trial vector $u_{i}^{g}$ if the fitness value of $u_{i}^{g}$ is better than or equal to $x_{i}^{g}$. This process is iteratively executed until a stopping criteria is met.

The mutation operator is controlled by the parameter scale factor $(F)$ that is used to adjust the magnitude of the perturbation. There are various mutation operators suggested in the literature [3,4]. Four types of mutation strategies, referred as "DE/rand/1", "DE/rand/2", "DE/rand-to-best/2", and " $D E /$ current-to-rand/1" are provided in Equations (1), (2), (3), and (4), respectively, see [5].

$$
\begin{gather*}
v_{i}^{g}=x_{r_{1}}^{g}+F \cdot\left(x_{r_{2}}^{g}-x_{r_{3}}^{g}\right)  \tag{1}\\
v_{i}^{g}=x_{r_{1}}^{g}+F \cdot\left(x_{r_{2}}^{g}-x_{r_{3}}^{g}\right)+F \cdot\left(x_{r_{4}}^{g}-x_{r_{5}}^{g}\right)  \tag{2}\\
v_{i}^{g}=x_{i}^{g}+F \cdot\left(x_{\text {best }}^{g}-x_{i}^{g}\right)+F \cdot\left(x_{r_{1}}^{g}-x_{r_{2}}^{g}\right)+F \cdot\left(x_{r_{3}}^{g}-x_{r_{4}}^{g}\right)  \tag{3}\\
v_{i}^{g}=x_{i}^{g}+K \cdot\left(x_{r_{1}}^{g}-x_{i}^{g}\right)+F \cdot\left(x_{r_{2}}^{g}-x_{r_{3}}^{g}\right) \tag{4}
\end{gather*}
$$

where $r_{1}, r_{2}, r_{3}, r_{4}$, and $r_{5}$ are mutually exclusive integers different from $i$, and selected randomly from the range $[1, N P]$; the parameter $K$ is a random number uniformly sampled in $(0,1] ; x_{i}^{g}$ is the target vector; $x_{\text {best }}^{g}$ is the best individual at generation $g$ in terms of fitness.

The crossover operator is used to recombine the target vector and the mutant vector with a certain rate, $C R$, to generate a trial vector $u_{i}^{g}$. The binomial (uniform) crossover operator is given in (5). There are several more existing crossover operators such as the exponential crossover [13].

$$
u_{i, j}^{g}=\left\{\begin{array}{l}
v_{i, j}^{g}, \text { if } \operatorname{rand}([0,1)) \leq C R \text { or } j=\operatorname{randi}([1, D]) ;  \tag{5}\\
x_{i, j}^{g}, \\
\text { otherwise } .
\end{array}\right.
$$

where $j$ is an integer within the range $[1, D)$, functions $\operatorname{rand}()$ and $\operatorname{randi}()$ return a real and an integer value uniformly sampled from a defined range, respectively. The notation $x_{i, j}^{g}$ refers to the $j$ th dimension of $i$ th vector in the population at generation $g$.

If the value of the trial vector along the $j$ th dimension exceeds the boundaries defined as $x_{j}^{\text {min }}$ and $x_{j}^{\max }$, it is randomly and uniformly sampled within the domain boundary range [5], using a toroidal boundary condition [14].

The selection operator determines whether or not the trial vector is kept for the next generation $g+1$. If the fitness value of the trial vector is better than or equal to the target vector, then the target vector is replaced by the trial vector as it is shown in Equation (6), which assumes a minimization problem:

$$
x_{i}^{(g+1)}=\left\{\begin{array}{lr}
u_{i}^{g}, & \text { if } f\left(u_{i}^{g}\right)<f\left(x_{i}^{g}\right) ;  \tag{6}\\
x_{i}^{g}, & \text { otherwise } .
\end{array}\right.
$$

The selection phase can be performed synchronously or asynchronously. In synchronous selection, the selected trial vectors are stored in a temporary set, and replaced with target vectors after the selection process of all individuals is complete. In asynchronous selection, a selected trial vector is replaced directly with the target vector without waiting the selection procedure for all individuals. Asynchronous selection makes it possible to use a newly generated trial vector in the trial vector generation process of all the remaining target vectors within the same generation.

### 2.1 Strategy and parameter control in DE

In this section, we highlight the recent developments in strategy and parameter control for DE. Modern variants of DE aim to employ adaptive mechanisms to adjust the algorithm's parameters during an evolutionary run, or across different problems. Strategy and parameter control in DE can be examined in two broad classes: both strategy and parameter control, and only parameter control [3], where the parameters involved are $F$ and $C R$. There are also methods for adapting the population size $N P$, see e.g. [15]; however, in this work we limit our scope to the methods for adapting the strategies, and the parameters $F$ and $C R$. In the following we briefly describe four of the main DE variants falling in this category, namely EPSDE, SaDE, JADE and jDE.

In the Ensemble of Parameters and mutation Strategies Differential Evolution (EPSDE), mutation strategy and parameter pools are used [16-18]. Each individual in the candidate solution population is assigned with a strategy and a parameter setting from these pools. The strategies and their parameters are inherited from the target to trial vectors as long as they are successful in generating a better trial vector. Otherwise, the strategy and parameters that are associated with the target vector are reinitialized by either randomly sampling from their respective pools, or assigning a strategy and its parameters from the set where successful strategies and parameters are stored.

Self-adaptive differential evolution (SaDE) uses only two mutation strategies, namely " $D E /$ rand/l/bin" and " $D E /$ rand-to-best/1", and adapts the parameters $F$ and $C R[19]$. The strategies and parameters are selected for their properties of generating diverse individuals and faster convergence rate respectively. For each generation, a mutation strategy is randomly selected based on its probability of generating a trial vector successfully. The success probability of the two mutation strategies is initialized uniformly and updated after each generation, based on the number of individuals generated successfully. The scale factor $F$ is randomly sampled, for each individual, from the normal distribution with mean 0.5 and standard deviation 0.3 . The parameter $C R$ is initialized for each individual from a normal distribution with mean 0.5 and standard deviation 0.1 . The strategy pool of the SaDE has been later extended by Qin et al. [5].

The JADE algorithm introduces a new mutation strategy called "DE/current-to-pbest" with optional archive, and controls the parameters $F$ and $C R[20]$. The optional archive keeps track of recently explored worse solutions, to provide additional information for the progression of the search. At each generation, the
crossover rate $C R_{i}$ is independently initialized from a normal distribution. The mean of the normal distribution $\mu_{C R}$ is initialized as 0.5 in for the first generation, and updated based on the mean of the $C R_{i}$ of the trial vectors that are generated successfully. The mutation factor $F_{i}$ is generated and updated in similar fashion by using a Cauchy distribution.

Finally, in jDE [21] the mutation and crossover parameters $F$ and $C R$ are attached to the genotype of the individuals in the population. The algorithm is based on the idea that the parameters that survive with the individuals are likely to produce successful trial vectors; thus, the parameters of the target vectors are propagated to the successive trial vectors in the next generations.

## 3 Multi-strategy differential evolution (MsDE)

The MsDE aims to self-adapt the strategy types (mutation and crossover operators) and their parameters ( $F$ and $C R$ ) used in DE while solving the optimization problem. It employs an ensemble of strategies with certain parameter settings, and applies population adaptation schemes to construct and maintain the ensemble strategy set. Different from the established ensemble methods in the literature, the MsDE considers the strategies as agents that interact with the candidate solution set. The agent-based representation of the strategies provides the basis for an easy application of population adaptation approaches.

The pseudocode of MsDE (assuming an asynchronous population, see below) is provided in Algorithm 1. The algorithm takes $N P$ (number of solutions) and $m$ (number of strategies) as parameters. In addition, there are two thresholds we refer to as performance and maturation thresholds, $\tau$ and $\delta$, for determining the performance of a strategy and limiting the test phase of a strategy. The performance threshold $\tau$ is an adaptive threshold based on the average value of all the performances in the strategy ensemble. The maturation threshold $\delta$ is typically a small integer (e.g. 5) used to control how many algorithm iterations should be invested for the testing phase of new strategies.

The candidate solution set $X$ consisting of $N P D$-dimensional real-valued vectors $x_{i} \in \mathbb{R}^{D}$ that represent a solution to the problem. The initial candidate solutions are randomly sampled in the domain range for each dimension. The population size $N P$ is chosen during the initialization phase, and remains fixed throughout the run.

The ensemble strategy set $\Sigma$ consists of $m$ strategies $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m} \in \Sigma$. Each $\sigma_{j}$ defines a kind of mutation and crossover operator, with specified parameters $F$ and $C R$. In the initialization phase, each strategy is initialized by selecting a random mutation strategy with a type of crossover operator from a predefined set of strategies $S$, of size $l$. The parameters $F$ and $C R$ are randomly sampled from a uniform distribution in $(0,1.2]$ and $[0,1]$, respectively. The upper limit of the scale factor is set to 1.2 because of the works that report the effective range for $F$ between ( $0,1.2$ ] [16]. The initialization procedure is illustrated in Algorithm 2.

The main loop of MsDE repeats until a stopping criteria is reached. In each iteration, each strategy agent $\sigma_{j}$ is executed $\forall j \in(1,2, \ldots, m)$, such that: first,

```
Algorithm 1 Asynchronous MsDE
    procedure \(\operatorname{MsDE}(N P, m)\)
        \(g \leftarrow 0 \quad \triangleright\) generation count
        initialize \(X \quad \triangleright\) randomly initialize \(N P\) solutions
        \(\forall \sigma_{j} \in \Sigma, j=1,2, \ldots, m ; \sigma_{j} \leftarrow\) InitializeRandomStrategy ()\(\quad \triangleright\) see Alg. 2
        \(F \leftarrow\) evaluate \((X)\)
        while termination criterion is not satisfied do
            \(\tau \leftarrow \operatorname{mean}\left(P_{\Sigma}\right) \quad \triangleright \tau\) is the average performance of the strategies
            for each \(\sigma \in \Sigma\) do
                targetVector \(\leftarrow \operatorname{randSelect}(X) \quad \triangleright\) randomly select a target vector
                mutantVector \(\leftarrow \sigma\).mutate(targetVector)
                    trialVector \(\leftarrow \sigma\). .crossover \((\) targetVector, mutantVector \()\)
                    \(\sigma\). .totalActivation \(\leftarrow \sigma\).totalActivation +1
                \(F_{\text {trial }} \leftarrow\) evaluate(trialVector)
                if \(F_{\text {trial }}<F_{\text {target }}\) then \(\triangleright\) selection operator (assuming minimization)
                    targetVector \(\leftarrow\) trialVector
                        \(F_{\text {target }} \leftarrow F_{\text {trial }}\)
                \(\sigma\). successfulActivation \(\leftarrow \sigma\).successfulActivation +1
            end if
            \(P_{\sigma_{j}} \leftarrow \operatorname{evaluate}(\sigma) \quad \triangleright\) performance of a strategy
            if \(P_{\sigma_{j}}<\tau\) and \(\sigma\). totalActivation \(>\delta\) then
                reinitialize \(\sigma\)
            end if
                end for
            \(g \leftarrow g+1\)
        end while
    end procedure
```

```
Algorithm 2 Initialize random strategy
    function InitializeRandomStrategy()
        randomIndex \(\leftarrow \operatorname{randi}[1, l]\)
        \(\sigma_{\text {random.type }} \leftarrow S\) [randomIndex]
        \(\sigma_{\text {random }} . F \leftarrow \operatorname{rand}(0,1.2]\)
        \(\sigma_{\text {random }} . C R \leftarrow \operatorname{rand}[0,1]\)
        return \(\sigma_{\text {random }}\)
    end function
```

a target vector $x_{i}$ from $X$ is randomly selected; secondly, the mutation and crossover operators are applied to generate a trial vector $u_{i}$; finally, the selection operator is applied to replace the target vector with the trial vector if its fitness value is better or equal. The selection operator can be synchronous or asynchronous as discussed in Section 2.

The MsDE calculates a performance measure within the function evaluate ( $\sigma$ ) to evaluate each strategy. Based on this performance measure, the strategies are classified as successful or unsuccessful. To solve the problem efficiently, firstly successful or unsuccessful strategies should be identified as quickly as possible;
and secondly, the number of successful strategies in the population should be maximized, or, vice versa, the number of unsuccessful strategies should be minimized. We discuss these two aspects in the following sections.

Identifying successful strategies. Constructing and maintaining a successful set of strategies is crucial for the performance of the algorithm. The self-adaptive mechanism for ensemble construction and maintenance should be capable of managing the trade-off of exploring and exploiting successful strategies efficiently and adaptively. We use a performance measure to asses the quality of a strategy. We propose two measures $P_{1}$ and $P_{2}$ with different properties. The performance measure $P_{1}$, given in Equation (7), measures the ratio between the number of strategy activations that led to a successful action and the total number of strategy activations:

$$
\begin{equation*}
P_{1}=\frac{\sigma_{j} \cdot \text { successfulActivation }}{\sigma_{j} \cdot \text { totalActivation }} \tag{7}
\end{equation*}
$$

where $\sigma_{j}$ successfulActivation is the number of activations in which a strategy $\sigma_{j}$ produced a trial vector with better fitness than the target vector, and $\sigma_{j}$.totalActivation is the number of total activations.

As we will demonstrate in Section 4, a strategy selection criterion based on $P_{1}$ is likely to facilitate fast convergence; the drawback is a high probability of getting stuck onto a local optimum if the function is multimodal. This is because the strategies that are exploitative are more likely to score higher on $P_{1}$ than the exploratory strategies because small exploitative increments on the solutions are more likely to yield better solutions. To prevent the domination of exploitative strategies in the ensemble, the performance measure should be improved to promote also exploratory strategies. We measure the exploratory value of a strategy by its capability to produce diverse individuals with better fitness values. Such performance evaluation criteria would also encourage the diversity in the population; thus, it may be less susceptible to early convergence.

Methods used in multi-objective optimization, such as non-dominated sorting, can be used to select the strategies that have diverse trial vectors generation rate and high ratio of success [22]. On the other hand, these methods can increase the complexity of the algorithm. Thus, to avoid further complexity, we provide a performance measure $P_{2}$ for a single selection criterion to combine these two aspects implicitly in Equation (8), where we calculate the average differences between target and trial vectors for the last $\gamma$ activations in which the trial generation was successful.

$$
P_{2}= \begin{cases}\frac{1}{\sum_{a=T A_{\sigma_{j}}-\gamma+1}^{T A_{\sigma_{j}}} \psi_{\sigma_{j}}^{(a)}} \cdot \sum_{a=T A_{\sigma_{j}}-\gamma+1}^{T A_{\sigma_{j}}} \Delta_{\sigma_{j}}^{a} \cdot \psi_{\sigma_{j}}^{(a)}, \text { if } T A_{\sigma_{j}} \geq \gamma ;  \tag{8}\\ \frac{1}{\sum_{a=1}^{T A_{\sigma_{j}}} \psi_{\sigma_{j}}^{(a)}} \cdot \sum_{a=1}^{T A_{\sigma_{j}}} \Delta_{\sigma_{j}}^{a} \cdot \psi_{\sigma_{j}}^{(a)}, & \text { otherwise. }\end{cases}
$$

$$
\begin{gather*}
\Delta_{\sigma_{j}}^{(a)}=\sum_{d=1}^{D}\left|x_{i, d}^{(a)}-u_{i, d}^{(a)}\right|  \tag{9}\\
\psi_{\sigma_{j}}^{(a)}= \begin{cases}1, \text { if } f\left(x_{i}^{(a)}\right)<f\left(u_{i}^{(a)}\right) ; \\
0, & \text { otherwise } .\end{cases} \tag{10}
\end{gather*}
$$

where $\Delta_{\sigma_{j}}^{(a)}$, defined by the distance metric given in Equation (9), is the sum of the absolute differences along each dimension between target and trial vectors, and $T A_{\sigma_{j}}$ represents $\sigma_{j}$.totalActivation. The parameter $\gamma$ is introduced into this measure to sum only the differences in the most recent history of activations, to have a self-adaptive property. If $\gamma$ is a large number then the measure may promote exploratory strategies that may have a few successful activations with large diversity

Maximizing the number of successful strategies. For an efficient search, the strategies that are classified as successful should be kept in the ensemble as long as they remain successful. To identify the performance of a strategy, strategies are tested for a certain time. The testing phase consumes resources, namely function evaluations (FEs). Since the strategies activated during the testing phase may not be necessarily good, the resources consumed in this phase should be minimized.

To distinguish the successful and unsuccessful strategies, the average performance values of all strategies $\tau$ is used. If the performance value of a strategy $P_{\sigma_{j}}<\tau$, then it is considered to be unsuccessful. To collect necessary evidence on the performance of a strategy, a maturation threshold $\delta$ is used such that if a strategy does not exceed $\delta$ then it is neither classified as successful nor unsuccessful.

### 3.1 Strategy population adaptation schemes

We propose three mechanisms for strategy population adaptation: samplingbased, clone-best, and clone-multiple population adaptation schemes. These population adaptation schemes provide the logic for initiating new strategies into the ensemble, and removing existing strategies from the ensemble. The population adaptation methods are implemented in Line 21 of Algorithm 1.

Sampling-based population adaptation. The sampling-based adaptation scheme initiates new strategies based on random sampling. The sampling function given in Algorithm 2 is used to reinitialize a mature unsuccessful strategy.

Clone-best population adaptation. The clone-best adaptation scheme implements a clonal reproduction mechanism to replace unsuccessful strategies. The clone-best scheme is inspired by the clonal selection principle of the immune system theory $[23,24]$. The main idea is to replace an unsuccessful strategy with a clone of the best performing strategy with a small perturbation.

Algorithm 3 shows the function that is used to clone a strategy. In clonebest, the function takes $\sigma_{\text {best }}^{g}$ as an argument, where $\sigma_{\text {best }}^{g}$ is the best strategy

```
Algorithm 3 Strategy reinitialization by clone-best
    function Clone \(\left(\sigma_{j}^{g}\right)\)
        if \(\operatorname{rand}(0,1)<\phi\) then
            if \(\operatorname{rand}(0,1)<\eta\) then
                    \(\sigma_{\text {clone }}^{g}\).type \(\leftarrow S[\) randomIndex \(]\)
            else
                    \(\sigma_{\text {clone }}^{g}\). type \(\leftarrow \sigma_{j}^{g}\).type
            end if
            \(\sigma_{\text {clone }}^{g} \cdot F \leftarrow \sigma_{j}^{g} \cdot F+\eta \cdot \mathcal{N}(0,1)\)
            \(\sigma_{\text {clone }}^{g} \cdot C R \leftarrow \sigma_{j}^{g} \cdot C R+\eta \cdot \mathcal{N}(0,1)\)
        else
            \(\sigma_{\text {clone }} \leftarrow\) InitializeRandomStrategy()
        end if
        return \(\sigma_{\text {clone }}\)
    end function
```

in the current generation $g$. With probability $\phi$, the type, $(F$ and $C R)$ of an unsuccessful strategy is replaced by the type ( $F$, and $C R$ ) of the best strategy in the ensemble, with a small perturbation with scale factor $\eta \in(0,1]$. In our experiments, we use $\eta=0.1$. If the parameter boundaries are exceeded, they are reinitialized by a value close to the boundaries. If $\operatorname{rand}(0,1) \geq \phi$ the strategy is reinitialized using the uniform sampling scheme given in Algorithm 2.

Clone-multiple population adaptation. The clone-multiple adaptation is an extension of the clone-best adaptation where $m$ successful strategies are kept in a separate set referred to as memory strategies $(\Sigma)$. If the limit of $\Sigma$ is not exceeded, the scheme aims to find more successful strategies to add to $\Sigma$ by going through the cloning, selection, maturation and promotion phases. These phases are described below:

1. Clonal expansion: $n$ best strategies from $\Sigma$ are selected and assigned into the best strategy set $B$. Each strategy in $B$ is cloned (with a small perturbation) proportional to their performance. The higher the performance of a strategy, the higher the number of clones generated. Algorithm 3, without $\phi$ parameter ( or $\phi=1$ ), is used for generating each clone for each $\sigma_{j}^{g} \in B$. Generated clones are added to a temporary candidate clone set $T$.
2. Clonal selection: $h(h \leq n)$ candidate clones from $T$ are selected based on their similarity to the strategies in $B$; and $v(v \leq h)$ strategies are generated randomly. The selected and randomly generated individuals are then added to the clone set $C$, that has size $h+v$. The similarity-based clone selection and the random strategy generation criteria are executed as follows:

- $h$ individuals are selected as follows: for each $\sigma_{i} \in T, i=1,2, \ldots, \operatorname{size}(T)$ and $\operatorname{sigma}_{j} \in B, j=1,2, \ldots, n, d_{\sigma_{i}}=\sum_{j=1}^{n} \operatorname{dist}\left(\sigma_{i}, \sigma_{j}\right)$ is calculated. The $h$ candidate clones with smallest $d_{\sigma_{i}}$ are added to the clone set $C$. The $\operatorname{dist}\left(\sigma_{i}, \sigma_{j}\right)$ computes the Euclidean distance between the parameters $(F$ and $C R)$ of $\sigma_{i}$ and $\sigma_{j}$;
- $v$ random strategies are generated using Algorithm 2.

3. Maturation: each strategy in $C$ is tested for $\delta$ FEs.
4. Promotion: strategies in $C$ that are successful (i.e., that satisfy the performance threshold) are added to the memory set $\Sigma$. The same classification criterion for finding unsuccessful/successful strategies is used for finding successful strategies in $C$.

The logic behind the clone-multiple population adaptation scheme is such that it reduces the trial and error of newly generated strategies, by cloning successful strategies that are kept in a separate set. It also aims to find strategies that are likely to perform well by making a similarity-based selection. Mutations during the cloning phase allow for exploration of different strategies with different parameter settings.

## 4 Experimental setup and results

In this section, we present our experimental results on the CEC2013 benchmark functions [25]. The objective of our experiments is threefold. First, we show the effect of the two strategy performance measures $P_{1}$ and $P_{2}$ proposed in Section 3 on MsDE, with three population adaptation schemes. Second, we illustrate how the strategy adaptation dynamics compare between the sampling, clone-best and clone-multiple based population adaptation schemes during an evolutionary run. Finally, we compare the MsDE with basic DE and SaDE.

The types of the strategies and parameters of the algorithms are the same for all the experiments, unless otherwise specified. We employ four types of DE strategies referred to as " $D E /$ rand/1/bin", " $D E /$ rand/2/bin", " $D E /$ rand-tobest/2/bin", and "DE/current-to-rand/1". The suffix "bin" refers to the binomial crossover. Note that " $D E /$ current-to-rand/1" does not include a crossover operator. These strategies are selected on the basis of previous comparisons performed in the literature; furthermore, they are also used in SaDE [5]. Asynchronous selection is used for the selection operator.

All the experiments were performed using $N P=100$ candidate solutions and $m=50$ strategies. The algorithms were run for at most $5000 \times D$ function evaluations (FEs), where $D$ is the dimension of the problem. If the error between the best solution found and the global optimum is less than or equal to $1 e-8$, we terminate the algorithm. Each algorithm was executed for 25 independent runs; the mean and standard deviation of minimum error $f\left(x_{\text {best }}\right)-f\left(x^{*}\right)$ achieved are presented.

The three strategy adaptation schemes (sampling-based, clone-best and clonemultiple) are referred to as $M s D E-S a m, M s D E-C B$, and $M s D E-C M$, respectively. For MsDE-CB, the probability for cloning the best strategy $\phi$ is set to 0.7. For MsDE-CM, the number of selected best strategies $n$ is set to 10 , the max number of clones per strategy is set to 10 for the best strategy and reduced by 1 per each lower ranked strategy, the number of similar selected strategies is set to $h=7$, and the number of randomly initialized strategies is set to $v=3$; thus the number of strategies adds up to a total number of 10 . For all algorithms, the maturation threshold and the history threshold $\gamma$ are set to 5 FEs and 10 activations, respectively.

Comparing the performance measures In Table 1, we compare the two different performance measures $P_{1}$ and $P_{2}$ for each kind of population adaptation scheme on the CEC2013 functions in 10 dimensions. The suffixes " $-P_{1}$ " and " $-P_{2}$ " indicate the performance measure used with a specific kind of population adaptation scheme. The best results for each performance measure for each algorithm setting is highlighted in bold. The results that do not have significant difference were not highlighted. The global best result for each function is marked by the symbol "*".

We observed that all three population adaptation schemes perform significantly better using $P_{2}$ on almost all benchmark functions. Since $P_{1}$ promotes the strategies based solely on the ratio of producing successful trial vectors, it is likely to promote exploitative strategies that can cause early convergence, or stalling the progress with small improvements. Performance measure $P_{2}$, on the other hand, promotes strategies that can produce diverse trial vectors successfully. The rest of the experiments are performed using $P_{2}$.

Strategy ensemble adaptation dynamics Next, we examine how the strategies adapt over time. In Figure 1, we provide the results on $f_{2}$ (first column) and $f_{6}$ (second column) in 30 dimensions.

Each sub-figure in Figure 1 shows how the distribution of strategies changes during an evolutionary run. Each line in the figures represents the number of strategies of a given type in the strategy population, at a given generation. Only the strategies that are mature and above the success threshold are counted. We observe that in MsDE-Sam (a) and (d), there is a baseline pool of random strategies that explores new strategies. The ratio of these pool is about $\% 30$ of the whole population. In $\mathrm{MsDE}-\mathrm{CB}(\mathrm{b})$ and (e), this ratio is about \%20; and in MsDE-CM (c) and (f), we observe that the random strategy pool is almost nonexistent, and there is usually one type of strategy that is dominant at each time. MsDE-Sam scheme constantly explores different strategies by keeping a small set of random strategies which can consume resources (number of function evaluations). On the other hand, MsDE-CB and MsDE-CM aims to exploit already found successful strategies by reintroducing them into the ensemble by reproduction.

Comparing with other algorithms Finally, we test MsDE-Sam, MsDE-CB, MsDE-CM, basic DE and SaDE [5] on the CEC2013 benchmark functions in 30 dimensions. The parameters $F$ and $C R$ of the basic DE set are as 0.5 and 0.3 respectively. The results are given in Table 2 . The global best result for each function is highlighted in bold.

To assess the statistical significance of the results, we perform the Wilcoxon rank-sum test [26] based on the results provided in Table 2. The Wilcoxon ranksum test is a non-parametric test that does not assume normality condition [26, 14]. It is a pairwise test that aims to detect the significant difference between two different means that are the results of two algorithms. We reject the nullhypothesis, that is the behavior of the two algorithms are the same, if the $p$-value is smaller than $\alpha=0.05$. We compare the MsDE-CM with the other algorithms using the best function error values of 25 independent runs for each benchmark

Fig. 1. The distribution of strategies in the strategy population during an evolutionary run. The first and second columns show the results for $f_{2}$ and $f_{6}$ in 30 dimensions, while the rows show the results of $\mathrm{MsDE}-\mathrm{Sam}, \mathrm{MsDE}-\mathrm{CB}$, and MsDE-CM, respectively.
$---D E /$ rand/1/bin

function. The results are given in Table 2 next to the columns of the specified algorithms (except MsDE-CM, which is taken as the reference algorithm), where "=", "+" and "-" indicate no significant difference, significant difference in favor of MsDE-CM, and significant difference in favor of the specified algorithm. The results show that MsDE-CM is significantly better than basic DE and MsDE-CB, and on average better than SaDE and MsDE-Sam.

## 5 Conclusions

In this work, we propose the Multi-strategy Differential Evolution (MsDE) algorithm to construct and maintain an ensemble set of strategies with various parameters. MsDE is capable of self-adapting the type of strategy and its parameters $F$ and $C R$. Different from the alternative approaches, MsDE represents the ensemble strategy population as agents that interact with the candidate solutions. The performance of the strategies is measured by a performance measure which is used to self-adapt the ensemble population.

We propose two performance measures, and compare their efficiency in constructing an ensemble of successful strategies. Our results show that favoring strategies that can produce diverse trial vectors successfully yields better than favoring them based solely on their ratio of producing successful trial vectors.

We propose three approaches for self-adapting the strategy population. The simplest approach is based on random sampling where new strategies are randomly introduced into, and the ones that do not satisfy a performance criterion
are removed from the ensemble. Other two approaches use clonal selection mechanism to proliferate successful strategies in the ensemble. While, four different types of strategies with their continuous $F$ and $C R$ parameters are aimed to be optimized, the sampling based approach requires only a parameter for ensemble size, and a threshold for defining a successful strategy based on its performance metric. The clonal selection based algorithms introduce an additional parameter for perturbing strategies. In this work, we used asynchronous selection operator. Asynchronous selection can speed up the convergence and decrease the population diversity. We would like to examine the effect of synchronous/asynchronous update in the future work.

We compare the MsDE with basic DE and the SaDE algorithm with different combinations strategy performance measure and population adaptation schemes. Overall, our results show that the MsDE provides better results on CEC2013 benchmark functions. In future works, we will try to extend the MsDE approach to other evolutionary algorithms.
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Table 1. The experiment results with performance measures $P_{1}$ and $P_{2}$ on the CEC2013 benchmark problems in 10 dimensions.

| $f_{i}$ | MsDE-Sam- $P_{1}$ | MsDE-Sam- $P_{2}$ | MsDE-CB- $P_{1}$ | MsDE-CB- $P_{2}$ | MsDE-CM- $P_{1}$ | MsDE-CM- $P_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{1}$ | $8.47 \mathrm{E}-09 \pm 1.92 \mathrm{E}-09$ | $8.74 \mathrm{E}-09 \pm 1.15 \mathrm{E}-09$ | $9.04 \mathrm{E}-09 \pm 1.31 \mathrm{E}-04$ | $8.52 \mathrm{E}-09 \pm 1.63 \mathrm{E}-09$ | $8.49 \mathrm{E}-09 \pm 2.31 \mathrm{E}-02$ | $8.77 \mathrm{E}-09 \pm 5.37 \mathrm{E}-09$ |
| $f_{2}$ | $1.27 \mathrm{E}+03 \pm 4.20 \mathrm{E}+03$ | $8.37 \mathrm{E}+02 \pm 3.20 \mathrm{E}+03$ | $1.79 \mathrm{E}+05 \pm 3.34 \mathrm{E}+05$ | $9.42 \mathrm{E}-09 \pm 3.52 \mathrm{E}-0{ }^{*}$ | $1.00 \mathrm{E}+05 \pm 3.50 \mathrm{E}+06$ | $8.16 \mathrm{E}-09 \pm 1.15 \mathrm{E}-06$ |
| $f_{3}$ | $5.77 \mathrm{E}+05 \pm 1.03 \mathrm{E}+07$ | $2.08 \mathrm{E}+01 \pm 3.99 \mathrm{E}+05$ | $1.72 \mathrm{E}+07 \pm 4.99 \mathrm{E}+08$ | $4.95 \mathrm{E}-03 \pm 1.28 \mathrm{E}+00^{*}$ | $3.44 \mathrm{E}+07 \pm 1.06 \mathrm{E}+09$ | $1.62 \mathrm{E}-01 \pm 1.25 \mathrm{E}+00$ |
| $f_{4}$ | $8.19 \mathrm{E}-03 \pm 9.28 \mathrm{E}-01$ | $2.51 \mathrm{E}-03 \pm 5.32 \mathrm{E}-02$ | $5.45 \mathrm{E}+02 \pm 4.52 \mathrm{E}+03$ | $8.83 \mathrm{E}-09 \pm 1.31 \mathrm{E}-09 *$ | $5.36 \mathrm{E}+01 \pm 6.69 \mathrm{E}+03$ | $8.66 \mathrm{E}-09 \pm 9.76 \mathrm{E}-09 *$ |
| $f_{5}$ | $9.27 \mathrm{E}-09 \pm 1.07 \mathrm{E}-09$ | $8.65 \mathrm{E}-09 \pm 1.11 \mathrm{E}-09$ | $9.70 \mathrm{E}-09 \pm 7.56 \mathrm{E}-02$ | $9.50 \mathrm{E}-09 \pm 6.92 \mathrm{E}-08$ | $9.02 \mathrm{E}-09 \pm 8.79 \mathrm{E}-02$ | $8.97 \mathrm{E}-09 \pm 1.16 \mathrm{E}-07$ |
| $f_{6}$ | $9.53 \mathrm{E}-09 \pm 4.97 \mathrm{E}+00^{*}$ | $9.81 \mathrm{E}+00 \pm 4.81 \mathrm{E}+00$ | $1.01 \mathrm{E}+01 \pm 8.31 \mathrm{E}+00$ | $8.06 \mathrm{E}+00 \pm 3.67 \mathrm{E}+00$ | $9.82 \mathrm{E}+00 \pm 2.66 \mathrm{E}+01$ | $8.67 \mathrm{E}-09 \pm 2.72 \mathrm{E}+00^{*}$ |
| $f_{7}$ | $1.63 \mathrm{E}+01 \pm 1.61 \mathrm{E}+01$ | $1.53 \mathrm{E}+00 \pm 8.36 \mathrm{E}+00$ | $6.13 \mathrm{E}+01 \pm 2.80 \mathrm{E}+01$ | $2.04 \mathrm{E}+01 \pm 1.21 \mathrm{E}+01$ | $13 \mathrm{E}+01 \pm 4.49 \mathrm{E}+01$ | $1.21 \mathrm{E}-03 \pm 5.52 \mathrm{E}-02 *$ |
| $f_{8}$ | $2.04 \mathrm{E}+01 \pm 7.74 \mathrm{E}-02$ | $2.04 \mathrm{E}+01 \pm 9.58 \mathrm{E}-02$ | $2.04 \mathrm{E}+01 \pm 8.67 \mathrm{E}-02$ | $3.44 \mathrm{E}+00 \pm 7.08 \mathrm{E}-02$ | $2.04 \mathrm{E}+01 \pm 1.22 \mathrm{E}-01$ | $2.04 \mathrm{E}+01 \pm 9.15 \mathrm{E}-02 *$ |
| $f_{9}$ | $3.78 \mathrm{E}+00 \pm 1.27 \mathrm{E}+00$ | $2.92 \mathrm{E}+00 \pm 9.42 \mathrm{E}-01$ | $6.60 \mathrm{E}+00 \pm 1.39 \mathrm{E}+00$ | $4.43 \mathrm{E}-02 \pm 1.28 \mathrm{E}+00^{*}$ | $7.41 \mathrm{E}+00 \pm 1.70 \mathrm{E}+00$ | $1.96 \mathrm{E}+00 \pm 1.20 \mathrm{E}+00$ |
| $f_{10}$ | $2.78 \mathrm{E}-01 \pm 2.71 \mathrm{E}-01$ | 1.40E-01 $\pm 6.72 \mathrm{E}-02$ | $8.89 \mathrm{E}-01 \pm 2.73 \mathrm{E}+00$ | $1.99 \mathrm{E}+00 \pm 4.68 \mathrm{E}-02$ | $8.82 \mathrm{E}-01 \pm 1.62 \mathrm{E}+01$ | $5.88 \mathrm{E}-08 \pm 2.99 \mathrm{E}-02 *$ |
| $f_{11}$ | $2.98 \mathrm{E}+00 \pm 3.52 \mathrm{E}+00$ | $9.34 \mathrm{E}-09 \pm 6.47 \mathrm{E}-01 *$ | $1.39 \mathrm{E}+01 \pm 1.14 \mathrm{E}+01$ | $1.09 \mathrm{E}+01 \pm 2.36 \mathrm{E}+00$ | $6.59 \mathrm{E}+00 \pm 1.41 \mathrm{E}+01$ | $9.15 \mathrm{E}-09 \pm 4.97 \mathrm{E}-01 *$ |
| $f_{12}$ | $1.59 \mathrm{E}+01 \pm 8.37 \mathrm{E}+00$ | $1.09 \mathrm{E}+01 \pm 5.33 \mathrm{E}+00$ | $3.28 \mathrm{E}+01 \pm 1.79 \mathrm{E}+01$ | $2.44 \mathrm{E}+01 \pm 5.04 \mathrm{E}+00$ | $1.88 \mathrm{E}+01 \pm 1.73 \mathrm{E}+01$ | $3.98 \mathrm{E}+00 \pm 2.58 \mathrm{E}+00^{*}$ |
| $f_{13}$ | $2.65 \mathrm{E}+01 \pm 9.98 \mathrm{E}+00$ | $1.58 \mathrm{E}+01 \pm 7.46 \mathrm{E}+00$ | $4.66 \mathrm{E}+01 \pm 2.75 \mathrm{E}+01$ | $4.33 \mathrm{E}+01 \pm 1.09 \mathrm{E}+01$ | $3.57 \mathrm{E}+01 \pm 2.52 \mathrm{E}+01$ | $5.05 \mathrm{E}+00 \pm 5.09 \mathrm{E}+00^{*}$ |
| $f_{14}$ | $1.51 \mathrm{E}+01 \pm 3.80 \mathrm{E}+01$ | $3.54 \mathrm{E}+00 \pm 6.96 \mathrm{E}+00$ | 6.17E+01 $\pm 1.91 \mathrm{E}+02$ | $7.68 \mathrm{E}+02 \pm 1.08 \mathrm{E}+02$ | $6.48 \mathrm{E}+01 \pm 2.53 \mathrm{E}+02$ | $3.12 \mathrm{E}-01 \pm 3.86 \mathrm{E}+00^{*}$ |
| $f_{15}$ | $7.96 \mathrm{E}+02 \pm 2.53 \mathrm{E}+02$ | 7.02E+02 $\pm 2.74 \mathrm{E}+02$ | $8.19 \mathrm{E}+02 \pm 3.41 \mathrm{E}+02$ | $4.24 \mathrm{E}-02 \pm 2.11 \mathrm{E}+02^{*}$ | $9.42 \mathrm{E}+02 \pm 4.02 \mathrm{E}+02$ | $7.83 \mathrm{E}+02 \pm 2.65 \mathrm{E}+02$ |
| $f_{16}$ | 9.49E-01 $\pm 3.27 \mathrm{E}-01$ | $1.07 \mathrm{E}+00 \pm 3.00 \mathrm{E}-01$ | $4.91 \mathrm{E}-01 \pm 2.11 \mathrm{E}-01 *$ | $1.22 \mathrm{E}+01 \pm 5.89 \mathrm{E}-01$ | $1.07 \mathrm{E}+00 \pm 4.45 \mathrm{E}-01$ | $1.08 \mathrm{E}+00 \pm 6.94 \mathrm{E}-01$ |
| $f_{17}$ | $1.04 \mathrm{E}+01 \pm 3.64 \mathrm{E}+00$ | $1.02 \mathrm{E}+01 \pm 9.64 \mathrm{E}-02 *$ | $3.15 \mathrm{E}+01 \pm 1.31 \mathrm{E}+01$ | $1.98 \mathrm{E}+01 \pm 1.21 \mathrm{E}+00$ | $1.44 \mathrm{E}+01 \pm 6.61 \mathrm{E}+00$ | $1.03 \mathrm{E}+01 \pm 6.07 \mathrm{E}-01$ |
| $f_{18}$ | $2.09 \mathrm{E}+01 \pm 4.75 \mathrm{E}+00$ | $2.14 \mathrm{E}+01 \pm 5.71 \mathrm{E}+00$ | $4.02 \mathrm{E}+01 \pm 1.97 \mathrm{E}+01$ | $7.42 \mathrm{E}-01 \pm 4.09 \mathrm{E}+00^{*}$ | $3.04 \mathrm{E}+01 \pm 1.32 \mathrm{E}+01$ | $1.60 \mathrm{E}+01 \pm 2.63 \mathrm{E}+00$ |
| $f_{19}$ | $6.00 \mathrm{E}-01 \pm 2.52 \mathrm{E}-01$ | $3.68 \mathrm{E}-01 \pm 1.39 \mathrm{E}-01 *$ | $1.45 \mathrm{E}+00 \pm 1.28 \mathrm{E}+00$ | $3.30 \mathrm{E}+00 \pm 2.30 \mathrm{E}-01$ | $1.02 \mathrm{E}+00 \pm 6.46 \mathrm{E}-01$ | $5.13 \mathrm{E}-01 \pm 1.70 \mathrm{E}-01$ |
| $f_{20}$ | $2.43 \mathrm{E}+00 \pm 5.81 \mathrm{E}-01$ | $2.78 \mathrm{E}+00 \pm 5.05 \mathrm{E}-01$ | $3.89 \mathrm{E}+00 \pm 5.17 \mathrm{E}-01$ | $4.00 \mathrm{E}+02 \pm 6.05 \mathrm{E}-01$ | $3.55 \mathrm{E}+00 \pm 6.30 \mathrm{E}-01$ | $2.40 \mathrm{E}+00 \pm 5.13 \mathrm{E}-01^{*}$ |
| $f_{21}$ | $4.00 \mathrm{E}+02 \pm 6.28 \mathrm{E}+01$ | $4.00 \mathrm{E}+02 \pm 5.54 \mathrm{E}+01$ | $4.00 \mathrm{E}+02 \pm 2.31 \mathrm{E}-01$ | 8.44E+01 $\pm 2.32 \mathrm{E}-13^{*}$ | $4.00 \mathrm{E}+02 \pm 8.73 \mathrm{E}+01$ | $4.00 \mathrm{E}+02 \pm 7.08 \mathrm{E}+01$ |
| $f_{22}$ | $7.54 \mathrm{E}+01 \pm 8.53 \mathrm{E}+01$ | $3.12 \mathrm{E}+01 \pm 7.26 \mathrm{E}+01^{*}$ | $1.68 \mathrm{E}+02 \pm 2.35 \mathrm{E}+02$ | $9.33 \mathrm{E}+02 \pm 1.69 \mathrm{E}+02$ | $3.20 \mathrm{E}+02 \pm 2.79 \mathrm{E}+02$ | $4.99 \mathrm{E}+01 \pm 5.09 \mathrm{E}+01$ |
| $f_{23}$ | $9.89 \mathrm{E}+02 \pm 3.11 \mathrm{E}+02$ | $8.33 \mathrm{E}+02 \pm 2.40 \mathrm{E}+02$ | $7.92 \mathrm{E}+02 \pm 3.28 \mathrm{E}+02$ | $2.06 \mathrm{E}+02 \pm 2.66 \mathrm{E}+02^{*}$ | $1.21 \mathrm{E}+03 \pm 3.45 \mathrm{E}+02$ | $8.67 \mathrm{E}+02 \pm 3.07 \mathrm{E}+02$ |
| $f_{24}$ | $2.12 \mathrm{E}+02 \pm 2.64 \mathrm{E}+01$ | $2.09 \mathrm{E}+02 \pm 2.56 \mathrm{E}+01$ | $2.21 \mathrm{E}+02 \pm 2.49 \mathrm{E}+01$ | $2.00 \mathrm{E}+02 \pm 2.06 \mathrm{E}+01$ | $2.18 \mathrm{E}+02 \pm 3.52 \mathrm{E}+01$ | $2.00 \mathrm{E}+02 \pm 1.62 \mathrm{E}+01^{*}$ |
| $f_{25}$ | $2.11 \mathrm{E}+02 \pm 2.18 \mathrm{E}+01$ | $2.02 \mathrm{E}+02 \pm 2.28 \mathrm{E}+01$ | $2.20 \mathrm{E}+02 \pm 2.17 \mathrm{E}+01$ | $1.19 \mathrm{E}+02 \pm 1.74 \mathrm{E}+01^{*}$ | $2.18 \mathrm{E}+02 \pm 1.98 \mathrm{E}+01$ | $2.00 \mathrm{E}+02 \pm 1.78 \mathrm{E}+01$ |
| $f_{26}$ | $1.56 \mathrm{E}+02 \pm 4.10 \mathrm{E}+01$ | $2.00 \mathrm{E}+02 \pm 3.88 \mathrm{E}+01$ | $1.32 \mathrm{E}+02 \pm 3.65 \mathrm{E}+01$ | $3.00 \mathrm{E}+02 \pm 3.21 \mathrm{E}+01$ | $1.51 \mathrm{E}+02 \pm 3.54 \mathrm{E}+01$ | $1.06 \mathrm{E}+02 \pm 2.67 \mathrm{E}+01^{*}$ |
| $f_{27}$ | $4.00 \mathrm{E}+02 \pm 8.74 \mathrm{E}+01$ | $3.00 \mathrm{E}+02 \pm 7.35 \mathrm{E}+01$ | $4.58 \mathrm{E}+02 \pm 9.41 \mathrm{E}+01$ | $3.00 \mathrm{E}+02 \pm 2.76 \mathrm{E}+01^{*}$ | $4.41 \mathrm{E}+02 \pm 1.09 \mathrm{E}+02$ | $3.00 \mathrm{E}+02 \pm 2.00 \mathrm{E}+01$ |
| $f_{28}$ | $3.00 \mathrm{E}+02 \pm 1.43 \mathrm{E}+02$ | $3.00 \mathrm{E}+02 \pm 6.63 \mathrm{E}+01^{*}$ | $3.00 \mathrm{E}+02 \pm 2.15 \mathrm{E}+02$ | $3.00 \mathrm{E}+02 \pm 9.80 \mathrm{E}+01$ | $3.00 \mathrm{E}+02 \pm 1.86 \mathrm{E}+02$ | $3.00 \mathrm{E}+02 \pm 4.00 \mathrm{E}+01$ |

Table 2. The experiment results of the selected algorithms on the CEC2013 benchmark problems in 30 dimensions

| $f_{i}$ | MsDE-Sam |  | MsDE-CB |  | MsDE-CM | DE |  | SaDE |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{1}$ | $9.56 \mathrm{E}-09 \pm 7.88 \mathrm{E}-10$ |  | $9.26 \mathrm{E}-09 \pm 9.58 \mathrm{E}-10$ |  | $9.54 \mathrm{E}-09 \pm 6.05 \mathrm{E}-10$ | $9.24 \mathrm{E}-09 \pm 5.51 \mathrm{E}-10$ |  | $9.14 \mathrm{E}-09 \pm 1.14 \mathrm{E}-09$ |  |
| $f_{2}$ | $1.40 \mathrm{E}+05 \pm 1.32 \mathrm{E}+05$ |  | $1.71 \mathrm{E}+05 \pm 1.15 \mathrm{E}+05$ |  | $1.19 \mathrm{E}+05 \pm 1.91 \mathrm{E}$ | $2.21 \mathrm{E}+08 \pm 4.53 \mathrm{E}+07$ |  | $1.76 \mathrm{E}+05 \pm 1.45 \mathrm{E}+0$ |  |
| $f_{3}$ | $1.15 \mathrm{E}+05 \pm 4.06 \mathrm{E}+06$ | $=$ | $6.01 \mathrm{E}+06 \pm 1.37 \mathrm{E}+07$ | + | $8.60 \mathrm{E}+04 \pm 1.59 \mathrm{E}+06$ | $1.56 \mathrm{E}+09 \pm 8.56 \mathrm{E}+08$ |  | $1.43 \mathrm{E}+05 \pm 1.72 \mathrm{E}+06$ |  |
| $f_{4}$ | $1.22 \mathrm{E}+01 \pm 3.63 \mathrm{E}+0$ |  | $1.73 \mathrm{E}+02 \pm 3.74 \mathrm{E}+02$ | + | $4.40 \mathrm{E}+01 \pm 6.08 \mathrm{E}+01$ | $1.16 \mathrm{E}+05 \pm 1.64 \mathrm{E}+04$ |  | $3.52 \mathrm{E}+03 \pm 2.42 \mathrm{E}+03$ |  |
| $f_{5}$ | $9.58 \mathrm{E}-09 \pm 4.97 \mathrm{E}-10$ |  | $9.64 \mathrm{E}-09 \pm 7.46 \mathrm{E}-10$ |  | $9.71 \mathrm{E}-09 \pm 3.71 \mathrm{E}-10$ | $9.58 \mathrm{E}-09 \pm 5.56 \mathrm{E}-10$ |  | $9.60 \mathrm{E}-09 \pm 6.51 \mathrm{E}-10$ |  |
| $f_{6}$ | $9.67 \mathrm{E}+00 \pm 5.07 \mathrm{E}+00$ |  | $9.41 \mathrm{E}+00 \pm 6.67 \mathrm{E}+00$ |  | 9.17E+00 $\pm 1.72 \mathrm{E}+$ | $2.63 \mathrm{E}+01 \pm 3.33 \mathrm{E}-01$ |  | $1.22 \mathrm{E}+01 \pm 1.25 \mathrm{E}+01$ |  |
| $f_{7}$ | $1.46 \mathrm{E}+01 \pm 1.03 \mathrm{E}+01$ |  | $7.23 \mathrm{E}+01 \pm 1.64 \mathrm{E}+01$ |  | $2.87 \mathrm{E}+01 \pm 1.40 \mathrm{E}+01$ | $1.46 \mathrm{E}+02 \pm 1.48 \mathrm{E}+01$ |  | $1.22 \mathrm{E}+01 \pm 6.62 \mathrm{E}+$ |  |
| $f_{8}$ | $2.10 \mathrm{E}+01 \pm 6.72 \mathrm{E}-02$ |  | $2.10 \mathrm{E}+01 \pm 4.33 \mathrm{E}-02$ |  | $2.10 \mathrm{E}+01 \pm 6.37 \mathrm{E}-02$ | $2.10 \mathrm{E}+01 \pm 5.53 \mathrm{E}-02$ |  | $2.10 \mathrm{E}+01 \pm 5.50 \mathrm{E}-02$ |  |
| $f_{9}$ | $1.73 \mathrm{E}+01 \pm 3.08 \mathrm{E}+$ |  | $2.72 \mathrm{E}+01 \pm 4.73 \mathrm{E}+00$ | + | $2.24 \mathrm{E}+01 \pm 5.74 \mathrm{E}+00$ | $3.94 \mathrm{E}+01 \pm 1.14 \mathrm{E}+00$ |  | $1.91 \mathrm{E}+01 \pm 2.32 \mathrm{E}+00$ |  |
| $f_{10}$ | $3.45 \mathrm{E}-02 \pm 2.64 \mathrm{E}-02$ |  | 5.17E-02 $\pm 3.94 \mathrm{E}-02$ |  | 3.45E-02 $\pm 2.56 \mathrm{E}-02$ | . $27 \mathrm{E}+02 \pm 3.62 \mathrm{E}+0$ |  | $4.93 \mathrm{E}-02 \pm 4.01 \mathrm{E}-02$ |  |
| $f_{1}$ | $8.95 \mathrm{E}+00 \pm 4.54 \mathrm{E}+00$ |  | $2.98 \mathrm{E}+01 \pm 1.16 \mathrm{E}+01$ | $+$ | $1.69 \mathrm{E}+01 \pm 8.36 \mathrm{E}+00$ | $6.83 \mathrm{E}+01 \pm 5.55 \mathrm{E}+00$ |  | $1.81 \mathrm{E}-05 \pm 5.57 \mathrm{E}+00$ |  |
| $f_{12}$ | $4.58 \mathrm{E}+01 \pm 9.63 \mathrm{E}+00$ |  | $7.16 \mathrm{E}+01 \pm 2.25 \mathrm{E}+01$ | + | $3.18 \mathrm{E}+01 \pm 8.87 \mathrm{E}+0$ | $2.03 \mathrm{E}+02 \pm 1.06 \mathrm{E}+0$ |  | $3.48 \mathrm{E}+01 \pm 6.34 \mathrm{E}+00$ |  |
| $f_{13}$ | $8.77 \mathrm{E}+01 \pm 2.31 \mathrm{E}+01$ |  | $1.54 \mathrm{E}+02 \pm 4.15 \mathrm{E}+01$ | + | $6.86 \mathrm{E}+01 \pm 2.37 \mathrm{E}+01$ | $2.10 \mathrm{E}+02 \pm 1.50 \mathrm{E}+$ |  | $6.94 \mathrm{E}+01 \pm 2.64 \mathrm{E}+01$ |  |
| $f_{14}$ | $2.90 \mathrm{E}+01 \pm 3.26 \mathrm{E}+01$ |  | $9.99 \mathrm{E}+02 \pm 4.87 \mathrm{E}+02$ | + | $6.11 \mathrm{E}+01 \pm 1.25 \mathrm{E}+02$ | $3.93 \mathrm{E}+03 \pm 2.33 \mathrm{E}+02$ |  | $1.81 \mathrm{E}+03 \pm 6.37 \mathrm{E}+02$ |  |
| $f_{15}$ | $6.41 \mathrm{E}+03 \pm 1.15 \mathrm{E}+03$ | + | $3.63 \mathrm{E}+03 \pm 5.78 \mathrm{E}+02$ |  | $3.68 \mathrm{E}+03 \pm 1.49 \mathrm{E}+03$ | $7.78 \mathrm{E}+03 \pm 3.10 \mathrm{E}+0$ |  | $3.42 \mathrm{E}+03 \pm 5.60 \mathrm{E}+$ |  |
| $f_{1}$ | $2.59 \mathrm{E}+00 \pm 2.30 \mathrm{E}-01$ | + | 2.03E-01 $\pm 8.17 \mathrm{E}-01$ |  | $2.33 \mathrm{E}+00 \pm 9.58 \mathrm{E}-01$ | $2.71 \mathrm{E}+00 \pm 3.02 \mathrm{E}-01$ |  | $2.51 \mathrm{E}+00 \pm 3.66 \mathrm{E}-01$ |  |
| $f_{17}$ | $3.34 \mathrm{E}+01 \pm 1.61 \mathrm{E}+00$ |  | $6.01 \mathrm{E}+01 \pm 1.11 \mathrm{E}+01$ | + | $3.57 \mathrm{E}+01 \pm 4.18 \mathrm{E}+00$ | $1.00 \mathrm{E}+02 \pm 6.01 \mathrm{E}+00$ |  | $5.80 \mathrm{E}+01 \pm 9.32 \mathrm{E}+00$ |  |
| $f_{18}$ | $1.70 \mathrm{E}+02 \pm 4.10 \mathrm{E}+01$ | + | $8.28 \mathrm{E}+01 \pm 1.76 \mathrm{E}+01$ | + | $5.15 \mathrm{E}+01 \pm 3.82 \mathrm{E}+01$ | $2.32 \mathrm{E}+02 \pm 1.05 \mathrm{E}+01$ |  | $5.55 \mathrm{E}+01 \pm 1.15 \mathrm{E}+01$ |  |
| $f_{19}$ | $2.70 \mathrm{E}+00 \pm 1.04 \mathrm{E}+00$ |  | $4.95 \mathrm{E}+00 \pm 2.64 \mathrm{E}+00$ | + | $2.40 \mathrm{E}+00 \pm 5.24 \mathrm{E}-01$ | $1.10 \mathrm{E}+01 \pm 6.77 \mathrm{E}-01$ |  | $2.75 \mathrm{E}+00 \pm 9.47 \mathrm{E}-01$ |  |
| $f_{20}$ | $1.14 \mathrm{E}+01 \pm 5.08 \mathrm{E}-01$ | + | $1.18 \mathrm{E}+01 \pm 1.34 \mathrm{E}+00$ | + | $1.03 \mathrm{E}+01 \pm 1.12 \mathrm{E}+0$ | $1.37 \mathrm{E}+01 \pm 1.71 \mathrm{E}-01$ |  | $1.04 \mathrm{E}+01 \pm 7.84 \mathrm{E}-01$ |  |
| $f_{21}$ | $3.00 \mathrm{E}+02 \pm 8.32 \mathrm{E}+01$ | = | $3.00 \mathrm{E}+02 \pm 8.77 \mathrm{E}+01$ | = | $3.00 \mathrm{E}+02 \pm 8.04 \mathrm{E}+01$ | $3.00 \mathrm{E}+02 \pm 4.26 \mathrm{E}+01$ |  | $3.00 \mathrm{E}+02 \pm 6.78 \mathrm{E}+01$ |  |
| $f_{22}$ | $1.40 \mathrm{E}+02 \pm 5.62 \mathrm{E}+01$ |  | $1.29 \mathrm{E}+03 \pm 5.41 \mathrm{E}+02$ | + | $1.66 \mathrm{E}+02 \pm 2.01 \mathrm{E}+02$ | $4.55 \mathrm{E}+03 \pm 3.33 \mathrm{E}+$ |  | $1.47 \mathrm{E}+03 \pm 7.88 \mathrm{E}+02$ |  |
| $f_{23}$ | $6.67 \mathrm{E}+03 \pm 1.24 \mathrm{E}+03$ | + | $4.52 \mathrm{E}+03 \pm 7.48 \mathrm{E}+02$ |  | $3.97 \mathrm{E}+03 \pm 1.14 \mathrm{E}+03$ | $8.04 \mathrm{E}+03 \pm 2.95 \mathrm{E}+02$ |  | $3.60 \mathrm{E}+03 \pm 6.42 \mathrm{E}+02$ |  |
| $f_{24}$ | $2.19 \mathrm{E}+02 \pm 6.43 \mathrm{E}+00$ |  | $2.40 \mathrm{E}+02 \pm 1.15 \mathrm{E}+01$ | + | $2.16 \mathrm{E}+02 \pm 7.23 \mathrm{E}+00$ | $3.01 \mathrm{E}+02 \pm 2.62 \mathrm{E}+00$ |  | $2.09 \mathrm{E}+02 \pm 3.28 \mathrm{E}+00$ |  |
| $f_{25}$ | $2.69 \mathrm{E}+02 \pm 8.14 \mathrm{E}+00$ |  | $2.92 \mathrm{E}+02 \pm 1.11 \mathrm{E}+01$ | + | $2.80 \mathrm{E}+02 \pm 3.02 \mathrm{E}+01$ | $3.02 \mathrm{E}+02 \pm 2.63 \mathrm{E}+00$ |  | $2.73 \mathrm{E}+02 \pm 6.39 \mathrm{E}+00$ |  |
| $f_{26}$ | $2.00 \mathrm{E}+02 \pm 3.58 \mathrm{E}-03$ |  | $2.00 \mathrm{E}+02 \pm 7.16 \mathrm{E}-03$ | - | $2.00 \mathrm{E}+02 \pm 8.89 \mathrm{E}-03$ | $2.79 \mathrm{E}+02 \pm 3.73 \mathrm{E}+01$ |  | $2.00 \mathrm{E}+02 \pm 9.65 \mathrm{E}-03$ |  |
| $f_{27}$ | $4.94 \mathrm{E}+02 \pm 6.56 \mathrm{E}+01$ | = | $8.49 \mathrm{E}+02 \pm 1.27 \mathrm{E}+02$ | + | $5.28 \mathrm{E}+02 \pm 1.03 \mathrm{E}+02$ | $1.32 \mathrm{E}+03 \pm 1.91 \mathrm{E}+01$ |  | $4.56 \mathrm{E}+02 \pm 7.11 \mathrm{E}+01$ |  |
| $f_{28}$ | $3.00 \mathrm{E}+02 \pm 4.14 \mathrm{E}-13$ |  | $3.00 \mathrm{E}+02 \pm 1.04 \mathrm{E}-10$ |  | $3.00 \mathrm{E}+02 \pm 1.02 \mathrm{E}-07$ | $3.00 \mathrm{E}+02 \pm 1.66 \mathrm{E}-08$ |  | $3.00 \mathrm{E}+02 \pm 1.87 \mathrm{E}-09$ |  |

