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A B S T R A C T

Recent evidence suggests that the function of the core system for face perception might extend beyond visual face-
perception to a broader role in person perception. To critically test the broader role of core face-system in person
perception, we examined the role of the core system during the perception of others in 7 congenitally blind in-
dividuals and 15 sighted subjects by measuring their neural responses using fMRI while they listened to voices
and performed identity and emotion recognition tasks. We hypothesised that in people who have had no visual
experience of faces, core face-system areas may assume a role in the perception of others via voices. Results
showed that emotions conveyed by voices can be decoded in homologues of the core face system only in the blind.
Moreover, there was a specific enhancement of response to verbal as compared to non-verbal stimuli in bilateral
fusiform face areas and the right posterior superior temporal sulcus showing that the core system also assumes
some language-related functions in the blind. These results indicate that, in individuals with no history of visual
experience, areas of the core system for face perception may assume a role in aspects of voice perception that are
relevant to social cognition and perception of others' emotions.
1. Introduction

There is extensive work on the neural systems for face and voice
recognition (Gobbini and Haxby, 2007; Haxby et al., 2000; Tsao et al.,
2008; Yovel and Belin, 2013). Voices, as compared to non-vocal sounds,
activate Temporal Voice Areas (Belin et al., 2004; Pernet et al., 2015),
which include the middle and anterior superior temporal sulcus (maSTS),
the superior temporal gyrus (STG), as well as the insula and the pre-
frontal cortex (Ethofer et al., 2012; Leaver and Rauschecker, 2010;
Moerel et al., 2012; Remedios et al., 2009; Romanski et al., 2005). The
distributed system for face perception in humans (Fairhall and Ishai,
2007; Gobbini and Haxby, 2007; Haxby et al., 2000, 2002; Haxby and
Gobbini, 2011; Ishai et al., 2005) includes visual areas involved in the
perception of invariant visual attributes diagnostic of identity and of
changeable aspects diagnostic of facial expression and direction of
attention (the ‘core system’), and some additional areas that play a role in
extracting information, such as person knowledge, associated with faces
(‘the extended system’).
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The two networks for voice and face processing are largely distinct
with anatomical overlap confined to the posterior STS/STG regions
(Watson et al., 2014a, 2014b). The interdependence between these
networks is uncertain. The function of the core system areas for face
perception, however, appears to extend beyond face-processing to a more
general and abstract role in social cognition and perception of others
(Gobbini et al., 2011). For example, viewing point-light displays
depicting biological motion or geometric shapes depicting social in-
teractions, neither of which depicts biological form, activates both the
face selective region of the lateral fusiform gyrus (the ‘fusiform face
area’, FFA) and posterior superior temporal sulcal (pSTS) areas of the
core system (Bonda et al., 1996; Castelli et al., 2000; Gobbini et al., 2007;
Grossman and Blake, 2002; Schultz et al., 2003).

Examining cortical activation in individuals who have not had visual
experience provides insight into the principles that guide cortical orga-
nization in terms of both preservation of regional function in the absence
of visual input and the nature of plastic changes. Studies of the congen-
itally blind have demonstrated the striking preservation of organization
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that had been thought to be shaped by visual experience (He et al., 2013;
Holig et al., 2014b; Mahon et al., 2009; Peelen et al., 2013; Pietrini et al.,
2004; Ricciardi et al., 2014; Wang et al., 2015), as well as the extensive
capacity of the visual system to take over new functions (Amedi et al.,
2003, 2004; Buchel et al., 1998a; Buchel et al., 1998b; Cohen et al., 1999;
Collignon et al., 2007, 2011; for a review, see Noppeney, 2007; Raz et al.,
2005; Sadato et al., 1996). Bedny et al. (2011) showed that reorganiza-
tion of function in the visual cortices of the congenitally blind includes
language processing in the occipital lobe extending into the left posterior
fusiform gyrus. Holig et al. (2014b) found an area in the anterior ventral
temporal cortex that shows a priming effect for voice identity in the
congenitally blind, near an area that shows face-selectivity and view-
invariant representation of face identity in the sighted (Guntupalli
et al., 2017), suggesting a role of this area in the supramodal represen-
tation of person identity.

Here, we ask whether the visual cortices in the ‘core system’ retain
their preference for information relevant to social interaction in the
congenitally blind. In theoretical terms, ascertaining that the organiza-
tion of the core system for perception of others is preserved in the
absence of visual experience with faces would provide evidence for the
general hypothesis that the principles underlying the development of the
functional organization of this system are better captured by more ab-
stract concepts involving social perception than by visual perception of a
particular stimulus class, i.e. faces.

In the present study blind and sighted participants processed the
identity and emotional content of voices speaking word phrases or pro-
ducing non-linguistic sounds. By manipulating the social content of the
stimuli (full phrases versus vocalisations, variation in emotional content),
rather than the presence or absence of conspecific information (human
versus non-human sounds), we were able to present identity and
emotional content across all stimuli while simultaneously manipulating
the richness of person information contained in the stimuli.

We employed a combination of univariate and multivariate
information-based measures to determine where emotion and identity
are represented in the brains of the blind as compared to the brains of
the sighted.

2. Materials and Methods

2.1. Participants

Seven blind (age: x ̅ ¼ 35.4, sd ¼ 10.9; five female) and 15 sighted
(age: x ̅ ¼ 32.2, sd ¼ 13.5, ten female) participants partook in this study.
Six blind subjects were so from birth, one lost sight at 16 months of age.
Three had residual light detection in one or both eyes but none could
perceive form or motion. All participants were right handed. Informed
consent was given by all participants and all procedures approved by the
University of Trento Human Research Ethics Committee.

2.2. Stimuli

Four professional actors (two female) depicted four emotional states
(happiness, disgust, fear and neutral). Two different Stimulus-Types were
presented. Verbal stimuli (word phrases) consisted of four phrases for
each of the four emotions uttered by each of the four speakers (e.g. “Che
schifo! (That’ s disgusting!)”; “Che bello! (That's wonderful!)”; “(Aah!
Aiuto! (Aaah! Help!)”; “Sto leggendo (I'm reading)”). Phrases matched
the emotional state both in terms of semantic content and intonation.
Vocalisations were non-linguistic stimuli where emotion was conveyed
solely through intonation. Each speaker portrayed each emotion once.
Thus, we used 64 different stimuli with verbal phrases (4 phrases for 4
emotions by 4 speakers) and 16 different stimuli with nonverbal utter-
ances (4 emotions by 4 speakers). Each phrase and vocalisation was
recorded on an open-source audio-recording software (Audacity: http://
audacity.sourceforge.net).

A preliminary study was conducted on 32 university students (who
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were unaware of the aim of the study) to select the stimuli with accuracy
of recognition higher than 70% for each emotion conveyed by phrases
and vocalizations. For the 64 selected verbal phrases, the average accu-
racies were 82.1% for Happiness; 87.5% for Disgust; 73.2% for Fear; and
80.4% for Neutral. The 16 vocalisations were correctly rated as
expressing Happiness 92.8%; Disgust 100%; Fear 71.4% and
Neutral 100%.

Rather than artificially modulating the phrases and the vocalisations,
auditory stimuli were left in their natural state. The same stimuli were
used in both tasks (one-back repetition detection for identity and
emotion) and both groups (blind and sighted). Therefore, all analyses
emphasized contrasts that are orthogonal to the stimuli, namely the ef-
fects of Group and Task (see below). Consequently, stimuli varied in
mean length both as a function of actor [1.48, 1.50, 1.05, 1.30 s;
F(3,60)¼ 5.4, p< 0.01] and portrayed emotion [disgust: 1.36; happiness:
1.60; fear: 1.19 neutral: 1.18 s; F(3,60) ¼ 4.4, p < 0.01]. Vocalisations
(mean ¼ 3.1 s) were longer than verbalisations (mean ¼ 1.3 s) to facil-
itate recognition of the emotion conveyed by intonation, which was more
difficult for vocalizations due to lack of semantic content.

2.3. Task

Immediately prior to the fMRI experiment, the participants were
familiarizedwith the task. This practice session consisted of 16 trials with
the same structure used during the fMRI experiment. Responses were
recorded using an identical device to that in the scanner.

In separate fMRI runs, participants performed one-back repetition
detection tasks based on either emotional content or identity. Because
these tasks used the same stimuli, any effect of task is unrelated to
stimulus variations (Hoffman and Haxby, 2000). At the beginning of each
run the experimenter specified if participants had to recognize whether
the stimulus presented conveyed the same emotion as the previous
stimulus (independently of speaker identity or stimulus type), or was
spoken by the same actor as the previous stimulus (independently of the
emotion portrayed or stimulus type). Subjects pressed a button with the
index finger for a “yes” response and with the middle finger for a “no”
response. Trials consisted of the presentation of the auditory stimulus and
a response period until 4.4 s after stimulus onset. Participants were told
prior to the experiment that there were 4 different actors and 4
different emotions.

2.4. Procedure

Stimulus conditions followed a 4 � 4 � 2 design (4 emotions, 4
speakers, 2 stimulus-types) and were presented in two different tasks.
Four runs were acquired for each subject. Each run had 128 trials, con-
sisting of 64 verbal phrases (all combinations of phrase, emotion, and
speaker) and 64 vocalisations (each of 16 vocalisations – all combina-
tions of emotions and speakers – was repeated four times). Each run also
contained 16 4.4 s null events and was divided into four equal parts with
32 trials and 4 null events in each part. Stimuli were counterbalanced
across runs so that the probability of a stimulus being preceded by each
category of emotion or actor was equal. The order of runs with emotion
and identity repetition tasks was counterbalanced across subjects. Within
each run 10-second null events separated four blocks of stimuli. Each run
began and ended with a 20 s baseline period.

2.5. MRI scanning

Stimuli were played through a SereneSound Audio System (Reso-
nance Technology, Inc., California, USA.) at a level fixed across partici-
pants so as to be clearly audible above the scanner noise. Data collection
was conducted at the Center for Mind/Brain Sciences (CIMeC), Univer-
sity of Trento on a Bruker BioSpin MedSpec 4T using a USA Instruments
8-channel phased-array head coil. One thousand two hundred and sixty
volumes of 37 AC–PC aligned slices were acquired over 4 runs using an
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echo-planar 2D imaging sequence (image matrix ¼ 70 � 64, repetition
time ¼ 2200 ms, echo time ¼ 33 ms, flip angle ¼ 76�, slice
thickness ¼ 3 mm, gap ¼ 0.45 mm, with 3 � 3 mm in plane resolution).
An additional high-resolution (1 � 1 � 1 mm3) T1-weighted MPRAGE
sequence was acquired (sagittal slice orientation, centric phase encoding,
image matrix ¼ 256 � 224 [Read � Phase], field of
view ¼ 256 � 224 mm [Read � Phase], 176 slices with 1-mm thickness,
GRAPPA acquisition with acceleration factor ¼ 2, duration ¼ 5.36 min,
repetition time ¼ 2700, echo time ¼ 4.18, TI ¼ 1020 ms, 7� flip angle).

2.6. fMRI analysis

2.6.1. Preprocessing
Analysis was performed in SPM8 (http://www.fil.ion.ucl.ac.uk/spm/

software/spm8/). After discarding the first 4 vol of each run, all images
were corrected for head movement. Slice-acquisition delays were cor-
rected using the middle slice as reference. All images were normalized to
the standard SPM8 EPI template (Montreal Neurological Institute [MNI]
stereotactic space), resampled to a 3-mm isotropic voxel size, and
spatially smoothed using an isotropic Gaussian kernel of 8-mm full-width
half-maximum (FWHM). The time series at each voxel for each partici-
pant were high pass filtered at 128 s and prewhitened by means of an
autoregressive model AR(1).

2.6.2. Univariate analysis
Subject-specific beta weights were derived with a general linear

model (GLM). 64 regressors were formed by convolving the onset of each
combination of Actor/Emotion/Stimulus-Type separated for the identity-
task and emotion-task runs with the SPM8 hemodynamic response
function. The 6 head-motion parameters were included as additional
regressors of no interest. Subject-specific beta values for each level of
task, stimulus-type and group were entered into a group-level random-
effects GLM to allow statistical inference at the population level.

2.6.3. Face-selective localiser
In line with our initial hypothesis, to compare the results obtained in

this study to classic face-selective regions, we selected ROIs identified in
a previous independent study (Fairhall et al., 2014) through a face
localiser in an independent group of 18 sighted subjects in the bilateral
FFA and the bilateral pSTS. In this experiment, subjects viewed famous
and unknown faces or places while performing a categorisation task (for
further details see Fairhall et al., 2014). Using the ROIs from an inde-
pendent group of subjects rather than a localiser derived from our sighted
participants allowed us to identify the face-sensitive FFA and pSTS ROIs
and to avoid biases associated with using subject-specific data for one
group (sighted) and generic data for the other (blind). The data from this
independent group did not play any further role in the analyses of the
responses to voices in the current experiment.

2.6.4. Multivariate analysis
MVPA (Haxby et al., 2001, 2014; Norman et al., 2006; Tong and

Pratte, 2012) was performed on single trials (i.e. the pre-processed vol-
ume acquired over the 4.4–6.6 s after stimulus onset). Decoding was
implemented separately eight times: at each level of Stimulus-Type and
Task decoding was performed twice, once with the goal of decoding
emotion and once with the goal of decoding identity.

During classifier training MVP analyses built classifiers using linear
discriminant analysis (LDA; Carlson et al., 2003; McLachlan, 2004) to
classify the patterns of response to four conditions (either four emotions
or four actors). MVP analysis determines whether the patterns of
response to each condition (here four emotions or four speaker identities)
in a region can be reliably distinguished by building a classifier on
training data and testing the classifier's validity on test data (Norman
et al., 2006). LDA tests whether the test response vectors are closer, using
Euclidean distances, to training data response vectors from the same
condition as compared to training data response vectors from any of the
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other three conditions. In the current MVP classification analyses, each
trial in the testing data was classified as the condition to which it was
closest in the training data, as indexed by the means of all training trials
for each condition. There were two runs for each task, and each run
contained 64 trials with verbal statements and 64 trials with nonverbal
vocalisations. Classifiers were trained on the 64 trials in one run with of a
given stimulus type, then tested on the 64 trials of the same stimulus type
in the other run with the same task. Thus, there were 16 trials for each of
four conditions in the training data, and 16 trials per condition in the left-
out test data. A searchlight analysis was performed (Kriegeskorte et al.,
2006) within a grey matter mask using the searchlight function of the
Princeton MVPA Toolbox (http://www.csbmb.princeton.edu/mvpa).

The searchlight volume was spherical with a three-voxel-radius
sphere (~123 3 mm voxels). Classification accuracy for each subject
was entered into a 2 � 2 � 2 random effects GLM for each searchlight
(factors: group, stimulus type, task; chance for one out of four classifi-
cation of 4 emotions or 4 identities ¼ 25%). Because of the large number
of samples in our classification analysis, mean single subject classifica-
tion accuracies were normally distributed ranging between 0.15 and
0.35, allowing the use of parametric tests. As the main effect of the factor
Stimulus-Type and the interactions of this factor with Group and Task
were not significant, we present only the main effects and interactions
involving the Group and Task factors.

Subsequent to the searchlight analysis, ROI analyses were performed
using the MarsBar toolbox for SPM (http://marsbar.sourceforge.net).
ROIs for the analysis of the interaction between group and task for
emotion decoding were defined based on results from the searchlight
analysis. Six spherical ROIs (3 voxel radius) were centred on the voxels
with peak group differences in decoding accuracy (main effect of group,
see Table 4) and contained all significant voxels (p < 0.001, for main
effect of group).

ROI selection via independent orthogonal contrasts can inflate the
chance of type-1 errors if sample sizes are unequal (Kriegeskorte et al.,
2009). For instance, if the contrast Task versus Baseline were used to
identify ROIs for subsequent analysis of the main effect of group (a
‘contrast A þ B’ situation), then unequal sample sizes would inflate the
probability of false positives. In our case, we used orthogonal contrasts of
a different nature. We use the contrast GrpA > GrpB to delineate ROIs,
then the simple effects of, and interaction with, the factor ‘Task’ were
interrogated. To ensure that this would not be subject to the same sta-
tistical bias, we ran a series of simulations on random Gaussian data
generated under the null hypothesis. For 10,000 virtual voxels, data was
synthesised for 2 groups (N; Grp1 ¼ 7; Grp2 ¼ 15) and two conditions.
Mimicking our analysis, 100 of these voxels were selected as a virtual
ROI. The proportion of false positives within this ROI was calculated over
160000 random data sets. This approach was very sensitive to bias.
Modelling of the documented contrast A þ B ROI-selection bias resulted
in 100% penetrance of false positives. However, the ROI selection con-
trasts used in this study had no influence on type-1 errors (5.04% main
effect, 4.96% interaction). We are therefore confident that our data and
analytic approach do not reflect circularity and are statistically unbiased.

Unless otherwise stated, statistics maps were generated using an
initial voxel-wise threshold of p < 0.001. Correction for multiple com-
parisons was subsequently performed at the cluster level using the family
wise error (FWE) correction as implemented in SPM8. For MVPA anal-
ysis, the critical p was sent to p < 0.0125 as four separate whole-brain
comparisons were investigated in this study.

3. Results

Participants (factor: Group) listened to four actors portraying four
emotional states. Emotions were conveyed either through verbalisations
or non-linguistic vocalisations (factor: Stimulus-Type). In alternate fMRI
blocks, participants performed a 1-back matching task on either the
identity of the actor or the conveyed emotion (factor: Task).

http://www.fil.ion.ucl.ac.uk/spm/software/spm8/
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3.1. Behavioural performance

Mean reaction time and accuracy were analysed in two separate
ANOVAs with the factors, Group, Stimulus-Type and Task (see Table 1).
Mean reaction times (and standard error) for the emotion
(2032 ± 59 msec) and actor (2006 ± 73 msec) repetition-detection tasks
were faster for verbalisations (1843 ± 56 msec) than vocalisations
(2195 ± 80 msec; F(1,20) ¼ 38.5, p < 0.001) but, importantly, there was
no main effect of Group or Group by Stimulus-Type interaction (p-values
>0.2). Accuracy was high for both the emotion (88 ± 2%) and actor
(72 ± 2%) repetition-detection tasks. It should be noted that participants
were performing a 4AFC 1-back detection task where failure to classify a
stimulus on any given trial affects accuracy on the next trial. Conse-
quently, these accuracy scores may reflect an underestimate of the single
trial performance. Performance on the emotion repetition-detection task
was more accurate than on the identity repetition-detection task
(F(1,20)¼ 41.2, p < 0.001) but, critically, did not differ as a function of the
factors Group or Stimulus-Type (either as main effects or interactions, all
p-values >0.15).
3.2. fMRI data

In order to identify the main effects of Group, Stimulus Type and
Task, we performed a univariate analysis of the whole brain and regions
of interest (ROIs). We selected ROIs (see Methods) in the bilateral FFA
and the bilateral pSTS to investigate whether these core face system areas
play a more general, supramodal role in perception of others.

In order to investigate the information represented in core face sys-
tem areas during voice perception in the congenitally blind, we per-
formed a searchlight multivariate pattern classification analyses for voice
identity and emotion.

3.2.1. Univariate analysis
Voxel-wise analysis revealed a main effect of Group, with greater

activation in blind subjects over a broad expanse of the visual cortices in
the occipital lobe extending into parietal and posterior temporal regions
(Fig. 1A). Additionally, a region of the right auditory cortex was more
active for blind than sighted individuals. Analysis of the main effect of
Stimulus-Type (verbalisation vs vocalisation) revealed that non-linguistic
vocalisations elicited greater activation in the lateral fissure and Heschl's
gyrus and linguistic verbalisations produced greater activation along the
superior and middle temporal sulcus (Fig. 1B).

To identify brain regions where Stimulus-Types were processed
differently in blind and sighted individuals, we examined the interaction
between Group and Stimulus-Type (Fig. 1C i). The anatomical distribu-
tion is consistent with core regions of the face-processing network. As a
direct test of our hypotheses, we conducted an analysis within a face-
selective localiser obtained from 18 independent participants (Fig. 1C
i; threshold p < 0.001, contrast: faces > places; see Methods for further
details). Using a small volume correction, we confirmed that the regions
identified from the interaction between Group and Stimulus Type in the
present experiment lie within the face-selective network. Both bilateral
FFA and right pSTS show significant effects within this search volume
((left FFA, p < 0.002; right FFA p < 0.012; right pSTS p < 0.025, cluster-
level corrected; see Table 2). Speech-selective effects were also evident
with a statistical mask of regions showing a greater response for
Table 1
Mean (standard error) accuracy and reaction time for behavioural task.

Accuracy Reaction Time (msec)

Verbal Vocal Verbal Vocal

Sighted Emotion 0.89 (0.02) 0.87 (0.02) 1902 (64) 2247 (90)
Actor 0.71 (0.03) 0.70 (0.03) 1912 (71) 2245 (109)

Blind Emotion 0.91 (0.03) 0.90 (0.03) 1747 (93) 2138 (131)
Actor 0.78 (0.04) 0.76 (0.05) 1669 (104) 2036 (160)
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verbalisations (p < 0.001, Fig. 1B, red), with blind participants showing
greater activation than sighted subjects for verbalisations in the left and
right lateral fusiform gyri (c.f. Table 2). Signal plots extracted from the
three independent face localiser ROIs (lFFA, rFFA, rpSTS; Fig. 1C i)
confirm the direction of the selective response verbalisations in the blind.
Inspection of single subject data revealed that the right lateral fusiform
effect (at p< 0.005) was present in six of the seven blind subjects andwas
not present in any of the 15 sighted subjects even at a more liberal
threshold of p < 0.05 (see Fig. 1C). This suggests that cortex in the brains
of congenitally blind subjects that is the homologue of the FFA in sighted
subjects may play a role in extracting information from voices.

No main effect of Task or interactions with Task survived correction
for multiple comparisons.

3.2.2. Multivariate pattern analyses
We performed separate multivariate pattern classification analyses of

emotion and identity (one out of four classification for each analysis) at
each level of Stimulus Type and Task in each subject using a searchlight
analysis and linear discriminant analysis.

The resulting brain maps were entered into a 2� 2� 2 random effects
GLM (factors: group, stimulus type, task).

3.2.2.1. Overall decoding accuracy. To investigate overall decoding ac-
curacy, within our second level GLM, we contrasted decoding accuracies
across all level of Group, Stimulus Type and Task to chance.

3.2.2.2. Emotion. Results revealed that large portions of the cortex
contain information about the emotion conveyed by stimuli (Fig. 2A).
These included primary and secondary auditory cortex, bilateral frontal
operculum, a bilateral region of the face area of the sensory motor cortex
and a superior section of the medial prefrontal cortex as well as a small
section of the right SMA (see Table 3).

3.2.2.3. Identity. Four-way classification of identity was associated with
a less extensive network of brain regions (Fig. 2B). It was possible to
decode identity in primary and secondary auditory cortices and also in
the right hippocampus (see Table 3). Emotion decoding in this right
hippocampal region did not differ from chance (t(21)¼ 0.57, p¼ 0.58), in
contrast to auditory regions where emotion decoding accuracies were
greater than identity decoding accuracies.

The above patterns of Emotion and Identity decoding were present in
both Blind and Sighted groups when considered in isolation. Formal and
quantitative analysis of group differences are considered in the
next section.
3.3. Main effect of group and interaction with task

3.3.1. Emotion
Decoding accuracies for emotional expression were higher in blind

than in sighted participants in bilateral pSTS and the lateral fusiform
gyrus as well as in the cuneus and a small section of right auditory cortex
(Fig. 3, Table 4). No regions showed greater decoding accuracy for
emotion in sighted as compared to blind participants.

Within the fusiform gyrus, [defined by the AAL template (Tzourio-
Mazoyer et al., 2002), dilated by 3 mm and a MNI y coordinate > �75],
the region that showed a group effect for emotion decoding abutted the
left FFA and overlapped the right FFA (as identified in the independent
face localiser (Fairhall et al., 2014)). Of the 27 right fusiform gyrus voxels
that showed a group effect of decoding, 7 (26%) fell within the right FFA
(149 voxels). For comparison, Fig. 4 shows the superimposed locations of
the group effect of emotion, the verbal/vocal by group interaction and
the independent face localiser (p < 0.001, extent >50), along with pub-
lished coordinates for the visual word from area (VWFA).

To further qualify the representation of emotion in these brain re-
gions, the main effect of Task and the interaction between Group and



Fig. 1. Univariate Analysis. A) Main effect of group (p < 0.001). Listening to voices produced greater activation in blind participants over an expanse of occipital temporal cortex. B) Main
effect of Stimulus-Type (p < 0.001). Vocalisation produced stronger activation in the Sylvian fissure while verbalisations produced stronger effects along the superior temporal and fusiform
gyri. C) Interaction of Group and Stimulus-Type at the group level (i - left) note the overlap with classical face-selective regions characterized from an independent localiser (i - middle) (for
both figures y ¼ �43, p < 0.001). Signal plots of Group and Stimulus-Type, effects extracted from ROIs derived from the independent face localiser, show the direction of the interaction (I
– right; error bares depict between subject SEM). ii) Interaction for single subjects- 7 blind and 15 sighted (blind: p < 0.005; sighted p < 0.05). See Table 2 for cluster extents and
peak locations.
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Task were examined in ROIs centred at the six peak locations for the main
effect of group in the left and right pSTS, left and right fusiform gyrus, the
cuneus, and right STG (Table 4 and Fig. 3). By using this orthogonal
contrast, the main effect of Group permitted us to identify ROIs for
subsequent analysis of Task and Group x Task effects in a statistically
130
unbiased manner despite the unequal group size (see Methods). Because
the same stimuli were used for both tasks and for both groups, the main
effect of Task and the interaction of Task by Group are orthogonal to
possible confounding effects of variations in the low-level properties of
the auditory stimuli (length and actor. In the left pSTS, the Group � Task



Table 2
Significance, extent and location of univariate analysis of the main effects and interaction of Group and Stimulus-Type. All clusters larger than 50 voxels are shown for main effects. No
significant effects were seen outside statistical masks used in the interactions.

Region Cluster p(corrected) extent (vox.) Peak t-Value x y z

Main effect of Group parietal/visual cortex <0.001 6257 8.8 �15 �91 22
rSTG 0.022 124 5.6 66 �19 16

Main effect of Stimulus type
Verbal > Vocal lMTG <0.001 792 10.3 57 �10 �20

rMTG <0.001 866 9.0 �57 2 �20
lpSTS 0.106 75 5.7 �60 �58 13
rFFA 0.020 127 5.7 39 �46 �20
lFFA 0.144 66 4.2 �39 �43 �23

Vocal > Verbal l Heschl's <0.001 1208 16.7 �39 �28 10
r Heschl's <0.001 1335 15.0 54 �22 7

Interaction Group x Stimulus Type
(masked by Verbal > Vocal) lFFA 0.004 88 6.4 45 �40 �20

rFFA 0.011 60 4.2 �42 �40 �20
rpSTS 0.175 4 3.6 57 �46 �2

(masked by face-localiser) lFFA 0.002 81 6.4 45 �40 �20
rFFA 0.012 33 4.2 �42 �40 �20
rpSTS 0.025 19 4.1 60 �43 7

Fig. 2. Searchlight Analysis of overall decoding-accuracy of emotions (A) and identities (B). Shown is the main effect of decoding-accuracy across all levels of the Group by Task by
Stimulus-Type GLM versus the chance accuracy baseline. Information about conveyed emotion is present across the extensive section of primary and secondary auditory cortices as well as
face regions of the sensory motor cortex and medial prefrontal structures. It was possible to decode actor-identity in a less extensive subsection of auditory cortices as well as the right
hippocampus. See Table 3 for cluster extents and peak locations.

Table 3
Significance, extent and location of cortical areas in which overall decoding of Emotion and
Identity were significant (collapsed across factors Group, Task and Stimulus-Type).

Regiona Cluster p(corrected) extent (vox.) Peak t-value x y z

Emotion lPT <0.001 4320 13.5 60 �19 1
rPT <0.001 3940 13.2 �48 �13 �5
rSMC <0.001 289 5.9 48 �4 49
lSMC <0.001 355 5.6 �45 2 58
medial PFC <0.002 135 4.4 6 29 52
SMA <0.010 93 4.2 12 5 70

Identity lPT <0.001 1742 9.3 �54 �19 �2
rPT <0.001 2324 8.5 51 �16 10
rHipp <0.004 105 4.5 12 �7 �23

a Abbreviations: ‘l’, left; ‘r’, right PT: planum temporale; SMC: sensorimotor cortex; SMA:
supplementary motor area; PFC: prefrontal cortex; Hipp: hippocampus.
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interaction was significant (p ¼ 0.029): the emotion task (compared to
the identity task) yielded higher decoding accuracies of emotional
expression in blind (p ¼ 0.002) but not sighted participants (p ¼ 0.37).
The representation of emotion in the right pSTS was also strengthened by
Task (main effect p < 0.001) but, unlike the left pSTS, this did not differ
between groups (Group � Task interaction: p ¼ 0.40) with both blind
(p ¼ 0.023) and sighted (p < 0.001) showing a modulation by Task. Task
had a moderate effect on decoding accuracy in the left (p ¼ 0.048) but
not right fusiform gyrus (p ¼ 0.28).

Additionally, the cuneus showed strong modulation by Task in blind
(p < 0.001) but not sighted participants (p ¼ 0.64; Group � Task inter-
action: p ¼ 0.001). Activation in the right auditory cortex was not
131
modulated by Task for either Group (p-values>0.45).

3.3.2. Identity
The contrast blind > sighted revealed two brain regions that have

higher accuracies for decoding identity in the blind, namely the left su-
perior temporal gyrus (STG) and right Heschl's gyrus, regions that are
associated with the auditory processing of language (Table 5). Neither of
these regions was modulated by Task (p < 0.5).

No regions showed significantly greater decoding accuracy for iden-
tity in sighted as compared to blind participants.

4. Discussion

We investigated the reorganization of the visual face-processing sys-
tem in the absence of visual experience with faces in the congeni-
tally blind.

We found plastic changes related to perception of information in
voices that is relevant for understanding others in regions that corre-
spond to the core face-processing system in the sighted. Blind subjects
exhibit enhanced selectivity for verbal stimuli compared to non-linguistic
vocalizations in regions corresponding to the bilateral FFA and right
pSTS. Multivariate decoding analyses showed accuracies for decoding
emotion were higher for the blind in bilateral pSTS and bilateral areas of
the lateral fusiform gyrus near the FFA. Accuracies for decoding emotion
were also higher in the blind in right auditory cortex, and accuracies for
decoding identity were higher in right and left auditory cortex, sug-
gesting intramodal plasticity consistent with the well-documented within
sensory alterations in the blind (Noppeney, 2007).



Fig. 3. Brain maps: Searchlight results for the contrast Blind > Sighted for emotion decoding accuracy. Plots: Decoding accuracy (above chance) for the ROI analysis of Task and Task by
Group interaction (error bars: SEM). Note: Direct comparisons between the two groups are not valid in this situation due to the ROI selection procedure. Only the effects of Task and the
Task by Group interaction are statistically unbaised. See Table 4 for cluster extents and peak locations.

Table 4
Significance, extent and location of the main effect of Group for emotion decoding (see
Fig. 3).

Regiona Cluster p(corrected) extent (vox.) Peak t-value MNI

x y z

Cluster 1 lpSTS <0.001 503 7.74 �66 �52 7
lpFG 4.15 �45 �52 �11

Cluster 2 rpSTS <0.001 287 5.58 54 �64 4
rpFG 4.62 45 �55 �14

Cluster 3 Cuneus 0.002 116 5.49 �3 �76 22
Cluster 4 rSTG 0.002 118 4.48 66 �25 13

a Abbreviations: ‘l’, left; ‘r’, right; ‘a’, anterior; ‘p’, posterior. STS: superior temporal
gyrus; FG: fusiform gyrus; STG: superior temporal gyrus.
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Overall stronger responses to auditory stimuli with higher informa-
tion content in the blind as compared to sighted subjects are not sur-
prising since the blind rely mainly on sounds to obtain information that
the sighted can obtain through vision. However, the enhancement of
person-related information content in parts of the neural system for
representation of others reveals a reorganization of components that are
dedicated to processing visual stimuli in sighted subjects.
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4.1. Plastic reorganization within the face-processing system

In our study, of the extensive occipito-parietal regions showing non-
specific plasticity in the blind brain (Fig. 1A), a small section respon-
ded selectively to verbal information (Fig. 1C), and overlapped with the
core-face network. The enhanced univariate response to verbal stimuli in
the FFA was highly reliable in the blind, being present in 6 of the 7 in-
dividuals studied.

Unlike other regions of the ventral stream, the FFA only exhibits a
category selective response during the presentation of images, unless
explicit visual imagery tasks are performed (Epstein et al., 2007; Fairhall
and Caramazza, 2013; Fairhall et al., 2014; Noppeney et al., 2006).
Moreover, previous studies demonstrating the preservation of categorical
organization in object-sensitive visual cortices of the congenitally blind
have not found selective activation of this region (He et al., 2013; e.g.
Mahon et al., 2009; Peelen et al., 2013; Bi et al., 2016). In individuals
who were congenitally blind due to dense cataracts but had their site
restored, the face-selectivity of responses in the FFA and the face-
specificity of the N170 are reduced (Grady et al., 2014; R€oder et al.,
2013), suggesting an early critical period during which visual experience
with faces is necessary to develop face-selectivity in the core system.
Here we observe that spoken sentences stimulate this brain region in the



Fig. 4. Superimposted locations of ventral stream effects reported in this study. Outlines
depict cluster boundaries (p < 0.001) for the verbal/vocal by group interaction (green),
independent face localiser (blue), group effect of emotion (blind > sighted, pink). Addi-
tionally, a location for the VWFA is indicated from reference (taken from Rauschecker
et al., 2012).

Table 5
Significance, extent and location of the main effect of Group for identity decoding accuracy.

Cluster
p(corrected)

extent (vox.) Peak max T value MNI

x y z

Identity lSTG <0.001 404 5.52 �63 �13 �11
rHeschl 0.006 91 4.99 51 �13 10
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blind. Natural spoken language is rich in information about others. To a
greater extent than vocalisations, natural spoken language conveys cues
highly relevant for social interaction, in addition to semantic and lin-
guistic information.

This fact may be interpreted in ways that are not mutually exclusive.
The enhanced response in the blind may reflect the plastic reorganization
of the system for perception of others or be more restricted to reorgani-
zation of these areas for representation of language. The lateral fusiform
cortex in the blind may respond more specifically to linguistic (or se-
mantic) features. Bedny et al. (2011) found that a left fusiform area
responded selectively to coherent sentences in a working memory task,
but this area was 3 cm more posterior than the area that responded
selectively to emotional content in voices in the current study. In the
sighted brain there is a dynamic relationship between the letter-string
selective left visual word form area (VWFA; McCandliss et al., 2003)
and the FFA. In literate, but not illiterate populations, reading competes
with face recognition during development, shifting the locus of the left
FFA and enhancing the laterality of the FFA to the right (Dehaene et al.,
2010; see Dehaene et al., 2015 for a review; Dundas et al., 2013;
Ossowski and Behrmann, 2015; Behrmann and Plaut, 2015). Here we
provide the counterpoint to the development of face processing in the
absence of literacy, showing that in the absence of experience with faces,
spoken language functions may encroach upon face-selective regions.
The ventral temporal areas that show an effect of verbal versus vocal
content and greater decoding of emotion in the congenitally blind are
close to the location of the VWFA. This finding is particularly striking as,
while Braille and auditory sensory-substitution device reading (Reich
et al., 2011; Striem-Amit et al., 2012) share some of the demands of vi-
sual reading, verbal language has none of these properties. The reorga-
nization of the FFA for spoken language processing suggests that the
lateral fusiform gyrus possesses properties that predispose it for language
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related cognition, independently of the orthographic demands of
reading. It is notable that selective activation of the FFA is not observed
in the blind when syntactically rich sentences are compared to less
linguistically rich control stimuli (Bedny et al., 2011) or when theory of
mind stories are compared to non-social controls (Bedny et al., 2009). By
contrast, we find activation in the FFA and pSTS to spoken sentences that
convey emotional content. Our findings suggest that in the absence of
visual experience core face regions may assume a role in aspects of voice
perception that are relevant to social cognition and perception of
others' emotions.

Verbalisations also produced a greater activation than vocalisations
in a second region of the core face-processing network, the pSTS. This
region is activated both by speech and faces in the sighted, and has been
shown to respond to a wide variety of person-related cognition inde-
pendent of input modality (Fairhall and Caramazza, 2013; Peelen et al.,
2010; Saxe and Kanwisher, 2003). The activation of the pSTS, along with
the FFA, supports our hypothesis that these regions have a more general
function in the perception of socially relevant stimuli, which is not bound
to visual experience.

The emotion conveyed by voices could be decoded from activity in
the bilateral FFA and pSTS with greater accuracy in the blind than in the
sighted. Different emotions conveyed by facial expressions can be
decoded from patterns of activity in the pSTS (Said et al., 2010) and this
extends to supramodal representations of conveyed emotion that
converge across facial expression, body movements, and vocal intonation
(Peelen et al., 2010). In the blind, the absence of visual input and visual
experience with faces appears to enhance the role of the pSTS in repre-
senting vocally-conveyed social information. In the sighted, decoding
was also above chance in left pSTS, consistent with Peelen et al. (2010),
but insensitive to attention to emotion. In the right pSTS, conveyed
emotion was only represented in the sighted if it was task-relevant (see
Fig. 3). In the blind, the overall strength of the representation emotion
was higher, and this was modulated by task relevance in both hemi-
spheres. This underscores the importance of this region in the supra-
modal representation of emotion and indicates that the development of
this specialisation is not contingent on experience with faces.

4.2. Preservation of function outside the face processing system

We also observed representations of distinctions among emotions and
identities common to both blind and sighted participants. Because we
used naturalistic stimuli, decoding of identity and emotion in primary
auditory cortex as well as voice-sensitive auditory cortices, such as the
planum temporale and STG, may be due to differences in the low-level
acoustic features (see Belin et al., 2004 for a review; see also For-
misano et al., 2008). Our results are consistent with an ROI MVPA study
in sighted individuals, which found the most informative voxels for
emotion expression span both primary auditory and voice-sensitive
cortices (Ethofer et al., 2009).

In addition, we found representations of distinctions among emotions
and identities in non-auditory cortices. While the influence of low-level
acoustic properties on these regions cannot be fully discounted, their
anatomical locationmakes this less likely. The presence of these effects in
the blind is informative as it demonstrates non-dependence on visual
experience. Information about emotional expression was present for both
groups in bilateral patches of the precentral gyrus in the face area of the
motor strip and in the bilateral frontal operculum. Sensory-motor face
representations are active both during the production and perception of
facial expressions (Adolphs, 2010; Hennenlotter et al., 2005) and
disruption of the face region of the somatosensory strip with transcranial
magnetic stimulation impairs the recognition of facial expression in
sighted individuals (Pitcher et al., 2008). The frontal operculum is acti-
vated by both the perception and execution of facial expressions
(Montgomery and Haxby, 2008; Montgomery et al., 2009). The present
results show that the representation of information about emotional
states in these regions is supramodal encompassing information
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conveyed by voices as well as by facial expression. Moreover, these re-
sults suggest that the role of facial sensorimotor and frontal opercular
cortices in representing the emotion of others develops even in those who
have never seen a facial expression and cannot be explained by vi-
sual mimicry.

We also observed accurate decoding of actor identity in the right
hippocampus. This was the only region to show significant decoding
accuracy for identity but not for emotion. Two recent studies investigated
voice identity priming in congenitally (Holig et al., 2014b) and late
(Holig et al., 2014a) blind subjects. Stimuli were disyllabic pseudowords.
At uncorrected statistical levels, identity-related priming was seen in a
number of regions, including a small volume in the fusiform gyrus,
anterior to the FFA, but no effect in the pSTS. We do not observe an effect
for identity decoding in this area (p < 0.05, uncorrected), rather our
results emphasise the role of the hippocampus. The hippocampus con-
tains neurons that respond to specific people over a wide range of views
and settings (Quiroga et al., 2005) andmultivariate analyses has revealed
representations of face identity that are tolerant to varying view points
(Anzellotti et al., 2014). This result indicates that the representation of
identity in this region may be multimodal – representing identity derived
from both faces and voices – and is not dependent on vision or face
perception.

No effects of identity were seen within the core-system for face
perception in blind participants. Kilgour and colleagues (2005) reported
activation of the fusiform gyrus in sighted subjects haptic face percep-
tion, but others have not (Pietrini et al., 2004), nor has this effect been
reported in the blind (Kitada et al., 2013). As the identities we used were
not familiar to the subject, the possibility that this effect depends on the
familiarity cannot be ruled out. Von Kriegstein and colleagues (2005)
have reported that the fusiform gyrus, amongst other areas, shows an
increased response in the sighted when listening to spoken sentences
produced by personally familiar people. In both studies (Kilgour et al.,
2005; von Kriegstein et al., 2005) the activation of the fusiform cortex
could reflect face imagery in sighted subjects.

In sum, our results support the general hypothesis that the principles
that guide the development of the functional organization of the core
face-processing network may not be restricted to visual perception of a
particular class of stimuli but, rather, is based on a broader domain for
the social perception of others and can be redirected to voice perception
in the absence of visual experience.
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