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Abstract

In the last ten years, knowledge management (KM) has
1)ecome a new fashioned managerial practice. Though
KM theories seem to benefit from a "contamination"
with cognitive and social sciences, which emphasize
a subjective, contextual, and distributed approach
to knowledge representation and integration, current
technologies support what we may call a "god’s eye"
paradigm, ill which knowledge is viewed as an objec-
tive resource. In this paper we discuss artificial intel-
ligence theories and technologies that can support a
shift to a new paradigm, called the "distributed intel-
ligence" paradigm, in designing KM systems. Using
the cvolution of KM systems within Arthur Andersen
Consulting as a motivating case study, we propose the
fi’amework of MultiContext Systems as a specification
language for distributed intelligence KM systems, and
sketch an agent-based architecture as an example of a
KM system which embodies the assumptions of the dis-
tributed intelligence paradigm.

Introduction
In the last ten yem’s, knowledge management (KM) has
become a new fashioned managerial practice. Under
this name., managers foresee the opportunity to con-
trol the processes of producing, distributing and using
a "no, w" valuable resource: knowledge (Drucker 1994).
This complex matter cannot be reduced to the tradi-
tional concepts of land, labor and financial. As a mat-
ter of fact, we need a "contamination" process between
managerial practices and theoretical disciplines that are
historically devoted to the study of knowledge and cog-
nition, such as philosophy, artificial intelligence (AI),
social sciences, psychology.

From a managerial point of view, this process of con-
tamination is not linear, and somehow contradictory.
On the one hand, cognitive and social disciplines in-
creasingly regard subjectivity, contextuality and distri-
bution as intrinsic features of knowledge. On the other
hand, following a traditional approach to organizational
life, current KM systems seem to implicitly rely on an
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objective view of knowledge. In this situation, man-
agers are facing the substantial failure of KM systems
and have the intuition that this failure is somehow re-
lated to inadequate assumptions about the nature of
knowledge (see e.g. (Nonaka & Takuechi 1995)). 
ever, though managers are attracted by the emerging
approaches to knowledge, they are unable to accept tile
underlying paradigmatic shift. The result is a situa-
tion where KM systems are nominally consistent with
emerging issues on the nature of knowledge, but are still
substantially based on traditional assumptions.

Current KM systems are inspired to a traditional
paradigm in organizational life based on tile idea that
the purpose of a KM system is to represent and organize
knowledge into a single, shared, and coherent, struc-
ture (e.g. a taxonomy, an ontology), independently 
when, how, where, and why it was originally produced.
We call this paradigm, that descends from a traditional
approach to cognition in social systems, the "god’s
eye" paradigm (GEP). The emergent paradigm in KM,
which we call the "distributed intelligence" paradigm
(DIP), is based on the idea that knowledge is always
and irreducibly distributed into multiple contexts of
knowledge production (individuals, groups, tim~: pe-
riods and spatial locations, and so on), and therefore
cannot in general be straightforwardly organized into a
single, shared and coherent structure. This dichotomy
between paradigms cannot be discharged as a purely
philosophical issue. Adopting one view or the other in-
evitably leads to completely different conceptual and
architectural choices in designing a technology enabled
environment for KM, and these choices can be the rea-
son for the success or the failure of a KM system. In
this paper we discuss artificial intelligence (AI) theo-
ries and technologies that can support a shift, froln the
GEP to the DIP in designing KM systems. We first
discuss the basic assumptions of the GEP and the DIP
using the evolution of KM systems within Arthur An-
dersen Consulting as our case study. Then we propose
the framework of MultiContext Systems as a specitlca-
tion language for distributed intelligence KM systems,
and sketch an agent-based architecture as an examp]e of
DIP based KM system for representing and integrating
knowledge.
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The evolution of the KM in AA
Arth, ur Andersen Consulting (AA) is a global consulting
firm organized in four main divisions that offer tax and
legal, business consulting, financial and auditing ser-
vices to medium and large size target clients. This ser-
vices are provided by nearly 120.000 professional con-
sultants that operate across 74 countries, and are orga-
nized in a complex matrix given by the intersection of
several target industries (e.g. telecommunications, au-
tomotive) and service categories. Country specificity,
industries and service categories are the basis of a work
content that completely relies on the use of knowledge
as the primary resource of value. That is to say, a con-
sultant’s work is primarily given by the ability to apply
business knowledge to solve a client’s business issues or
problems. AA consultants are thus facing a particularly
and increasingly complex, dynamic and differentiated
environment. As a result, knowledge used by consul-
tants becomes increasingly complex, dynamic and dif-
fexcntiated to effectively respond to emerging business
needs.

The information and communication technology
(ICT) revolution and the related explosion of business
comt)lexity has influenced the knowledge needs of con-
sultancy an(l, as a consequence, the nature of a con-
sultant’s work. The revolution raised new issues and
questions:
¯ the necessity of continuously revise and renew knowl-

edge raised the issue of managing knowledge;
¯ the ability of consultants to effectively understand

their business environments through their daily work
showe(l consultants and their work as a primary
source of knowledge;

¯ the iml)ossibility for" a consultancy entity (an office,
a team, an individual and so on) to retain enough
knowledge to deal with environmental complexity
posed the issue of making organizational knowledge
(the knowledge produced in the overall organization)
available to each consultant.
The ot)t)ortunity of ICT to store and communicate

information at a low cost represented the natural path
to solve this knowledge managing issues. AA gave dif-
ferent con(:rete answers in terms of managing knowl-
edge within a technology enabled environment. Briefly
we describe some main approaches, which we interpret
fl’om an evolutionary perspective.

In a first aI)t)roach, named the Knowledge Base (KB)
approach, knowledge is seen as a set of formal rep-
resentatiolls of given knowledge domains. The latter
are given by industries and service categories while the
former by doculnents such as methodologies, present, a-
tions, articles and engagements descriptions. Knowl-
edge is collected through a centralized process of gath-
ering, organizing and formalizing context specific ex-
t)erienccs that through generalization can be used in
other (:ontexts. Formal repositories of knowledge are
called Knowledge Bases, initially distributed to consul-

tants on a CD support and later made directly acces-
sible through a corporate Intranet. Specialized organi-
zational entities played the role of knowledge produc-
ers, while consultants played the role of knowledge con-
sumers.

A second approach, the AAOnLine approach, arose
from some serious limitations displayed by the KB ap-
proach. On the one hand, the attempt to produce
generally valid "knowledge packages" generated over-
simplified contents that were practically useless, except
as high level descriptions of consultants’ knowledge do-
mains. From this point of view, knowledge consumers
didn’t consume centrally packaged knowledge. On the
other hand, it became evident how consultants’ daily
experiences and tacit knowledges weren’t completely
packageable. Rather then collecting and formalizing
these experiences, AA decided to make them accessi-
ble at a source level. The basic idea was to give con-
sultants a global discussion forum were each consultant
could discuss, ask and give information about any topic
related to work. This global forum, named AAOnLine,
was organized in communities of interest, each com-
munity being a virtual space where consultants with a
common interest could collaborate and share their in-
dividual knowledge. Each community was organized by
a Knowledge Manager who had the role of supporting
and enabling the interaction within the community.

However, the AAOnLine approach displayed some
limitations as well. After a first period of enthusiasm,
the number of participants and contributions begun to
decrease. This reduced the quality of available contents,
which in turn discouraged participation and contribu-
tion. A possible explanation of this partial faihue is
that AAOnLine was a virtual space where people who
speak different languages (not just intended as country
specific) could met without having enough technological
and conceptual tools to understand each other. Context
specificity, in the terms of linguistic and semantic differ’-
entiation, was represented by the specificity of individ-
ual contributions, each contribution being characterized
by a particular use of language. Nonetheless, this diver-
sity remained implicit and unexpressed, so that acccs-
sibility to individuals contributions didn’t correspond to
accessibility to individuals’ interpretive perspectives. In
other words, within AAOnLine consultants wcrc asked
to read other consultants’ contributions without having
the "linguistic key" to interpret the intended meaning
of used terms. Within a physical environment, this op-
portunity is ensured by the dialectic process of meaning
negotiation that is hardly reproducible within an a,’;yn-
chronous communication environment like AAOnLine.
As a result AAOnLine, rather then solving the prob-
lem of linguistic and semantic heterogeneity, became
the expression of its apparent irreducibility.

The KB approach made evident the need to consider
knowledge as a tangible resource, organized and repre-
sented in a way that fosters its accessibility and, as a
consequence, the value of its replication. The limit was
an oversimplified view of the process of knowledge pro-
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duction that underestimates or perhaps ignores - the
problem of context specificity. On the other hand, the
AAOnLine approach made manifest the need to con-
sider contexts as a constitutive dimension of knowledge
rather then a "noise" that interferes and negatively in-
fluences knowledge production. The limit was the lack
of both technological and conceptual tools to sustain
meaning negotiation and knowledge exchange by mak-
ing contexts accessible through an appropriate repre-
sentation and interaction process. As a result AAOn-
Line recognized tile value of contexts without provid-
ing tools to transform this potential in actual value.
We may say that the KB approach focused on knowl-
edge as a product without considering the nature of
its generative process, while the AAOnLine approach
focused on tile constitutive elements of knowledge pro-
duction without providing enough tools to configure it
as a reusable product.

The need to consider knowledge both as a product
characterized by accessibility and replication and as a
process characterized by context specificity and mean-
ing negotiation is the current process of AA knowledge
systems. Nonetheless, although the issue has now been
made explicit, tile solution is still to be found. Cur-
rently, AA is experimenting a "third way" that tries
to merge the two issues, called the KnowledgeSpace ap-
proach,. KnowledgeSpace is a corporate Intranet that is
characterized by the following features:

¯ both KBs and communities are integral part of the
system. KnowledgeSpace is a virtual space organized
in interest communites, each community being a com-
plex st)ace of knowledge repositories, interaction ar-
ea.s, roles and processes to ensure the vitality of the
community;

¯ KBs tend to become the expression of each commu-
nity. That is to say, each consultants community
is somehow related to a KB that is intended as the
%angil)le" and "accessible" expression of a commu-
nity knowledge and context. A community knowl-
edge repository tends to become the outcome of a
community contribution process;

¯ colnnmnities are experimenting tools that enable
them to exploit their knowledge within their contexts.
At the Inoment, these tools are given by structured
contribution processes, increasingly complex naviga-
tion knowledge maps, and categorization structures.
Knowledge Managers play the role of keeping the
comnmnity knowledge and context accessible and un-
del’stmldal)le to visitors belonging to other commu-
nities.

AA is our case study in the development of an inno-
vative KM system. The paper focuses on new concep-
tual and technological tools that can support knowledge
representation within a community and knowledge in-
tegration, through meaning negotiation across different
communities.

The "god’s eye" paradigm
The paradigm of knowledge representation and integra-
tion that inspired the KB approach - and perhaps is
still dominant in most KM systems - is based on the.
following general assumptions:
1. knowledge is independent from any subjective ele-

ment, and thus the process of knowledge production
is independent from the identity of the knower. Tile
same knowledge could be produced by one person or
more, in different groups, in different places, and so
on;

2. knowledge can be represented in systems of general
and abstract propositions, organized in a single, co-
herent, and sharable structure;

3. linguistic heterogeneity and semantic differentiation,
which derive from context and specificity, are seen
as limitations to the potential value of knowledge,
and therefore must be wiped out through a process
of homogenization (abstraction, generalization, ... ).
This leads to a fundamental consequence in terms of

how a knowledge system is to be organized, namely the
possibility to use economies of scale in the process of
knowledge production. Sub-consequences are: tile op-
portunity to centralize knowledge production processes
in order to minimize unitary costs; the opportunity to
specialize people in the knowledge production process
in order to gain efficiency; the opportunity to maxi-
mize the value of knowledge by replication and use in
any context.

Concepts such as sociality and identity, though
widely used in KM, are considered as human needs that
are to be satisfied without interfering with the pure pro-
cess of cognition. It is recognized that knowledge is
often embedded into a context (tacit and implicit are
terms fl’equently used (Polany 1966)). But its exploita-
tion requires a sort of pre-processing, that is to say
generalizing what is specific and abstracting away what
is contextual. The result of this pre-processing should
be a corpus of knowledge that can be shared within
an organization. In conclusion, knowledge is related to
the concept of "absolute truth", learning to the passive
process of acquiring what is already given, and inquir-
ing to the attempt to see "the true reality" through
the "god’s eye". That’s why we call this paradigm, the
"god’s eyes" paradigm (GEP). Here we present some el-
ements that characterize a KM system consistent with
the GEP:
¯ knowledge is stored in Knowledge Bases, repositc.ries

of formal representations about knowledge domains;
¯ knowledge is represented with a language that tends

to be context indipendent: there is a univocal relar, ion
between meanings, words, and objects;

¯ knowledge is produced by team of experts deductively
(by articulating methodologies from theories) and in-
ductively (by extracting best practices from experi-
ences);
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¯ learning occurs when new truths are discovered
(inethodologies and practices) and acquired through
use and study by knowledge consumers.

A critique of the GEP
The GEP has some obvious advantages, as it promises
of eliminating from the outset problems such as concep-
tual or semantic heterogeneity between different repre-
sentations. However, our intuition is that the GEP sim-
ply begs the question of knowledge integration, without
timing the real complexity of the problem. Indeed, it
does not address a number of crucial issues, such as the
following:

¯ first of all, it underestimates the complexity of knowl-
edge within a big organization. Designing a single
structure (e.g. a taxonomy, an ontology) where every
piece of knowledge produced within an organization
can be coherently placed is very hard work, and it
is not obvious at all that it is feasible in practice,
when the approach is scaled up to large and complex
organizations (such as AA);

¯ second, the GEP is not elaboration tolerant, namely
it is not adequate to cope with highly dynamic en-
viromnents. Small changes in the organization may
require a very coinplex revision or even a complete
re-design of the entire knowledge structure, and this
is not desirable;

¯ third, it overrides the categories, concepts, terms that
a professional group uses in its everyday activity.
This couhl be a reason for a sub-optimal usage of
the system, or even a complete failure;

¯ finally, perhaps the most serious issue is the assump-
tion that knowledge representation can be completely
de-contextualized by mapping local (idiosyncratic)
conceptual schemas into a general (shared) concep-
tual schema.

The fact that knowledge (and its representation)
is irreducibly contextual has been advocated by sev-
eral h:ading resem’chers both in AI (McCarthy 1993;
Lenat & Guha 1990; Guha 1991; Giunchiglia 1993) and
in other knowledge related disciplines (Fauconnier 1985;
Dinslnore 1991; Perry 1998) (see (Bouquet et al. 1999)
for an interdisciplinary collection of papers on this
topic). The coinmon intuition is that the content of
any linguistic representation depends on a collection of
assumptions, on the tmrpose for which it was produced,
on the intentions of an agent, and so on (a similar ar-
gument can be made for non linguistic representations,
but here we are not concerned with this aspect of the
problenl). Whatever the right explanation for this ir-
redieibility (the non existence of a so called reality, its
inaccessibility through our perception, of its complexity
as a constraint to understanding), the immediate con-
sequence is the impossibility to establish a non ambigu-
ous relation between words, meanings and objects. The
meaning of a word is not always self evident. Thus it

is perfectly conceivable (and we see it happen in every-
day life) that speakers who share the "same" language
do not necessarily share its semantics, and so associate
different content to the same word.

This is what happened within the AAOnLine ap-
proach. Different professional communities produce
(and represent) knowledge autonomously, use idiosyn-
cratic lexicons, different concepts and implicit t, ax-
enemies. Managing knowledge is not just a matter of
creating a shared repository, or having a team of Knowl-
edge Managers that impose on it a general structure.
We need new concepts that allow us to deal with con-
ceptual and semantic heterogeneity. In short, we need
a different paradigm.

The "distributed intelligence" paradigm
The paradigm we sketch in this section aims at over-
coming some of the drawbacks of the GEP. It is in-
spired to recent work in distributed AI, and its basic
assumptions can be summarized as tbllows:
¯ knowledge is context dependent, and its representa-

tion depends on contextual factors such as purpose,
background assumptions, available resources, and so
on;

¯ linguistic heterogeneity and semantic differentiation
are not accidents that must be eliminated, but essen-
tial properties of knowledge that must be dealt with
in the process of knowledge integration.
The basic intuition is that locally produced knowl-

edge cannot be represented by mapping it onto a uni-
versal structure, because we cannot assume that this
structure is shared and understood in the same wa), by
different knowers (or groups of knowers). This does not
mean, however, that, knowledge cannot be integrated.
Only, a different mechanism should be used. If there is
no single, objective perspective from which knowle.dge
can be represented, knowledge integration can only be
the result of a process of meaning negotiation between
autonomous entities. Integrating knowledge is thereIbre
a mechanism of social agreement. As a consequence,
knowing appears as the intersubjective process of ne-
gotiating relations between symbols, and knowledge as
the system of negotiated symbols and meanings at a
given time and place. Given this general assumptions,
knowledge becomes intrinsically social, as it cannot be
separated from the social agreement that sustains its
constitutive elements.

Many are the consequences of these assumptions. We
will emphasize only those that are relevant for our pur-
poses.
¯ First, since knowledge "exists" in the context of a ne-

gotiation process, knowledge has no existence when
considered apart from its context. That is to say, con-
textual elements become constitutive of knowledge
itself. As a consequence, any knowledge, when in-
tended as a system of negotiated meanings and sym-
bols, is to be considered as a two face entity of sym-
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bolic and mental representation within an interpre-
tiw, context.

¯ Second, it is possible to imagine as many "knowledge
sets" about the same domain as the possible interpre-
tive contexts through which this domain is readable.
As a consequence, tile abstract concept of knowledge
can concretely be viewed as a system of possible local
knowledge sets.

¯ Third, learning appears, on the one hand, as the so-
cial process of generating, criticizing and reviewing
interpretive contexts and, on the other hand, as the
process of generating propositions within interpretive
contexts. The problem of knowledge transfer and ex-
change involves the transfer and the accessibility of
both symbolic propositions, and interpretive contexts
through which symbols are able to gain a particular
meaning.

¯ Fourth, diversity, redundancy and heterogeneity are
seen as intrinsic qualities of a knowledge system. Ba-
sically, the many to many relationship that links a
symbolic to a meaning system is the direct outcome
of the many possible ways to read and represent the
same domain. That is to say, a given symbolic system
is able to represent as many thought worlds as the
possible social perspectives through which a world
can be red.

¯ Fifth, for our purpose, a context is an unspecified
expression of social subjectivity. In other words,
whether we assume a context to be a collective iden-
tity, a sociM paradigm, a task oriented use of a world
or a lnental model, the flmdamental consequences of
our description remain unchanged.
Within this framework, a KM system, viewed in its

cognitive aspects, appears as a "distributed intelligence
system", aud the emerging paradigm becomes a dis-
trilmted intelligence paradigm (DIP). With this term
we refer to a system where knowledge is distributed
between social actors, each social actor being involved
in tile process of constituting knowledge by considering
knowledge domains through negotiated and subjective
interpretive I)ersl)ectives.

The develop,nent of KM systems based on the DIP
poses a great variety of challenges for researchers and
practitioners. First of all, we need to take into ac-
count the social aspects of cognition and investigate
how knowledge is generated and represented through
social structures, processes and roles. In particular,
assuming the comumnity as a lens to read organiza-
tions as social learning systems, a distributed intelli-
gence system appears as a constellation of communities,
each conmmnity being a social context and an inter-
pretivc perspective (Orr 1990; Brown & Duguid 1991;
Wenger 1998).

From a cognitive point of view, a second challenge is
explaining how groups of individuals can communicate
without sharing the interpretive contexts. In particu-
lar, a.ssuming mapping processes as a mean to meaning

making, a distributed intelligence system appears as a
constellation of interpretive maps and of mapping pro-
cesses between different individuals and communities.

Third, from a technological point of view, the rep-
resentation of interpretive context and the analysis of
meaning negotiation processes can be a valid basis; for
research in the intelligent agents field. In particular, a
distributed intelligence system within a technology en-
abled communication environment can benefit of tech-
nological agents able to "socially negotiate" informat, ion
under the light of locally and contextually repres;ented
"knowledge".

In this paper we do not address the first issue, as
we are not personally involved in that research area
(though we should mention the fact that the study of
social aspects of cognition is part of the project within
which the research presented in this paper was devel-
oped). Instead, we concentrate on the description of
a formal framework for context-based knowledge rep-
resentation, and sketch a high-level architecture of a
multi-agent system for implementing a distributed in-
telligence KM system.

MCS for knowledge representation and
integration

In this section, we show how to use MultiContext Sys-
tems (MCS) as a formal framework in which knowledge
representation and integration in a distributed intelli-
gence system can be specified. MCS were introduced
in (Giunchiglia 1993). Their semantic counterpait, Lo-
cal Models Semantics, was presented in (Giunchiglia
Ghidini 1998). A foundational account of MCS can
be found in (Benerecetti, Bouquet, & Ghidini 2000).
MCS have also been used as a specification language
for multi-agent systems (Sabater ct al. 1999).

MCS can be described as a logic of relationships be-
tween local, independent representations. The log!c is
based on two very general principles (Giunchiglia 
Ghidini 1998). The first, named principle of locality,
says that reasoning is intrinsically local, namely hap-
pen within a given context. The second, named prin-
ciple of compatibility, says that reasoning in a con;ext
is partly constrained by its relationship with reasoning
processes that happen in other contexts. These prin-
ciples are given both a proof and a model theoretical
formalization.
Locality. Proof theoretically, each context is associated
with a logical theory, finitely presented as an axiomatic
formal system (L, gt, A) (where L is a formal language,
Ft is a set of axioms, and A is a correct and complete
set of inference rules defined over L). Notationally. we
write ci : ¯ to express the (metalinguistic) fact that
,I, is a formula of the context ci (i.e. ¯ ELi). Model
theoretically, each context ci is characterized as a set of
models (called local models) of the language L,i (for tile
moment, we require that, these models satisfy at least
the theorems of the theory associated with ci).
Compatibility. Proof theoretically, compatibility is
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formalized as a collection of bridge rules, namely in-
ference rules whose premisses and conclusion belong to
different contexts, for example:

ci : ~I’
Cj : ~2

where cj ~ ci. Model theoretically, this correspond to
impose a compatibility relation R over sets of local mod-
els of ci and cj (if Mi and Mj are the set of all local
models of ci and cj respectively, then R C 2Mix 2Mj).
The bridge rule above would correspond to the follow-
ing relation: a set of local models of ci that satisfies the
formula ¯ is compatible only with those sets of local
models of cy that satisify the formula ¯ (where satis-
fiability is local satisfiability in the theories associated
with the two contexts).

The proof theoretical effect of the principle of com-
patibility is that it increases the set of theorems which
arc locally derivable in a context (with respect to the
theorems that can be derived in the associated theory
taken in isolation). The model-theoretical effect of the
principle of compatibility is that it cuts off the set of
local models that satisfy a context (again, with respect
to the models that satisfy the associated theory taken
in isolation), as it eliminates the (sets of) local models
that are not compatible with (sets of) local models 
other contexts.

Letting aside the technicalities, MCS are a highly
flexible and modular way to formalize a collection of
local representations and to model the process of knowl-
edge integration (using compatibility relations) without
resorting to the GEP. As an example, consider the in-
teraction between a user and a technician who has been
called to repair a photocopier. Each of them has a rep-
resentation of the machine which is partial (e.g. the user
knows very little of what is inside the machine, whereas
the technician has no information about the "history"
of the machine and the conditions in which it’s been
used), approximate (the user and the technician have
knowledge about the machine at very different level of
detail), and perspectival (the user’s perspective on the
machine is quite different from the technician’s perspec-
tive: the first has to use it, the second to repair it). In
short, the user and the technician have local represen-
tations of the photocopier. In MCS, this means that
we represent what the user and the technician know as
two different contexts, each with its own representation
language (they do not completely share the lexicon),
its set of axioms (they have different information), its
inference rules (namely we assume that they have the
same reasoning abilities). Notice that the languages of
both contexts m’e interpreted over a set of local models
of the two contexts.

The crucial question now is: how do the user and
the tectmician integrate what they know in order to
communicate and cooperate in solving the machine’s
lu’ol)lem? The intuition is that knowledge cannot be
shared across contexts, but that the fact that they are
talldl,g of the same machines imposes a compatibility

relation between their representations. Some aspects
of this relation can be known (e.g. the technician may
know how to map part of what the user says into a
more technical language), some need to be learned in
the communication through a process of meaning ne-
gotiation. Whichever the case, the relation can be rep-
resented as a collection of bridge rules, namely rules
that allow the technician to map onto his/her language
what the user says (and vice versa). Notice that, in gen-
eral, knowledge about this relationship can be incom-
plete (the user and the technician may have only partial
knowledge about it), and even worse can be incorrect.
Incompleteness means that the user or the technician
(or both) lack some bridge rule; incorrectness means
that they are not using the right bridge rules. Bridge
rules (or, correspondigly, compatibility relations) are
the way MCS formalize knowledge integration.

Notice that, as a consequence of accepting the DIP,
both incompleteness and incorrectness cannot be elim-
inated a priori from the system, but must be detected
in the communication process. In a conversation, there
are some typical situations that allow us to realize that
something is going wrong. For example, we can imag-
ine that the technician uses a term that the user has
never heard before; or the user describes a problem of
the machine in such a way that the technician cannot
make sense of it. In these situations, the two speak-
ers start a process of meaning negotiation, whose goal
is to establish new links between local representations
(e.g. learning a new word, learning that a word has
a different meaning, learning how to map a functional
problem into a technical description, and so on).

These ideas, that in many respects recall ideas dis-
cussed from an organizational perspective in works such
as (Weick 1993; Boland & R.V.Tenkasi 1994), have 
direct application to KM. The case of AA described
in section is a paradigmatic example of how eliminat-
ing contextual aspects of knowledge (KB approach), 
the possibility of meaning negotiation across context-
dependent representations (AAOnLine approach), may
lead to failures.

An Agent Based Architecture for
Knowledge Integration

The high-level architecture of a multi-agent system
(MAS) for knowledge integration described in this sec-
tion is an attempt of characterizing a KM systein in the
spirit of the DIP. We use MAS because, in out’ view,
agents are the most promising technology for realizing
distributed systems whose components are to be au-
tonomous and pro-active, and show social abilities. In
the present section, we assume some fmniliarity with
MAS; a recent handbook on theory and practice of IvIAS
is (Weiss 1999).

The architecture, called KI-MAS, is described in fig-
ure 1. It has four macro-levels:
Knowledge Centers (KC). A KC is a knowledge
source which represents knowledge that is produced and
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Figure 1: KI-MAS architecture

used by a professional community. In principle, it could
be anything, from databases to human operators. In
our case study, each KC is a taxonomy of documents,
such as papers, internal reports, mail messages, trans-
parencies, automatically generated by an application
running oil top of Lotus Notes. A KC is viewed as a con-
text where knowledge is managed (i.e. produced, repre-
sented, organized, maintained, validated, updated).
Wrappers. The level of wrappers provides the service
of software integration. According to FIPA’s specifica-
tion standards, wrappers are agents that interface non
agent-based software with a MAS. Basically, they have
two components: on one side, they know "how to talk"
with the software they wrap; on the other side, they
know hot to translate I/O from the software in messages
of an agent communication language (such as KQML,
or FIPA’s ACL). Though wrappers are a very specific
type of agent, their role is very important, as they allow
to integrate many KC without forcing people to learn
how to use a new software they are not familiar with.
Group Assistants. Group Assistants are agents that
act (m behalf of a KC in the system. As such, they
have a complete representation of what is available in
the KC on whose behalf they act. If we use MCS as
specification fl’amework, it can be a first order theory
that formalizes the taxonomy of a KC.

The main role of a GA is to interact with the other
GAs in order to learn conceptual links between knowl-
edge in its KC and knowledge in other KCs. This is to
be done through a process of meaning negotiation. The
aim of the negotiation process is to agree on the classi-
fication of knowledge about the same object (or topic)

in different KCs. Suppose, for example, that a member
of KC1 seeks information about Linux. In KC1, this
information is classified as "Operating Systems". Sup-
pose that KC2 has information about Linux, but this
information is classified as "Dee Software". The goal of
negotiation is to learn that, whenever KC1 needs infor-
mation about Linux, a request should be sent to KC2
for data about "Free Software". This relation between
the way KCI and KC2 classify knowledge about the
same topic is recorded by GAI, and used in the future
as a defeasible rule of query translation with GA2.

An obvious way of doing what we are proposing from
the perspective of the GEP is to define a common on-
tology agents can refer to. This has been proposed by
many authors (see e.g. (Huhns, Singh, & Ksiezyk )).
However, as we discussed in section , we don’t believe
that this top-down approach is scalable to really com-
plex domains. Therefore we propose a bottom-up ap-
proach, where bridge rules (in this case, partial mapping
between taxonomies of different KCs) are progressively
learned by agents (though it is always possible for de-
signers to pre-compile some rules in some GAs). See
(Ghidini &: Serafini 1998b) for a formalization of feder-
ated databases which uses bridge rules.

Finally, each GA observes his KC, in order to detect
significant changes in knowledge organization. The idea
is that a GA may decide to inform other GAs if a change
has happened, so that they may update their mappings.
Knowledge Integrators. Knowledge Integrator’s (KI)
form the highest level in our architecture. We can imag-
ine that, for very complex organizations, there are sev-
eral KIs, hierarchically organized (see figure), each 
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which integrates information from the lower level. How-
ever, for the sake of simplicity, we will ignore this as-
l)CCt.

KIs have the role of synthesizing complex mappings
between KCs. We said that GAs learn one-to-one map-
pings with other GAs. When one of sucil mappings
l)roves to be useful, GAs communicate such a mapping
to their KI. Each KI receives information about map-
pings from many GAs. Its task is to infer new mappings
starting from one-to-one mappings which have been ne-
gotiated between GAs. A trivial case is a transitive
mapping: if GA1 has a mapping between P in its lan-
guage and Q in GA2’s language, and GA2 has a map-
l)ing between its Q and GA3’s concept R, then a KI
should be able to infer the mapping between GAI’s P
and GA3’s R, even if GA1 and GA3 have never directly
interacted.

When a GA is seeking information about something,
the first thing to do will be to ask its KI whether it
knows about mappings others that those the GA al-
ready knows. This not only helps saving time and
comnuufication exchanges between GAs, but also al-
lows to establish connections that GAs could never find
by themselves. This is particularly true in more struc-
tured organizations, where we assume that not all GAs
know each other, or are allowed to communicate with
each other.
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