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Abstract

A survey of the geometric tools involved in the study of constrained variational
calculus is presented. The central issue is the characterization of the admissible
deformations of piecewise differentiable sections of a fibre bundle Vn+1 → R, in
the presence of arbitrary non-holonomic constraints. Asynchronous displace-
ments of the corners are explicitly considered. The coordinate-independent
representation of the variational equation and the associated concepts of in-
finitesimal control and absolute time derivative are reviewed. In the resulting
algebraic environment, every admissible section is assigned a corresponding ab-
normality index , identified with the co–rank of a suitable linear map. Sections
with vanishing index are called normal . A section is called ordinary if every
solution of the variational equation vanishing at the endpoints is tangent to
some finite deformation with fixed endpoints. The interplay between abnormal-
ity index and ordinariness — in particular the fact that every normal evolution
is automatically an ordinary one — is discussed.
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Introduction

Calculus of variations has a very old origin, dating back to the pioneering
works of Euler, Lagrange and Weierstrass 1. More recent contributions [11–22]
have significantly improved the differential geometric approach to the subject.

∗Corresponding author
1For a modern exposition of the classical theory, see e.g. [1–10].
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In this paper we review some foundational aspects of constrained variational
calculus. The discussion deals with parameterized curves, namely with sections

of a fiber bundle Vn+1
t−→ R, called the event space, the projection t possibly

identified with the absolute time of Classical Mechanics. The constraints are
accounted for by a submanifold A of the first jet bundle of j1(Vn+1). Every
continuous, piecewise differentiable section γ : R→ Vn+1 whose first jet exten-
sion j1(γ) factors through A is called an admissible evolution. The points of
discontinuity of j1(γ) are called the corners of γ .

A basic task of constrained variational calculus is characterizing the ex-
tremals of a given action functional I among the class of admissible evolutions.

In this connection, the presence of kinetic constraints and the possible ex-
istence of corners raise some relevant questions: among others, the covariant
characterization of the infinitesimal deformations, the geometrical interpreta-
tion of the concept of normality of a section, the relation between normality
and deformability. A thorough analysis of these aspects may be found in [20].

The main results are reported in the following Sections. After a few prelim-
inary remarks, the infinitesimal deformations of an admissible evolution γ are
discussed via a revisitation of the variational equation. The central idea is the
introduction of the concept of infinitesimal control , yielding a covariant charac-
terization of the (infinite dimensional) vector space W formed by the totality
of admissible infinitesimal deformations.

In Section 2 the admissible evolutions are classified into ordinary , if every
element of W vanishing at the endpoints of γ is tangent to some finite deforma-
tions with fixed endpoints, and exceptional in the opposite case. Along the same
guidelines, every admissible evolution is assigned a corresponding abnormality
index , extending and expressing in geometrical terms the traditional attributes
of normality and abnormality commonly found in the literature.

The interplay between abnormality index and ordinariness is eventually dis-
cussed in Subsection 2.2. The fact that all normal evolutions are automatically
ordinary, proved by Hsu [12] in a linear context, is established in the case of
arbitrary non–linear constraints and piecewise differentiable sections.

Section 3 provides arguments and examples that clarify some aspects of the
concept of normality discussed in Sec. 2.1.

1. Overview of foregoing results

All definitions, conventions and results described in [20] will be freely used
throughout. For convenience of the reader, a few basic aspects, especially rele-
vant to the present discussion, are reported below.

1.1. Preliminaries

( i) Let Vn+1
t−→ R denote a (n+ 1)–dimensional fiber bundle, locally referred

to fibred coordinates t, q1, . . . , qn and called the event space.

Every section γ : R → Vn+1 is interpreted as the evolution of an abstract
system with a finite number of degrees of freedom.
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The first jet bundle j1(Vn+1)
π−→ Vn+1 (with π denoting the natural pro-

jection), referred to jet coordinates t, qi, q̇i, is called the velocity space. The
jet–extension of a section γ : R→ Vn+1 is indicated by j1(γ) : R→ j1(Vn+1).

The presence of non–holonomic constraints is accounted for by a subman-
ifold A of j1(Vn+1), fibred over Vn+1 and referred to local fibred coordinates

t, q1, . . . , qn, z1, . . . , zr . The imbedding A i−→ j1(Vn+1) is locally expressed as

q̇i = ψ i(t, q1, . . . , qn, z1, . . . , zr) i = 1, . . . , n.

A section γ : R→ Vn+1 is called admissible if and only there exists a section
γ̂ : R → A, called the lift of γ , locally described as qi = qi(t), zA = zA(t) and
satisfying i · γ̂ = j1(γ). In the stated circumstance, the section γ̂ too is called
admissible. In coordinates, the admissibility condition reads

dqi

dt
= ψi(t, q1(t), . . . , qn(t), z1(t), . . . , zr(t)).

Every section σ : Vn+1 → A is called a control for the system. A section γ
is said to belong to a control σ if and only if its lift γ̂ factors into γ̂ = σ · γ ,
i.e. if and only if the jet extension j1(γ) coincides with the composite map
i · σ · γ : R→ j1(Vn+1). In local coordinates we have the representations

σ : zA = zA(t, q1, . . . , qn), (1a)

i · σ : q̇ i = ψ i(t, q1, . . . , qn, zA(t, q1, . . . , qn)), (1b)

showing that assigning σ determines every section γ ∈ σ through the solution
of a well posed Cauchy problem.

( ii) Let V (Vn+1)
π−→ Vn+1 and V ∗(Vn+1)

π−→ Vn+1 respectively denote the
vertical bundle relative to the fibration Vn+1 → R and the associated dual
bundle, π indicating, in both cases, the natural bundle projection.

The space V ∗(Vn+1) is naturally identified with the quotient of the cotangent
bundle T ∗(Vn+1) by the equivalence relation

σ ∼ σ′ ⇐⇒

{
π(σ) = π(σ′)

σ − σ′ ∝ dt |π(σ) ;

its elements of are called the virtual 1–forms over Vn+1.
Every local coordinate system t, qi in Vn+1 induces fibred coordinates t, qi, pi

in V ∗(Vn+1) , with pi(λ̂) :=
〈
λ̂,
( ∂
∂qi
)
π(λ̂)

〉
∀ λ̂ ∈ V ∗(Vn+1).

For any g ∈ F (Vn+1), the linear functional on V (Vn+1) determined by the
differential dg is denoted by δg and is called the virtual differential of g.

The vector bundles V (Vn+1) and V ∗(Vn+1) generate a tensor algebra, known
as the virtual algebra over Vn+1. The fibred product C(A) := A×Vn+1V

∗(Vn+1),
referred to local coordinates t, qi, zA, pi , is called the contact bundle.

By construction, C(A) is a vector bundle over A, canonically isomorphic
to the subbundle of the cotangent space T ∗(A) locally spanned by the 1-forms
ωi = dqi − ψ idt.
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( iii) Given any admissible section γ , we denote by V (γ)
t−→ R the bundle

of vertical vectors along γ , by A(γ̂)
t−→ R the totality of vectors along γ̂ an-

nihilating the 1–form dt and by V (γ̂) ⊂ A(γ̂) the totality of vertical vectors

relative to the fibration A(γ̂)
π−→ V (γ). All spaces are referred to fibred coor-

dinates, respectively denoted by t, ui, t, ui, vA and t, vA, defined according to
the identifications ui =< dqi, · > , vA =< dzA, · >.

The restriction of V ∗(Vn+1) to the curve γ determines a vector bundle
V ∗(γ)

t−→ R, dual to the vertical bundle V (γ). The elements of V ∗(Vn+1)

are called the virtual 1–forms along γ . The tensor algebra generated by V (γ)

and V ∗(γ) is called the virtual algebra along γ .
Preserving the notation δ for the virtual differential, every virtual tensor

field w along γ is locally represented as w = w ij ···(t)
(
∂
∂qi

)
γ
⊗ δq j|γ ⊗ · · · .

( iv) In the forthcoming discussion, we shall not deal with ordinary (differen-
tiable) sections, but with piecewise differentiable ones, defined on closed inter-
vals. In this connection, we recall the following definitions [20]:

• an admissible closed arc
(
γ, [m,n]

)
in Vn+1 is the restriction to a closed

interval [m, n] of an admissible section γ : (m′, n′)→ Vn+1 defined on an
open interval (m′, n′) ⊃ [m, n];

• an evolution of the system in the interval [t0, t1] is a finite collection(
γ, [t0, t1]

)
:=
{(
γ (s), [as−1, as]

)
, s = 1, . . . , N, t0 = a0 < · · · < aN = t1

}
of admissible closed arcs satisfying the matching conditions

γ (s)(as) = γ (s+1)(as) , ∀ s = 1, . . . , N − 1. (2)

On account of Eq. (2), the correspondence t → γ(t) is well–defined and
continuous for all t0 6 t 6 t1 . The points xs := γ(as) , s = 1, . . . , N − 1, are
called the corners of γ . The tangent vector to the arc γ (s) is denoted by γ̇ (s).

Along the same guidelines, the lift of an admissible closed arc
(
γ, [m,n]

)
is the restriction to [m, n] of the lift γ̂ : (m′, n′) → A, while the lift γ̂ of
an evolution

{(
γ (s), [as−1, as]

)}
is the family of lifts γ̂ (s), s = 1, . . . , N , each

restricted to the corresponding closed interval [as−1, as].

The image γ̂(t) is well–defined for t 6= a1, . . . , aN−1 : the map γ̂ : [t0, t1]→ A
may therefore be regarded as a (generally discontinuous) section of the velocity
space.

1.2. Deformations

The representation of deformations in the presence of constraints is regarded
as known [20]. A few technical aspects are reported below.

( i) An admissible deformation of an admissible closed arc
(
γ, [m,n]

)
is a

1–parameter family
(
γξ, [m(ξ), n(ξ)]

)
, |ξ| < ε of admissible closed arcs, de-

pending differentiably on ξ and satisfying the condition(
γ0, [m(0), n(0)]

)
=
(
γ, [m,n]

)
.
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An admissible deformation of an evolution
(
γ, [t0, t1]

)
is likewise a collection{(

γ
(s)
ξ , [as−1(ξ), as(ξ)]

)}
of admissible deformations of each single arc, satisfy-

ing the matching conditions

γ
(s)
ξ (as(ξ)) = γ

(s+1)
ξ (as(ξ)) ∀ |ξ| < ε, s = 1, . . . , N − 1. (3)

For each s, the family of lifts γ̂
(s)
ξ , restricted to the interval [as−1(ξ), as(ξ) ],

is easily recognized to provide a deformation for the lift γ̂ (s) : [as−1, as]→ A.
In what follows, we shall only consider deformations leaving the interval

[t0, t1 ] fixed, namely those satisfying the conditions a0(ξ) = t0 , aN (ξ) = t1; no
restriction is posed on the functions as(ξ), s = 1, . . . , N−1, i.e. on the temporal
placement of the corners.

For any s = 1, . . . , N − 1, the curve cs(ξ) := γ
(s)
ξ (as(ξ)) = γ

(s+1)
ξ (as(ξ)) is

called the orbit of the corner xs under the given deformation.

In local coordinates, setting qi(γ
(s)
ξ (t)) = ϕ i

(s)(ξ, t) , the matching conditions

(3) read
ϕ i

(s)(ξ, as(ξ)) = ϕ i
(s+1)(ξ, as(ξ)), (4)

while the representation of the orbit cs(ξ) takes the form

cs(ξ) : t = as(ξ) , qi = ϕ i
(s)(ξ, as(ξ)). (5)

( ii) Given an admissible closed arc
(
γ, [m,n]

)
, an admissible infinitesimal

deformation of
(
γ, [m,n]

)
tangent to a finite deformation

(
γξ, [m(ξ), n(ξ)]

)
is

a triple (α,X, β ), where X is the restriction to
(
γ, [m,n]

)
of the vector field

tangent to the orbits of γξ , while α, β are the derivatives

α =
dm

dξ

∣∣∣∣
ξ=0

, β =
dn

dξ

∣∣∣∣
ξ=0

.

Likewise, an admissible infinitesimal deformation of an evolution
(
γ, [t0, t1]

)
is a collection

{
· · · αs−1 , X(s) , αs · · ·

}
of admissible infinitesimal deformations

of each single closed arc, with αs = das
dξ ξ=0

(in particular, with α0 = αN = 0

whenever the interval [t0, t1] is held fixed).

The admissibility of each X(s) requires the existence of a corresponding lift

X̂(s) = X i
(s)

(
∂
∂qi

)
γ̂ (s)

+ XA
(s)

(
∂
∂zA

)
γ̂ (s)

satisfying the variational equation

dX i
(s)

dt
=

(
∂ψ i

∂qk

)
γ̂ (s)

X k
(s) +

(
∂ψ i

∂zA

)
γ̂ (s)

X A
(s) . (6)

Moreover, at each corner xs , the matching conditions (4) entail the relations

X i
(s+1)(as) − X i

(s)(as) :=
[
Xi
]
xs

= −αs
[
ψ i
]
xs
, (7)

the symbol [...] denoting the jump of its argument.

5



1.3. Infinitesimal controls

( i) Given an admissible differentiable section γ : R → Vn+1 , an infinitesi-
mal control along γ is a linear section h : V (γ) → A(γ̂), described in fibred

coordinates as vA = hi
A(t)ui .

The image h(V (γ)) defines a distribution along γ̂ , called the horizontal dis-
tribution associated with h, locally spanned by the vector fields

∂̃ i := h

[(
∂

∂qi

)
γ

]
=

(
∂

∂qi

)
γ̂

+ hi
A

(
∂

∂zA

)
γ̂

. (8)

Every X̂ = Xi(t)
( ∂
∂qi
)
γ̂

+ XA(t)
( ∂
∂zA

)
γ̂
∈ A(γ̂) may be uniquely decom-

posed into the sum of a horizontal vector PH(X̂) and a vertical vector PV (X̂),

respectively defined by the equations

PH(X̂) := h
(
π∗(X̂)

)
= Xi ∂̃ i ,

PV (X̂) := X̂ − PH(X̂) =
(
XA −Xihi

A
)( ∂

∂zA

)
γ̂

=: UA
(

∂

∂zA

)
γ̂

.

A section X : R→ V (γ) is said to be h–transported along γ if the composite
map h ·X : R→ A(γ̂) is an admissible infinitesimal deformation of γ̂ .

In view of Eqs. (6), (8), the h–transported sections form an n–dimensional
vector space Vh , isomorphic to the standard fibre of V (γ). Every infinitesi-
mal control provides therefore a trivialization of the vector bundle V (γ) → R,
summarized into the identification V (γ) ' R× Vh . By duality, this entails the
analogous identification V ∗(γ) ' R× Vh∗ .
( ii) The notion of h–transport induces a derivation D

Dt of the virtual tensor

algebra along γ , called the absolute time derivative. Introducing the temporal
connection coefficients

τ k
i := − ∂̃k

(
ψ i
)

= −
(
∂ψi

∂qk

)
γ̂

− hk
A

(
∂ψi

∂zA

)
γ̂

, (9a)

we have the representation

D

Dt

[
Z ij ···(t)

(
∂

∂qi

)
γ

⊗ δq j|γ ⊗ · · ·

]
:=

DZ ij ···
Dt

(
∂

∂qi

)
γ

⊗ δq j|γ ⊗ · · · ,

with
DZ ij ···
Dt

=
dZ ij ···
dt

+ τ k
i Z kj ··· − τ j

k Z ik ··· + · · · . (9b)

Matters get simplified referring both bundles V (γ), V ∗(γ) to h–transported

dual bases e(a) = e i
(a)

(
∂
∂qi

)
γ

, e(a) = e
(a)
i δq i|γ .

Setting Z = Z̃ ab ···e(a) ⊗ e(b) ⊗ · · · , Eq. (9a) takes then the form
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DZ

Dt
=

dZ̃ ab ···
dt

e(a) ⊗ e(b) ⊗ · · · ,

i.e. it reduces to the ordinary derivative of the components.

Given any admissible infinitesimal deformation X = Xi
(
∂
∂xi

)
γ

of γ , lifting

to a deformation X̂ of γ̂ , and denoting by U = UA
(

∂
∂zA

)
γ̂

the vertical projection

PV (X̂), the variational equation (6) and the lift process may be cast into the

form

DXi

Dt
= UA

(
∂ψ i

∂zA

)
γ̂

, (10a)

X̂ = h(X) + U . (10b)

( iii) Assigning an infinitesimal control h(s) along each arc γ (s) of an evo-

lution
(
γ, [t0, t1]

)
and arguing as above, we conclude that every admissible

infinitesimal deformation
{
· · · αs−1 , X(s) , αs · · ·

}
of γ is determined, up to

initial data, by the coefficients α1, . . . , αN−1 and by N vertical vector fields

U(s) = UA(s)
(

∂
∂zA

)
γ̂ (s)

through the covariant variational equation

DXi
(s)

Dt
= UA(s)

(
∂ψ i

∂zA

)
γ̂ (s)

s = 1, . . . , N , (11a)

completed by the jump relations (7). Each lift X̂(s) is then expressed as

X̂(s) = h(s)
(
X(s)

)
+ U(s) . (11b)

( iv) Given an evolution
(
γ, [t0, t1]

)
and a family h = {h(s)} of infinitesimal

controls, we glue h(s)–transport along each arc
(
γ (s), [as−1, as ]

)
and continuity

at the corners into a global h–transport law along γ .
Once again, this provides a trivialization of the vector bundle V (γ) into the

cartesian product [t0, t1]× Vh , with Vh ' V (γ)|t ∀ t ∈ [t0, t1].

Given any infinitesimal deformation
{
· · · αs−1 , X(s) , αs · · ·

}
, we merge all

sections X(s) into a piecewise differentiable map X : [t0, t1 ] → Vh , with jump
discontinuities at t = as expressed by Eq. (7).

The vertical projections U(s) = PV (X̂(s)) are similarly merged into a single
object U , henceforth (improperly) called a vertical vector field along γ̂ .

In this way Eqs. (11) becomes formally identical to Eqs. (10). In particular,
in h–transported bases, the determination of the components X̃a in terms of
UA and of the scalars αs relies on the equations

dX̃a

dt
= UA e

(a)
i

(
∂ψ i

∂zA

)
γ̂

∀ t 6= as , (12a)

completed by the jump conditions

[X̃a ]xs
= −αs e(a)i (as) [ψ i ]xs

s = 1, . . . , N − 1 . (12b)
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2. The variational setup

2.1. Basic concepts

( i) Given an admissible piecewise differentiable section γ : [t0 , t1 ] → Vn+1 ,
let V and W respectively denote the infinite–dimensional vector space formed
by the totality of vertical vector fields U =

{
U(s) , s = 1, . . . , N

}
along γ̂ and

the direct sum V⊕RN−1. Also, let h =
(
h(1), . . . , h(N)

)
denote a collection of

(arbitrarily chosen) infinitesimal controls along the arcs of γ .
By Eqs. (12), every solution X of the variational equation is determined, up

to initial data, by an element (U,
∼
α) := (U,α1, . . . , αN−1) ∈W.

In h–transported bases, for any t ∈ (ar−1, ar ] , r = 1, . . . , N , the resulting
expression reads

X(t) =

(
X̃a(t0) +

∫ t

t0

UAe
(a)
i

(
∂ψ i

∂zA

)
γ̂

dt −
r−1∑
s=1

αs e
(a)
i (as) [ψ i(γ̂)]xs

)
e(a)(t) .

In particular, denoting by Υ : W→ Vh linear map defined by the equation

Υ(U,
∼
α) :=

(∫ t1

t0

UAe
(a)
i

(
∂ψ i

∂zA

)
γ̂

dt −
N−1∑
s=1

αs e
(a)
i (as)[ψ i(γ̂)]xs

)
e(a) , (13)

every admissible infinitesimal deformation vanishing at the endpoints of γ is
uniquely determined by a vector (U,

∼
α) ∈ ker(Υ) ⊂W.

Actually, what really matters in a variational context is not the space ker(Υ)
itself, but the possibly smaller subspace ∆(γ) ⊂ ker(Υ) formed by the in-
finitesimal deformations tangent to admissible finite deformations with fixed
endpoints. An evolution γ is called ordinary when ∆(γ) = ker(Υ), exceptional
when ∆(γ) ( ker(Υ).

( ii) A further important information comes from the nature of the inclusion
Υ(W) ⊂ Vh : an evolution

(
γ, [t0, t1]

)
is called normal if Υ(W) = Vh, abnormal

in the opposite case. It is called locally normal if its restriction to any closed
subinterval [t′0, t

′
1] ⊆ [t0, t1] is normal. The co-dimension of the image space

Υ(W), henceforth denoted by p, is called the abnormality index of γ .
In connection with the stated definitions, a useful result is provided by the

following

Proposition 1. The annihilator
(
Υ(W)

)
0 ⊂ V ∗h coincides with the totality of

h–transported virtual 1–forms ρ̂ = ρi δq
i
|γ satisfying the conditions

ρi

(
∂ψi

∂zA

)
γ̂

= 0, A = 1, . . . , r, (14a)

ρi(as)
[
ψi(γ̂)

]
as

= 0, s = 1, . . . , N − 1. (14b)
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Proof. On account of Eq. (13), the subspace
(
Υ(W)

)
0 ⊂ V ∗h consists of the

totality of elements ρ̂ = ρa e
(a) = ρa e

(a)
i δqi|γ satisfying the relation

ρa

(∫ t1

t0

UA e
(a)
i

(
∂ψi

∂zA

)
γ̂

dt −
N−1∑
s=1

αs e
(a)
i (as)

[
ψi(γ̂)

]
as

)
= 0 ∀ (U,

∼
α) ∈W,

clearly equivalent to Eqs. (14).

In view of Eqs. (9), (14a), the requirement of h–transport of ρ̂ along each
arc γ (s) is expressed in coordinates as

dρi
dt

+ ρk

(
∂ψk

∂qi

)
γ̂

+ hi
A

��
����

ρk

(
∂ψk

∂zA

)
γ̂

= 0.

The content of Proposition 1 is therefore independent of the choice of the
infinitesimal control along γ .

On account of Proposition 1, a direct evaluation of the abnormality index
may be based on the following

Corollary 1. Given an infinitesimal control h : V (γ) → A(γ̂), arbitrarily

choose a h–transported basis e(a) = e
(a)
i δq i|γ and a symmetric, positive definite

tensor field G along γ , meant as a collection G(s) = GAB(s) (t)
( ∂
∂zA

)
γ̂
⊗
( ∂
∂zB

)
γ̂

,

s = 1, . . . , N . Then, the matrix

Sab =

N∑
s=1

∫ as

as−1

GAB(s)

(
∂ψi

∂zA

)
γ̂ (s)

(
∂ψj

∂zB

)
γ̂ (s)

e
(a)
i e

(b)
j dt +

+

N−1∑
s=1

[
ψi(γ̂)

]
as

[
ψk(γ̂)

]
as
e
(a)
i (as) e

(b)
j (as) (15)

has rank n− p.

Proof. By construction, the matrix (15) determines a positive semidefinite
quadratic form Sabρaρb on V ∗h . The kernel of Sab is therefore identical to the
totality of h–transported 1–forms ρ = ρae

(a) = ρi δq
i
|γ satisfying the relation

N∑
s=1

∫ as

as−1

GAB(s) ρi

(
∂ψi

∂zA

)
γ̂ (s)

ρj

(
∂ψk

∂zB

)
γ̂ (s)

dt +

N−1∑
s=1

(
ρi
[
ψi(γ̂)

]
as

)2
= 0.

Due to the positive definiteness of GAB(s) , the latter is equivalent to the pair

of conditions (14). This proves dim[ker(Sab)] = p =⇒ rank(Sab) = n− p.

2.2. Finite deformations with fixed endpoints: an existence theorem

( i) We shall now discuss the interplay between normality and ordinariness 2.
The following preliminaries help simplifying the subsequent discussion.

2For an alternative approach, valid in a linear context, see [12].
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Proposition 2. Let γ̂ : (c, d)→ A be the lift of an admissible differentiable sec-
tion γ : (c, d)→ Vn+1 . Then, for any closed interval [a, b] ⊂ (c, d) there exists
a fibred local chart (U, k), k = (t, q1, . . . , qn, z1, . . . , zr) satisfying the properties

• γ̂(t) ∈ U ∀ t ∈ [a, b]; (16a)

• the intersection γ̂
(
(c, d)

)
∩ Ucoincides with the curve qi = zA = 0; (16b)

• ψi
(
γ̂(t)

)
=
(
∂ψi

∂qk

)
γ̂(t)

= 0 ∀ γ̂(t) ∈ U. (16c)

Proof. The existence of fibred local charts (U, k̂), k̂ = (t, q̂1, · · · q̂n, ẑ1, · · · ẑr)
satisfying Eqs. (16a), (16b) and the first condition (16c) is entirely straight-

forward. Choose any such chart, and denote by ˆ̇q i = ψ̂ i(t, q̂ i, ẑA) the corre-
sponding representation of the imbedding A → j1(Vn+1). Under an arbitrary
transformation qi = αij(t) q̂

j, zA = ẑA we have then the relations

ψi =
dαij
dt

q̂ j + αij ψ̂
j ,

∂ψi

∂qk
=

(
dαij
dt

+ αir
∂ψ̂r

∂q̂ j

)(
α−1

)j
k .

Therefore, if the matrix αij(t) obeys the transport law

dαij
dt

+ αir

(
∂ψ̂r

∂q̂j

)
γ̂(t)

= 0,

the coordinates t, qi, zA fulfil all stated requirements.

Every local chart (U, k) consistent with Eqs. (16) is said to be adapted to
the arc

(
γ̂, [a, b]

)
. The adaptedness property is stable under arbitrary transfor-

mations of the form

q̄i = q̄i(q1, . . . , qn) , z̄A = z̄A(t, q1, . . . , qn, z1, . . . , zr), (17)

with q̄i(0, . . . , 0) = z̄A(t, 0, . . . , 0, . . . , 0) = 0.

Corollary 2. Let γ̂ =
{(
γ̂ (s), [as−1, as]

)
, s = 1, . . . , N

}
be the lift of an admis-

sible piecewise differentiable section
(
γ, [t0, t1]

)
. Then, there exist fibred local

charts (Us, ks), ks =
(
t, q 1

(s) , . . . , q
n
(s) , z

1
(s), . . . , z

r
(s)

)
adapted to the arcs γ̂ (s)

such that, in each intersection π(Us)∩ π(Us+1), the coordinate transformations
q i(s+1) = q i(s+1)(t, q

1
(s) , . . . , q

n
(s)) satisfy the conditions(

∂q i(s+1)

∂q j(s)

)
γ(as)

= δ ij ;

(
∂q i(s+1)

∂t

)
γ(as)

= −
[
ψi(γ̂)

]
as
. (18)

Proof. The conclusion follows at once from Proposition 2, observing that the
freedom in the choice of the adapted coordinates, summarized into Eqs. (17),

leaves full control on the values of the Jacobians
(∂q i

(s+1)

∂q j

(s)

)
γ(as)

.

10



In particular, in the intersection π(Us) ∩ π(Us+1), the arcs γ (s), γ (s+1) are
respectively described by the equationsq

i
(s+1)(γ

(s)) = q i(s+1)

(
t, q 1

(s)(γ
(s)), . . . , q n(s)(γ

(s))
)

= q i(s+1)(t, 0, . . . , 0),

q i(s+1)(γ
(s+1)) = 0.

In the coordinate system t, q i(s+1) , the jump of the tangent vector at the

corner γ(as) is therefore given by

[
ψi(γ̂)

]
as

=

(
dq i(s+1)(γ

(s+1))

dt
−
dq i(s+1)(γ

(s))

dt

)
γ(as)

= −
(
∂q i(s+1)

∂t

)
γ(as)

.

Every family of local charts
{

(Us, ks), s = 1, . . . , N
}

satisfying the require-
ments of Corollary 2 is said to be adapted to the section γ .

( ii) Assigning an adapted family of local charts singles out a distinguished class
of controls σ (s) : π(Us)→ Us , described in coordinates as

σ (s) : z A(s)(t, q
1
(s), . . . , q

n
(s)) = 0. (19)

For each s = 1, . . . , N , the restriction of the tangent map σ
(s)
∗ to the vertical

bundle V (γ (s)) determines an infinitesimal control h(s) : V (γ (s)) → A(γ (s)),
expressed in coordinates as

h(s)

(
∂

∂q i(s)

)
γ (s)(t)

= σ
(s)
∗

(
∂

∂q i(s)

)
γ (s)(t)

=

(
∂

∂q i(s)

)
γ̂ (s)(t)

⇐⇒ hi
A(t) = 0.

In view of Eqs. (9), (16c), the absolute time derivative associated with h(s)

coincides with the ordinary derivative.

Moreover, since, according to Eq. (18), the fields
(

∂
∂q i

(s)

)
γ (s)

— and there-

fore also the virtual 1–forms δqi|γ(s) — match continuously at the corners, the

sections e(i) : [t0, t1 ]→ V (γ), e(i) : [t0, t1 ]→ V ∗(γ) respectively defined by

e(i)(t) =

(
∂

∂q i(s)

)
γ (s)(t)

, e(i)(t) = δqi|γ (s)(t) , as−1 ≤ t ≤ as (20)

form a dual bases for the vector spaces Vh , V ∗h of h–transported fields along γ .

( iii) Let us now come to the main question: given an admissible, piecewise
differentiable section γ :=

{(
γ (s), [as−1, as]

)}
, we single out a family of adapted

local charts {(Us, ks)}, and denote by h =
{
h(s) : V (γ (s)) → A(γ (s))

}
the

corresponding infinitesimal control.
As pointed out in Sec. 2.1, every infinitesimal deformation X of γ vanishing

at t = t0 is determined by an element (U,
∼
α) ∈W, namely by a vertical vector

field U along γ̂ and by a collection of real numbers
∼
α = (α1, . . . , αN−1).

11



In particular, a necessary and sufficient condition for X to vanish at both
endpoints of γ is expressed by the requirement Υ(U,

∼
α) = 0 which, in adapted

coordinates, reads∫ t1

t0

UA
(
∂ψi

∂zA

)
γ̂

dt −
N−1∑
s=1

αs
[
ψi(γ̂)

]
as

= 0. (21)

This, of course, does not ensure that any pair (U,
∼
α) satisfying Eq. (21)

determines an infinitesimal deformation tangent to a finite deformation with
fixed endpoints. To analyse this aspect, we introduce an auxiliary tensor field
GAB

(
∂
∂zA

)
γ̂
⊗
(

∂
∂zB

)
γ̂

along γ̂ , with GAB symmetric and positive definite.

We then set up a procedure assigning to each (U,
∼
α) ∈W a finite deformation

of γ , depending parametrically on a h–transported virtual 1–form ν ∈ V ∗h : to
this end, we introduce

• a family of functions

as(ξ, ν) := as + αs ξ − 1
2 νi
[
ψi(γ̂)

]
as
ξ 2 , s = 0, . . . , N , (22a)

expressing the deformation of the temporal placement of the corners. For
notational convenience, Eq. (22a) includes the values s = 0 and s = N ,
with the understanding α0 = αN = 0 ;

• a family of controls σ
(s)

(ξ,ν) : π(Us) → Us , s = 1, . . . , N , described in

adapted coordinates as 3

z A(s) = UA(s)(t) ξ + 1
2 νi

(
GAB

∂ψi

∂zB

)
γ̂ (s)

ξ2 := z A(s)(ξ, ν, t). (22b)

We have then the following

Theorem 1. For any open bounded subset ∆ ⊂ V ∗h there exist an ε > 0 and

a family γ(ξ,ν) =
{(
γ
(s)
(ξ,ν) , [ as−1(ξ, ν), as(ξ, ν)]

)}
of piecewise differentiable ad-

missible sections defined for |ξ| < ε, ν ∈ ∆ and satisfying the properties:

a) γ(0,ν)(t) = γ(t) ∀ ν ;

b) γ(ξ,ν)(t0) = γ(t0) ∀ ξ, ν ;

c) γ
(s)
(ξ,ν)(as(ξ, ν)) = γ

(s+1)
(ξ,ν) (as(ξ, ν)) ∀ ξ, ν , ∀ s = 1, . . . , N − 1

d) each arc γ
(s)
(ξ,ν) satisfies the condition σ

(s)
(ξ,ν) ·γ

(s)
(ξ,ν) = γ̂

(s)
(ξ,ν) , i.e. it belongs

to the control σ
(s)

(ξ,ν) in the sense of Eq. (1b).

3Eq. (22b) is strictly coordinate–dependent. As such, it has no invariant geometrical
meaning, but is merely a tool for the subsequent construction of a family of finite deformations.

12



Proof. On account of Eq. (22b), for any bounded open subset ∆ ⊂ V ∗h , there

exists m > 0 small enough as to ensure σ
(s)

(ξ,ν)(π(Us)) ⊂ Us ∀ ν ∈ ∆, |ξ| < m,

s = 1, . . . , N . Recall that, for each s, the control (22b) determines a flow on
π(Us), depending parametrically on ξ and ν , and described by the equations

dq i(s)

dt
= ψ i(s)(t, q

i
(s), z

A
(s)(ξ, ν, t)) := Z i

(s)(ξ, ν, t, q
i
(s)) (23)

Regard the latter as a vector field Z(s) = ∂
∂t + Z i

(s)
∂

∂q i

(s)
in the product

manifold (−m,m)×∆×π(Us), denote by ζ
(s)
τ the associated local 1–parameter

group of diffeomorphisms, and restore the notation xs for the corner γ(as).

Then, on account of Eq. (16c), for any ν∗ ∈ ∆, the orbit of ζ
(s)
τ through the

point (0, ν∗, xs−1) coincides with the coordinate line ξ = 0, ν = ν∗, q i(s) = 0

and, as such, it is defined for all τ in the interval [0, bs−as−1) ⊃ [0, as−as−1 ].

Taking the compactness of ∆̄ and Eq. (22a) into account, a standard result
[23, 24] ensures the existence of an ε > 0 and of a family of open neighborhoods
Ws−1 3 xs−1 , s = 1, . . . , N , such that

• the map ζ
(s)
τ is well defined on (−ε, ε)×∆×Ws−1 for all τ ∈ [0, bs−as−1);

• as(ξ, ν) − as−1(ξ, ν) < bs − as−1 .

From this, denoting by Ση the slice t = η in Vn+1 , we conclude that, for each
|ξ| < ε, ν ∈ ∆, the flow (23) determines a diffeomorphism of Ws−1 ∩ Σas−1(ξ,ν)

onto a submanifold of Σas(ξ,ν) . Without loss of generality we may arrange that
the image of each Ws−1∩Σas−1(ξ,ν) is contained in Ws∩Σas(ξ,ν) , s = 1, . . . , N .

The rest is straightforward: for each |ξ| < ε, ν ∈ ∆, consider the sequence

of closed arcs γ
(s)
(ξ,ν) : [as−1(ξ, ν), as(ξ, ν)]→ π(Us) defined inductively by

γ
(1)

(ξ,ν)(t) = ζ
(1)
t (ξ, ν, γ(t0)) t ∈ [t0, a1(ξ, ν)] ,

γ
(s+1)

(ξ,ν) (t) = ζ
(s+1)
t

(
ξ, ν, γ

(s)
(ξ,ν)(as(ξ, ν))

)
t ∈ [as(ξ), as+1(ξ)] .

The collection γ(ξ,ν) :=
{(
γ

(s)
(ξ,ν), [as−1(ξ, ν), as(ξ, ν)]

)
, s = 1, . . . , N

}
is

then easily recognized to fulfil all stated requirements.

In adapted coordinates, each arc γ
(s)
(ξ,ν) is represented in the form

q i(s) = ϕ i
(s)(ξ, ν, t) , as−1(ξ, ν) ≤ t ≤ as(ξ, ν),

with the functions ϕ i
(s) satisfying the differential equations

∂ϕ i
(s)

∂t
= ψi

(
t , ϕ i

(s) , ξ U
A
(s)(t) + 1

2 νk ξ
2

(
GAB

∂ψk

∂zB

)
γ̂ (s)(t)

)
(24a)
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as well as the matching conditions

ϕ i
(s+1)

(
ξ, ν, as(ξ, ν)

)
= q i(s+1)

(
as(ξ, ν), ϕ i

(s)

(
ξ, ν, as(ξ, ν)

))
, (24b)

q i(s+1) = q i(s+1)(t, q
1
(s) , . . . , q

n
(s)) denoting the transformation between adapted

coordinates in the intersection π(Us) ∩ π(Us+1).
From this, taking Eqs. (16c), (18) into account, it is easily seen that, for any

ν ∈ ∆, the 1–parameter family of sections γ(ξ,ν) is a deformation of γ , tangent
to the infinitesimal deformation X determined by the vector (U,

∼
α) ∈ W. We

have therefore the identification
(∂ϕ i

(s)
(ξ,ν,t)

∂ξ

)
ξ=0

= X i
(s)(t), completed by the

jump relations (7).

After these preliminaries, let us now focus on two facts:

• on account of Theorem 1, given any bounded open subset ∆ ⊂ V ∗h , the
correspondence (ξ, ν) → γ(ξ,ν)(t1) determines a differentiable map χ of
the cartesian product (−ε, ε) × ∆ into the slice t = t1 in Vn+1 , with
values in a neighborhood of the point γ(t1);

• given any differentiable curve ν = ν(ξ) in ∆, the 1–parameter family of
sections γ(ξ,ν(ξ))(t), |ξ| < ε, t ∈ [t0, t1 ] is a deformation of γ , leaving the

first endpoint γ(t0) fixed.

Both assertions are entirely obvious; in adapted coordinates, the map χ is
represented in the form

q i
(N)(χ(ξ, ν)) = ϕ i

(N)(ξ, ν, t1) := χi(ξ, ν). (25)

Exactly as above, it may be seen that, for any choice of the function ν(ξ), the
deformation γ(ξ,ν(ξ)) is automatically tangent to the infinitesimal deformation

X determined by the vector (U,
∼
α) ∈W.

From this, taking the relations χi(0, ν) = 0,
(
∂χi

∂ξ

)
ξ=0

= Xi(t1) into ac-

count and recalling Taylor’s theorem, we conclude that, whenever the condition
X(t1) = 0 holds true, i.e. whenever the vector (U,

∼
α) belongs to ker(Υ), the

functions χi admit the factorization

χi = 1
2 ξ

2 θ i(ξ, ν), (26)

with θ i(ξ, ν) regular at ξ = 0.
In this way, the original problem is reduced to establishing under what cir-

cumstances the validity of Eqs. (21) is sufficient to ensure the existence of an
ε′ > 0 and of a curve ν(ξ) satisfying χ

(
ξ, ν(ξ)

)
= γ(t1) ∀ |ξ| < ε′ .

In adapted coordinates, on account of Eq. (26), the answer relies on the
solvability of the equations

θ i(ξ, ν1, . . . , νn) = 0 i = 1, . . . , n (27)

for the unknowns νi in a neighborhood of ξ = 0.
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To examine this aspect we notice that, in each adapted chart, Eqs. (16c),
(24a) imply the transport law

∂

∂t

(
∂ 2ϕ i

(s)

∂ξ2

)
ξ=0

=

(
∂ 2ψi

∂qk∂qr

)
γ̂ (s)

XkXr + 2

(
∂ 2ψi

∂qk∂zA

)
γ̂ (s)

XkUA +

+

(
∂ 2ψi

∂zA∂zB

)
γ̂ (s)

UAUB +

(
∂ψi

∂zA

)
γ̂ (s)

νk

(
GAB

∂ψk

∂zB

)
γ̂ (s)

.

In a similar way, from the matching conditions (24b), recalling Eqs. (18),
(22a) and evaluating everything at ξ = 0, we get the jump relations

[(
∂ 2ϕ i

(s+1)

∂ξ2

)
ξ=0

−
(
∂ 2ϕ i

(s)

∂ξ2

)
ξ=0

]
xs

= α 2
s

∂ 2q i(s+1)

∂t2
+ 2αs

∂ 2q i(s+1)

∂t ∂q k(s)
X k

(s) +

+
∂ 2q i(s+1)

∂q h(s) ∂q
k
(s)

X h
(s)X

k
(s)− 2αs

[
dX i

(s+1)

dt
−
dX i

(s)

dt

]
xs

+
[
ψi(γ̂)

]
xs

[
ψk(γ̂)

]
xs

νk

Summing up and recalling Eqs. (25), (26) we obtain the expression

θi
∣∣
ξ=0

=

(
∂ 2χi

∂ξ2

)
ξ=0

=

=

(
N∑
s=1

∫ as

as−1

(
GAB

∂ψi

∂zA
∂ψk

∂zB

)
γ̂ (s)

dt +

N−1∑
s=1

[
ψi(γ̂)

]
as

[
ψk(γ̂)

]
as

)
νk + bi (28)

with the terms bi ∈ R summarizing all contributions independent of ν . We can
therefore state

Proposition 3. Let γ : [t0, t1]→ Vn+1 be a continuous, piecewise differentiable,
admissible section. Then, if the matrix

S ik :=

∫ t1

t0

(
GAB

∂ψi

∂zA
∂ψk

∂zB

)
γ̂

dt +

N−1∑
s=1

[
ψi(γ̂)

]
as

[
ψk(γ̂)

]
as

(29)

is non–singular, every infinitesimal deformation of γ vanishing at the endpoints
is tangent to a finite deformation with fixed endpoints.

Proof. On account of Eq. (28), the non–singularity of the matrix (29) ensures
the solvability of Eq. (27) for the unknowns νi in a neighborhood of ξ = 0.

Recalling Corollary 1, the definition of ordinariness and the fact that, in
adapted coordinates, the matrices (15), (29) coincide, we conclude:

Corollary 3. The normal evolutions form a subset of the ordinary ones.

More generally, we have the following
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Corollary 4. Let p (≥ 0) denote the abnormality index of γ . Then a suffi-
cient condition for the ordinariness γ is the existence of an (n−p)–dimensional
submanifold St1 ⊂ Σt1 such that, given any deformation γξ leaving γ(t0) fixed,
the inclusion γξ(t1) ∈ St1 is fulfilled for all ξ in a neighborhood of ξ = 0.

Proof. Using the freedom expressed by Eq. (17), we choose the adapted coordi-
nates in such a way that, in a neighborhood of γ(t1), the submanifold St1 has

local equation qp+1
(N) = · · · = qn(N) = 0.

Given an infinitesimal deformation X generated by an element (U,
∼
α) ∈W,

we then proceed exactly as above, ending up with a finite deformation γ(ξ,ν) ,
described in coordinates as q i

(s) = ϕ i
(s)(ξ, ν, t), as−1(ξ, ν) ≤ t ≤ as(ξ, ν), with

the functions ϕ i
(s)(ξ, ν, t) satisfying all conditions of Theorem 1.

Once again, we focus on the “end–point map” χ(ξ, ν) = γ(ξ,ν)(t1) and on the

fact that, under the assumption X(t1) = 0, the functions χi(ξ, ν) factorize into
the product (26),

χi = ϕ i
(N)(ξ, ν, t1) = 1

2 ξ
2 θ i(ξ, ν),

with

θi
∣∣
ξ=0

=

(
∂ 2χi

∂ξ2

)
ξ=0

= bi + S ijνj .

and

S ik :=

∫ t1

t0

(
GAB

∂ψi

∂zA
∂ψk

∂zB

)
γ̂

dt +

N−1∑
s=1

[
ψi(γ̂)

]
as

[
ψk(γ̂)

]
as

We then observe that the assumption χα(ξ, ν)= 0 ∀ |ξ | < ε, α = p+1, . . . , n
implies θα(ξ, ν) = 0, whence, in particular, bα = Sαj = 0.

At the same time, Corollary 1 ensures the equality between the co-rank of
S ij and the abnormality index p of γ .

The matrix S ij is therefore necessarily of the form

S ij =

(
SAB 0
0 0

)
, A,B = 1, . . . , p ,

with detSAB 6= 0.
The rest is now straightforward: in order to establish the existence of a fi-

nite deformation with fixed endpoints tangent to X , we have to verify that the
equations θ i(ξ, ν) = 0 admit at least one solution ν = ν(ξ) in a neighborhood of
ξ = 0. And indeed, no matter how we choose the functions νp+1(ξ), . . . , νn(ξ),
the equations θp+1(ξ, ν) = θn(ξ, ν) = 0 are identically satisfied, while the re-
maining ones form a system of p equations for the unknowns ν1, . . . , νp , whose

solvability is ensured by the non singularity of the Jacobian ∂θA

∂νB

∣∣
ξ=0

= SAB .

3. Examples

The following arguments help clarifying some aspects of the concept of nor-
mality discussed in Sec. 2.1.
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Let γ =
{(
γ (s), [as−1, as]

)}
be a piecewise differentiable evolution. Accord-

ing to Proposition 1, if at least one arc γ (s) is normal, γ is necessarily normal.
More generally, an evolution may turn out to be normal even when all of its

arcs γ (s) are abnormal. Examples in this sense are:

• Vn+1 = R × E2 , referred to coordinates t, x, y . Constraint ẋ2 + ẏ2 = v2;
imbedding A → j1(Vn+1) expressed in coordinates as ẋ = v cos z, ẏ = v sin z .

Consider a piecewise differentiable evolution γ consisting of two arcs:

γ (1) : x = 0, y = vt t0 ≤ t ≤ 0

γ (2) : x = vt, y = 0 0 ≤ t ≤ t1

Then, Eq. (14a) admits h–transported solutions ρ(1) = αδy|γ , ρ(2) = βδx|γ
(α, β ∈ R) respectively along γ (1) and along γ (2). Both arcs are therefore
abnormal. Nevertheless γ is normal, since no pair ρ(1), ρ(2) matches into a
continuous non–zero virtual 1–form along γ.

• Vn+1 = R×E2 , referred to coordinates t, x, y . Constraint: v3 ẋ = (ẏ2−a2 t2)2 ;

imbedding A → j1(Vn+1) expressed in coordinates as ẋ = v−3(z2 − a2 t2)2 ,
ẏ = z . Consider a piecewise differentiable evolution γ consisting of two arcs:

γ (1) : x = 0, y =
1

2
a(t2 − t∗2) t0 ≤ t ≤ t∗

γ (2) : x =
a4

5v3
(t5 − t∗5), y = 0 t∗ ≤ t ≤ t1

(t∗ 6= 0). Then, Eq. (14a) admits h–transported solutions of the form ρ = αδx|γ
along the whole of γ . Both arcs γ (1), γ (2) are therefore abnormal. In spite of
this fact, γ is normal, since no solution satisfies condition (14b).

• By definition, local normality implies normality. The converse is generally
untrue, as shown by the previous examples. A further example, not relying on

the presence of corners, is the following: let the imbedding A i−→ j1(Vn+1) be
locally described by the equations{

q̇A = zA A = 1, . . . , n− 1

q̇n = f(t) z1

with f(t) = exp(−1/t2) for t < 0 and f(t) = 0 for t ≥ 0.

Along any admissible section γ : [t0, t1]→ Vn+1 , the condition of h–transport
and Eqs. (14a) are summarized into the requirements

dλi
dt

= 0 , λ1 + λnf(t) = 0 , λ2 = · · · = λn−1 = 0 . (30)

In particular, if t0 < 0 < t1 , we conclude that:

� γ is normal, since Eqs. (30) do not admit any non-zero solution in [t0, t1];
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� γ is not locally normal: Eqs. (30) do in fact admit solutions of the form
λ1 = · · · = λn−1 = 0, λn = const. in any subinterval [a, b] ⊆ [0, t1].
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