were chosen as a result of investigating how long the ge-
netic algorithm generally takes to converge, in our case the
algorithm rarely made progress after approximately 45 gen-
erations, An important consideration is that on lower-& land-
scapes the algorithm normally converged much faster, but to
allow for fair comparison across different k-values we de-
cided to keep the process consistent.

To make results more easily interpretable, we aimed to
develop a more reliable fitness metric for our evolved walk-
ers than the fitness value after a single run of their strat-
egy. Since any strategy with a Random Walk step will vary
greatly in its final fitness, there is a chance for a walker o
simply get “lucky™ and stumble into a high final fitness. In
order to combat the inconsistency this would create, the fit-
ness of an individual is determined by the average final fit-
ness across 25 different runs of the strategy. This allows us
to ensure that the final evolved strategy must consistently
perform well to get a high fitness score.

Results
Relative Performance of Strategies

To verify that our evolved walker is showing improvement
over the baseline walkers, we evolved separate walkers on
500 different landscapes for each k-values 0-14 with a con-
sistent n = 15 and compared their results to the baseline
strategies. Each strategy (evolved and baseline) was 200
steps long, and the evolved strategies were set to have ex-
actly 40 walk steps in total. This 40 walk constrainl was
introduced to allow for a more direct comparison between
different evolved strategies; the specific value of 40 walks
was selected because when the number of walks is uncon-
strained the population regularly converges to having about
20% walk steps within any reasonable length strategy. The
NK landscapes were randomly generated, though the same
set of landscapes was used to test each individual type of
Walker in order 1o ensure a fair comparison. The results of
this experiment can be seen in Figure 3.

There are a few general trends to note from results in Fig-
ure 3. First, the random walker shows no sign of progress
throughout its entire lifetime, as expected. This shows that
without a productive developmental process, we can expect
a final fitness of only slightly more than 0. Second, for the
more adaptive strategies, we can see that each is able 1o solve
the k& = 0 landscape entirely and achieve the maximum fit-
ness of 1, but as the difficulty of the landscape increases the
fitness reached by each strategy decreases. This decrease in
final fitness is sharp when progressing through lower k val-
ues, but eventually levels off at high k-values. This is all
as expected - a more difficult landscape is inherently much
harder to solve, so we would expect every stralegy’s perfor-
mance to degrade as the k-value increases.
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Figure 3: Final fitnesses of strategies across different K val-
ues, Average final fitness across 500 different landscapes
for k-values from 0 to 14 on a n = 15 landscape. Strategy
length 200 with 40 walk steps.

Distribution of Look Steps in Evolved Strategies

A more interesting trend appears at k-values greater than
zero, where the SHC s strategy begin to perform worse than
the Alternating and Evolved Strategies. This is almost cer-
tainly the result of local optima being present on these non-
trivial landscapes.

When a purely exploitative strategy like SHC encounters
a local maxima, it has no recourse. It will exclusively takes
actions that greedily improve its fitness, so once it enters a
local maxima it won't be able to improve anymore, and will
then become “stuck” for the remainder of its lifetime. Since
local optima become more frequent at higher k-values this
means that SHC strategy will increasingly get stuck at an
earlier step in its lifetime, causing it to lose performance.

A solution to being stuck at a local optima is taking purely
random, exploratory steps as the Allernating and Evolved
strategies do. Although random walks are by themselves
unproductive, a random walk action followed by subseguent
exploitative actions gives a strategy the potential to escape
that local optima (see Figure 2 for an illustration). This
is why the evolved walker and alternating walker offer im-
provement over SHC - they are able to escape local optima
which results in overall better performance. Although this
explains why the SHC strategy performs worse than these
two other strategies on more difficult landscapes, the reason
for the preformance difference between the Evolved and Al-
ternating strategy requires deeper analysis into the structure
of these evolved strategies.
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Figure 4: Look before walks and fitness at each walk across K values. Average distribution of Look Steps (in red) and fitness
(in blue) of the evolved strategy across 500 landscapes, with error bars (standard deviation). Strategy length at 30 steps with 10

walk steps,

To do this, we will investigate the distribution of look ac-
tions in the final evolved strategy in landscapes of certain
f-values. We investigated the trends among several sets of
parameters and noticed similar structures across most strat-
egy lengths as long as the ratio of walk to total steps re-
mained consistent, so we decided to continue by investigat-
ing a shorted length strategy to reduce noise and allow easier
data interpretation, These shorter strategies will be 1/4th the
length of the previous strategies, with a total length of 50
steps, 10 of which are walks to retain the orginal 20% walk

percentage.

Figure 4 shows the average walk distribution across dif-
ferent landscape difficulties with this more controlled strat-
egy length and reveals several important trends. The first is
that across low-difficulty landscapes, we see a preference
for early-development exploration (low-look walk steps)
and o preference for late-development exploitation (high-
look walk steps). This aligns with what is has often been
observed in developmental processes (Spreng and Turner,
2021}, However, once the landscapes become sufficiently
difficult (in this case, k& == 10]), we see that this trend is sig-
nificantly weaker, and the level of exploration/exploitation
throughout the developmental process doesn’t vary nearly as
much between early and late development. We belicve this
is a result of need o escape local optima via use of the ex-
ploratory “Random Walk' steps. At higher b-values we see
more frequent local optima, and these exploratory steps be-

come more important at even the late stages of development
in order to escape increasing amounts of local optima, The
distribution of these purely exploratory random walk steps
is discussed in depth in the next section.

Another important trend is how on more difficult land-
scapes (k == 6) we see that opening two steps of the strat-
ey frequently have a higher preference for exploitation than
the following few developmental steps. A likely explanation
for this trend is that Random Walk steps aren’t necessar-
ily useful if an individual is not currently located at a local
optima, and the chance that an individual is at a local op-
tima before taking any exploitative steps is fairly low. This
means that we would expect each walker to take a few ex-
ploitative steps before preferring exploration on these high-£
landscapes, which is the trend we see emerging.

Distribution of Random Walks in Evolved Strategy

Using the same experimental setup as before, with 50-length
strategies that each have 10 walks, we now analyze how the
O-look ‘Random Walk' steps are distributed (see Figure 3),
The most basic case with & = () shows no exploratory peri-
ods bevond the very first step, This is a result of the specific
landscape containing a single global optima and no other lo-
cal optima. This means that any purely exploitative strategy
will succeed on this landscape, so there is never a need for
the Random Walk sieps,

However, once contribution factor dependence is intro-
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Figure 5: Frequency of Random Walk at Different Walk
Steps. Percentage of evolved strategies (1 = 100%%) with
a Random Walk at each step in their developmental process,
with error bars (standard deviation). 500 strategics used at
each k-value, and each strategy was evolved on a different
landscape to avoid data bias.

duced (k = 1), we see the evolutionary process begin select-
ing for later-in-development exploration steps. These Ran-
dom Walk steps are preseni throughout the developmenial
process for every k-value besides & = (), and as the difficulty
continues to increase, we see these exploration actions per-
sist into mid-development, and even into late-development.
An important factor to note is that while higher k-valued
landscapes do contain more midlife exploration steps, they
do not reduce the number of exploration actions in early
development. This can be deduced by the fact that for ev-
ery landscape with & higher than 2 there is a similar chance
(£0.05) for a walk step at the first few steps of development,
This shows that while we do see exploration actions per-
sisting later in development on harder landscapes. this does
nit mean that early development exploration actions are un-
necessary, rather this shows the contrary— mid-development
exploration periods are more effective when paired with ex-
ploration earlier in development.

Another factor that reinforces this fact is how in Fig-
ure 3, we see a convergence between the final fitness of
the evolved and alternating SHC/RW strategies at high k-
vilues, This is representative of the fact that at higher-&
landscapes with more local optima, the strategy o alternate
between exploration and exploitation becomes more promi-
nent o escape these optima, Eventually, when the k-value
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gets high enough there are so many local optima that the
alternating strategy preforms almost equally as well as our
evolved strategy at these extremely high k-values. Although
this doesn’t necessarily mean that the evolved and alternat-
ing strategies are using the same method to achieve their fit-
ness, this does tell us that the importance of escaping local
oplima becomes increasingly importam as the k-value in-
CTEASCS.

Discussion

By simulating the evolution of developmental strategies in
an abstract model, this paper reveals several insights on the
relationship between evolution and development that can ap-
ply to various organisms and developmental processes, Al
the highest level. evolution produces developmental steps
that explicitly explore the landscape in 8 random manner.
In fact, the presence of such randomly exploring steps is
shown to be necessary for all developmental sirategies to
survive selection, regardless of their location and frequency
within the developmental period. It is inferesting that evolu-
tion drives organisms to ignore environmental cues al times
against the promise of a fitness ascent. However, the su-
periority of populations that develop with random explo-
ration can be attributed 1o their divergence across a larger
search space in the landscape, avoiding convergence at local
optima and redirecting themselves to regions of potentially
higher fitness. This may help explain the emergence of de-
velopmental phenomena such as child rebellion in humans
and other animals {(Sachser et al., 2018; Chakradhar, 2018;
Spear, 2000}, where evolution has selected for populations
whose adolescents deviate from developmental trajectories
fostered by their parents to achieve greater phenotypic and
behavioral diversity. Conversely, in the case that only one
global optimum exists, represented by the landscape with &
= 0 (no imterdependent factors), evolution indeed produces
developmental strategies with no random exploration.

The location of the exploratory steps offers another in-
sight. Evolution drives development to be time-sensitive,
with nor-uniform patterns of exploration and exploitation
comprising the developmental strategy. The populations of
evolved strategies in various landscapes all consistently ex-
hibit different degrees of exploitation (and hence those of
exploration) al different points in development, notably with
large changes ot the early and terminal siages of develop-
ment. For example, the extensive exploitation towards the
end of development can be attributed to its direct impact on
the final fitness, which is the only ftness function used o
evolve the strategies in this model. Similarly, sensitive peri-
ods in biological systems demonsirate ime-sensitive devel-
opment and significantly affect organisms towards the end
of their development. As the adult form of many organisms
are fixed for the rest of their lifetimes with low plasticity,
the terminal stage of development is critical for their evolu-
tomary fitness ( Spreng and Turner, 2021; Del Maschio et al.,
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2018; Brehmer et al., 2014). These are consistent with ob-
servations of the uniformly distributed strategy alternating
between exploration and exploitation, which was not able to
develop higher fitness than the evolved, non-uniform strate-
gies.

Besides the terminal stage, the early and middle stages
of development that emerge on different landscapes reveal
another perspective. Evolution selects for a more complex
developmental strategy marked by multiple transitions be-
tween predominantly exploitative and exploratory phases, as
the landscape becomes more complex with a greater number
of interdependent factors. The early exploitation and middle
exploration stages that emerge on high-% landscapes exem-
plify such phases and their transitions, along with the termi-
nal exploitation stage common to all landscapes. Consider-
ing their contrast with the simpler, early exploration stage on
low-k landscapes, the multiple transitions can be attributed
to a potential mechanism related to the increased number
of local optima (and hence the increased risk of suboptimal
convergence). The early ascent through exploitation may
guide organisms to regions of generally higher fitness, in-
creasing the probability that the following exploration will
place the organism near a high-fitness optimum prior to the
terminal exploitation. Although it is inconclusive from this
work whether this mechanism is truly responsible for the
emergence of multiple transitions, it offers a useful direc-
tion for future work to verify the presence of such regions or
examine completely different hypotheses.

More importantly, it is surprising to note that nature and
this highly abstract model share the emergence of a more
complex developmental strategy across increasingly com-
plex landscapes. The quantitative development of flatworms
exemplifies a simple landscape with few interdependent fac-
tors, exhibiting a simple exploitative development increas-
ing or reducing in size based on the nutrition available
(Martin-Durdn and Egger, 2012). In contrast, the cognitive
development of humans has a uniquely high number of in-
terdependent factors due to social influences, evolving mul-
tiple distinct stages of development with varying degrees of
exploration and exploitation (Thompson, 2021). Along with
the aforementioned findings in the value of exploration and
the time-sensitivity of development, the emergence of this
trend demonstrates the ability of this model to simulate and
examine various interactions between evolution and devel-
opment. Next, we will discuss potential extensions to the
model, which would enable future investigations.

Future Work

We see three major directions for future work based on the
preliminary results reported on in this paper. First, in our
model the only way to escape a local optima is by taking a
purely random walk step and getting lucky. A simple exten-
sion would be to include a multi-tier look (i.e. change multi-
ple bits in the bitstring) to more intelligently escape optima.
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This multi-tier look could also incur an additional cost and
potentially offer insight into the underlying selection pres-
sures for sensitive periods. This multi-tier look could allow
for greater relative sensitivity to an environment (along with
greater cost), which in turn could help identify the useful-
ness of critical periods in a developmental trajectory.

Second, our model currently only evolves the look and
walk actions with a fixed starting location. Often, models
employing NK fitness landscapes involve the evolution of
the starting location. Extending the model to include start-
ing location would allow more thorough exploration of the
interaction between evolution and development.

Finally, in addition to the aforementioned extensions of
this model, we see an interesting opportunity to conduct ex-
periments in dynamic fitness landscapes where the fitness
values shift over time. This could happen within an agent’s
lifetime, periodically much like seasonal changes, but also
could happen across evolutionary time such that a more flex-
ible developmental strategy might be required to sustain a
population. Interesting possibilities could include analysis
of the relationship between agent lifetime and the scale of
the changes in the environment.
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Abstract

Organisms are responsive--they respond to stimuli. This is a
unique mode of causation that we usually only ascribe to
organisms. What does it amount to? In this talk, I propose two
candidate theories of responsiveness. The first is a functional
pathway theory according to which organisms that are
responsive are organisms with a certain kind of physiologically
realized functional architecture. The second is a vital-integrative
theory, according to which responsiveness is a capacity of
whole organisms to integrate their activity with the environment
in such a manner that their needs are met. [ will explain the two
views and their underlying rationales. Finally, I will argue that
these two theories attribute different kinds of causal structure to
the organism, and say divergent things about how their activity
is organized. Adjudicating between these views could help to
resolve a deeper, older debate between mechanistic and
organicist theories of the organism. Therefore, we should find
ways to test these theories of responsiveness.

What is Responsiveness?

Organisms are responsive—they respond to stimuli. What does
this mean?

It cannot mean simply that they can be causally
impacted by things. Billiard balls can be impacted by other
billiard balls and caused to move, but the collision of a
moving ball is not a stimulus to which the stationary ball
responds. Nor is it sufficient for the impacting body and the
impacted body to be putative responders—two armadillos or
pill-bugs could undergo the same communication of motion,
and these wouldnot be response phenomena either. So what
differentiates response phenomena from this pattern of simple
cause-and-effect?

On the other hand, philosophers often distinguish
between passive and active movements of organisms (e.g.
Dretske 1988) There is a difference between something
happening to an organism, and the organism doing something.
It is common for accounts of the active/passive distinction to
identify active behaviour with internally caused movement.
Consider: an armadillo goes for a walk. Here, the activity
seems to have been initiated spontaneously by the armadillo.
In the situation’s stipulated simplicity, no externalities are
cited—the armadillo forms a desire to go for a walk, and then
this state initiates the walking. The chain of causation seems
to start in the organism.
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This cannot be an account of responsiveness either,
for two reasons. The first, more obvious reason is that some
responses are instances of reflex action, which on most
accounts is not something an organism actively does. But
more fundamentally, responses are responses-fo stimuli. We
would not call a behaviour or change in bodily state a
response if it truly were initiated without any essential
connection to things outside of the organism. A tendency to
spontaneously behave in ways that show no contingency on
externalities would not be responsiveness.

So responsiveness seems to lie somewhere in the
crux between these two paradigms of causation—the
mechanical cause-and-effect picture, and the internally-caused
movement accounts of agency. Like the paradigm of simple
cause-and-effect, the response is in some way causally
contingent upon the stimulus. But like the paradigm of
activity, the response is something the organism does and not
something that happens to it. Neither of these concepts are
sufficient as an analysis of responsiveness; it needs an analysis
of its own. So what essentially is responsiveness?

In this talk I will propose that in psychology there
have been two basic underlying theories of responsiveness—a
functional pathway theory of responsiveness and a
vital-reorganizational theory of responsiveness. I will explain
the two views and their underlying rationales. Finally, I will
argue that adjudicating between these views could help to
resolve a deeper, older debate between mechanistic and
organicist theories of the organism. Therefore, we should find
ways to test these theories of responsiveness.

The Functional Pathway Theory of
Responsiveness

On the functional pathway conception of responsiveness, the
stimulus is to be identified with energy applied to parts of an
organism called its receptors, and the response is to be
identified with activity at other parts of the organism called its
effectors. This input theory of the stimulus and output theory
of the response presupposes an input-output conception of the
organism.

This scheme for understanding responsiveness has
been the dominant causal theory of responsiveness since
Descartes’ description of the reflex arc, and it will likely be
recognizable to the point of seeming truistic today. It is a
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broadly mechanistic theory, and is deeply embedded in the
protocols of experimental psychology. Because of its general
acceptance [ will explicate it by first briefly describing its
development in the history of experimental psychology (I
have drawn largely from Boring’s 1932 history) and
philosophy of mind. Then I will give a formalized statement
of it.

From discrete structures to localized functions

The first point is that when we examine our anatomy, we find
it comprised of conspicuously distinct discrete structures—we
have structures at our extremities which we call receptors or
sense-organs, which are connected to distinct long cord-like
structures called nerves, which are connected to a brain, which
is connected to more nerves, which finally terminates in
muscles and viscera. It is natural to ask of all these distinct
structures what they do and how they work. Nerves all share
the same gross basic anatomical features, but Bell and
Magendie experimentally demonstrated that they have
different functions in the organism in virtue of what they are
connected to. Sensory nerves connect sense organs with the
brain; motor nerves connect the brain to muscles.

From local function and forward direction of
nervous impulse to the reflex arc

Furthermore, there seems to be a forward direction in the
nervous system—impulses travel in only one direction in each
neuron, and the nervous system is just a complex network of
these neurons. There may be reafferent connections within the
brain, but especially between the functional parts of the arc
impulses that begin at the receptors travel in a sequence
through an arc. So it seems that the whole sequence that
culminates in movement follows an arc, or a functional
pathway.

This distinction of sensory and motor nerve function
was used to explain reflex movements. If you remove the
brain of a vertebrate but leave the spinal cord, that vertebrate
is still capable of reflex activity. In these cases the functional
pathway that produces the reflex movement is something like
this: sense receptors lead to sensory nerves, which lead to
spinal interneurons, which lead to motor nerves, which lead to
effector organs. This sequence is called the reflex arc. When
the brain is not bypassed, another central component is added.
The brain, being an elaborate network of more neurons, has its
function circumscribed for it by its place in the functional
pathway. It needs to produce outputs which culminate in
responses on the basis of inputs which come from transduced
energy at the receptors. Whatever intellectual, emotive, and
volitional capacities there are, they need to be assimilated to a
structure whereby impulses enter and exit.

From the reflex arc to the organism as an
input-output machine
In philosophy of mind, at the start of the cognitive revolution,
there was a movement confoundingly named “functionalism”
according to which the physiological structures which gave
rise to the reflex arc were seen to be mere implementation
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details. The basic feedthrough conceptual model of the reflex
arc was retained, but without essential reference to the
physiological structures which gave rise to it. Take Putnam’s
early arguments against identity theory and formulation of his
alternative machine functionalism (1967). Putnam explicitly
takes the Turing machine as a “model of the organism.”
Creatures with mental states, on this theory, could be modeled
as Turing machines that A) were probabilistic, and B)
implemented certain transition tables. The particular
physiological facts which gave rise to the reflex arc—the
neurons with their forward motion, the central parts with local
functions—were abstracted away from the model of the
organism, but fundamentally the transition tables are a
function from inputs and internal state variables to internal
state variables and outputs. The mediating mechanisms may
be unspecified, but the fact remains that they are mediating
mechanisms—mechanisms that produce movements at local
functional parts called effectors on the basis of other local
functional parts called receptors (or “sensors.”

Formalizing the input-output machine: the
functional pathway theory of responsiveness

So there are three conceptual parts to an organism considered
as an input-output machine: the input, central processor or
controller, and the output. These parts have localized functions
and are connected in a sequence via input-output relations, so
they can be considered components of a componential
mechanism. What must each of these components be?

First, there is the sensor. The sensor needs to do two
things. First, it needs to fransduce energy—convert heat, light,
or something else that can locally affect a sensory structure of
the relevant modality into a format compatible with the next
component. Second, it needs to transmit this signal to the next
part of the functional pathway. Both of these facets are
necessary. Disrupt the sensor’s transducing function, and it
will not produce informative input signals; disconnect the
sensor from the sensory nerve or the central component and
no amount of transduction will constitute an input. The sensor
needs to play its role in the functional pathway; it needs to be
adjusted appropriately to the central component for it to be a
source of input.

Second, there is the effector. The effector also needs
to do two things. First, it needs to receive output from the
central component as input. Second, it needs to transform its
input signal into some kind of motion (an “effect”). The
obvious example in an animal is a muscle cell that contracts.
A robot car’s motor would be another example. Again, both of
these conditions need to be met for an effector to be an
effector; if it does not receive input from the central
component (or at least from upstream in the functional
pathway!) it is not functioning as an effector, and if its
movement is not a function of that input, it is not motor
output.

Third, we have the central component. The central
component takes inputs from the sensors, transforms or
assimilates them somehow, and produces outputs for the
effectors. No further conceptual requirements are strictly
necessitated by the general input-output conception of the
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organism, but the adaptive or plastic qualities of
responsiveness can be explained in terms relating inputs to
outputs—perhaps in computational terms.

Responsiveness as activity produced by a
functional pathway

With the functional pathway conception in place, we
can now state what responsiveness, stimulus, and response
are. On the functional pathway theory of responsiveness, then,
a response is an activity produced by effectors, where those
effectors receive inputs from a central processor, and that
central processor receives inputs from sensors. In this view, a
stimulus is an application of energy to the sensor. An
organism is responsive when at least some of its activities are
responses defined in this sense.

The Vital-Integrative Theory of
Responsiveness

The vital-integrative theory of responsiveness has it that
responsiveness is an attribute of a whole, intact organism
whereby it establishes and maintains functional relationships
with its environment in a manner that meets its vital needs; a
stimulus is a breakdown of the organism’s integration with its
environment consisting of a noticed threat or opportunity that
the organism has not adapted to. This is the beginning phase
of a coordination; a response is the final phase of that
coordination which establishes a new state of integration with
the environment incorporating the stimulus. I will explain
each of these features in turn.

Starting with the whole organism in its
conditions of living

The second theory of responsiveness begins to be expressed
after the development of the reflex arc scheme with
psychology’s second school, the Functional Psychologists. It
was expressed in part and with varying degrees of explicitness
by others as well, including American pragmatists, organismic
theorists, and some humanistic psychologists. These schools
of thought were broadly united in their methodological
commitments, with emphases on the pattern of life of the
whole, intact organism (e.g. Holt 1915, Goldstein 1934,
Maslow 1943a, 1943b) and the ways in which the organism
adapts and integrates into its conditions of living (e.g. Dewey
1896, Angell 1903, Goldstein 1934, Maslow 1943c). Because
of their shared methodological commitments, these schools
are largely compatible with each other, but collectively fell out
of fashion around the end of the Second World War. It is
difficult to find an explicit formulation of this theory that
synthesizes across these schools, but their insights could be
recovered and synthesized to form a second theory of
responsiveness, which could be descriptively named a
vital-integrative theory of responsiveness. I will describe some
of the principles it offers for understanding responsiveness
and gesture towards possible ways in which they could be
integrated into a resuscitated 21st century theory.
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Organisms have needs, and survival requires
meeting them

Darwin’s theory of natural selection starts with populations of
reproducing organisms. It explains the origin of species—that
is, the emergence of particular kinds of organisms over time.
Its operands are organisms that survive, vary, and reproduce.
Before it can be used to explain the emergence of more
complex forms of responsiveness, there needs to be a
population of organisms that vary, reproduce, and inherit.
What can be said in general about what an organism is, and
what it means for an organism to survive?

One proposed general feature of organisms that has
been relatively uncontroversial at least since Schrodinger’s
essay (1944) has been the fact that they seem to resist entropy.
They persist as complex objects in a way that seems to subvert
generalizations of statistical physics, namely, the tendency
towards maximum entropy. Organisms don’t just resist
breakdown, they even repair themselves and grow. This is
generally accomplished by “drinking orderliness,” i.e. taking
in nutrients that can be converted into usable energy and
assimilated into the organism’s own body. These assimilative
processes are given the name metabolism, and metabolism is a
necessary condition of living. When these vital processes stop,
the organism dies, and while they are operating, the organism
is alive.

Organisms are not just alive-which they could be
while under artificially contrived conditions of life support.
They survive, which means that they stay alive despite
obstacles, struggles, and dangers from without, and the
consequences of their own metabolic processes from within.
And in any realistic environment there are many such dangers.
Walter Cannon described the exceedingly narrow parameters
under which an organism’s vital processes can operate
(Cannon 1932). If an organism’s internal temperature leaves
this narrow range, or if there is a deficiency of some nutrient,
or if there is not enough water, it dies. This is what a need
is--a necessary condition for the organism’s vital processes to
continue, i.e. for the organism to continue surviving. When
needs are met, we say that the need is satisfied. (Thus defined,
the notions of need and satisfaction are not anthropomorphic,
but organismic.)

Furthermore, physiological needs like the above are
not the only kinds of needs. There are as many kinds of needs
as there are ways to thwart the vital processes in a particular
environment. So in addition to parameters of the internal
milieu that may be controlled by internal regulative
mechanisms and feeding, drinking, or expulsive behaviours,
there are also necessary parameters for the external milieu.
(Goldstein 1934). If there are predators which can consume
the organism, that organism now additionally has safety needs
that can be met by, in one way or another, avoiding being
eaten by these predators. If the organism’s form of life is
social and its survival depends on its standing in a community,
then it will also have social needs (Maslow 1943b). From the
intrinsic vulnerability of the metabolic process and the
complexity of the environment, the variety and extent of needs
balloons. How is the organism to negotiate its standing amidst
this seemingly endless set of dangers, and opportunities? This

d-sBuipaaoold/jes)/npajiwioallp//:dpy wouy papeojumoq

€ |esl/6G¥SE0C/ L/¥E/TT0TIes!/3p!

20z Atenuer Lg uo Jesn O LNIYL 1A VLISHIAINN Aq ypd’ 26500



question can be partially addressed from observing their
activity. When we do that, we notice that the vital processes
themselves incorporate aspects of the environment.

Life processes constitutively involve pivotal
outer objects

The reflex arc model itself is internalist—it explains
responsiveness in terms of processes solely inside the
organism. But Holt stresses that behaviour is organized around
a pivotal outer object. The organism, Holt says, “while a very
interesting mechanism in itself, is one whose movements turn
on objects outside of itself, much as the orbit of the earth turns
upon the sun; and these external, and sometimes very distant,
objects are as much constituents of the behaviour process as is
the organism which does the turning” (1915). To even
characterize what a response is, he argues, you need to ask
what aspect of the world that response is an adjustment to.

What this means is that the vital-integrative theory of
responsiveness is not purely internalist. But neither is it purely
externalist. 1t is rather that the physiological principles are
relational in nature and involve organizing to or around
external things. The external things can thereby become
constituents of the vital processes themselves.

This either allows us to extend our conception of the
vital processes beyond metabolism, or to extend our
conception of metabolism out into the world. As Dewey puts
it, we can conceive of the processes of living as “enacted by
the environment as truly as by the organism; for they are an
integration.” (1938)

If vital processes are an integration with their
environments, and activity can be a function of arbitrarily
distal, complex, and abstract features of the environment, then
perhaps they could approach the task of meeting the
organism’s ballooning set of needs. Here is an example of
Holt applying this logic to a bee:

The fact is that the specific object on which the bee's

activities are focused, and of which they are a

function, its ' home,' is a very complex situation,

neither hive, locality, coworkers, nor yet flowers and
honey, but a situation of which all of these are the
related components. In short we cannot do justice to
the case of the bee, unless we admit that he is the
citizen of a state, and that this phrase, instead of
being a somewhat fanciful metaphor or analogy, is
the literal description of what the bee demonstrably

is and does (1915).

As Holt notes, there is a tendency to read such a claim as that
the bee integrates into its home is a mere whimsical
description. But on the contrary, if the vital-integrative theory
is correct, it is actually a direct statement of a complex
relational biological causal process. Perhaps it is a shorthand
of an organicist equivalent of a mechanism sketch.

So if the activities of an organism are a kind of
integration, what are the stimulus and the response? What
does responsiveness amount to?
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Life processes are directional

On the vital-integrative theory, responsiveness takes place
against the backdrop of the ongoing, total integration an
organism has with its environment. Living is described as a
process of integration with environmental need-satisfiers and
threats. One way that this could work would be akin to early
descriptions of homeostatic processes—just as nutrient
concentrations, temperature, and the like need to be held
constant, so, we might think, an organism might act to keep all
of its relationships with important aspects of its environment
about the same.

But organisms do not just maintain a static form of
integration. Another general feature of organic activity is its
direction, which Goldstein claims 1is “the essential
characteristic of every vital phenomenon” (1934). This
direction manifests itself markedly in at least two ways—first,
in the tendency of organisms to recover from injuries, which
radically alter their state of integration with the environment.
When this previously established pattern of living is disrupted
by a brain injury, the organism tends to re-establish a new total
pattern of integration with its environment consistent with
meeting as many needs as it can (this process is described in
great detail in Goldstein’s 1934 book The Organism: A
Holistic Approach to Biology Derived from Pathological Data
in Man). The second way that direction is manifest in
organisms concerns the sheer complexity of the problem of
meeting their many needs in their specific environments. This
seems to improve over the course of an organism’s life;
Dewey and Maslow call this process growth. Not all needs are
equally crucial for survival, and from this fact it is predictable
that a hierarchy of “prepotent” needs would emerge—wherein
some needs are more basic than others, but once they are
adequately met, the organism becomes motivated to satisfy the
less-crucial needs. The process of meeting increasingly many
needs is the process of integrating more and more with one’s
environment.

So living is integrating with the environment in a
manner that meets the organism’s needs. Armed with this
conception of the life process, we may be in a good position to
interpret Dewey’s pregnant but somewhat obscure alternative
to the reflex arc in his famous “The Reflex Arc Concept in
Psychology” (1896).

Stimulus and response as phases of adaptation

Dewey argues that it was a failure of interpretation to assign
psychological notions like perception, cognition, and action to
local activities of the reflex arc analysis’ component
mechanisms. Sensation or perception are not names of
transduction at sensor surfaces; cognition is not a name for an
associative or integrative process carried out in a central
nervous system, and action is not a name for movement
generated at effectors. In Dewey’s memorable phrase, this
leaves the organism “a patchwork of disjointed parts, a
mechanical conjunction of unallied processes”. (Dewey 1896).
Instead, perception, cognition, and action are “divisions of
labour, functioning factors within the single concrete whole.”
As an illustration, consider the act of chasing. Is this
activity motor? Certainly—a chaser needs to move. But chasing
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is also sensory. If it were not, in which direction would one
chase? Without the perceptual guidance inherent to chasing,
one may dart away from one’s chasee, rather than towards
them. And what if the chase involves some tact, wile, and
prediction of the chasee’s behaviour? Then the whole activity
would be cognitive as well. The “single concrete whole” that
has perceptual, cognitive, and motor functionality is what
Dewey calls a coordination; another term he uses for this unit
is “act”.

Stimulus and response don’t take place at different
parts of the organism either. All of the organism is stimulated,
and all of the organism responds. They, too, are teleological
distinctions, or “parts played with reference to reaching or
maintaining an end” (Dewey 1896). What they describe are
stages in the process of adapting the organism’s functional
relationships with the world. What are these stages?

Prior to stimulation, the organism has a certain
standing in its environment—it is well-fed, or safe, or
otherwise is not motivated by any needs related to the
stimulus. When the organism is stimulated, some aspect of the
situation becomes problematized to the organism—that is, there
is some aspect of the situation that is pertinent to its ability to
meet its needs that it has become aware of. From the moment
of stimulation, the organism begins to coordinate with the
stimulus. Through a process that Dewey calls “inquiry” in the
human case, but ascribes to all responsive entities as well, the
organism determines the means of adapting to the stimulus. In
the response stage, those means are executed, and the
organism thereby establishes an integration with the stimulus
such a way that its needs problem is solved and the discomfort
dissipates. At the end of the whole sequence of events, the
organism has an enlarged total coordination with the
environment.

So which theory of responsiveness is
better?

The functional pathway theory of responsiveness and the
vital-integrative theory of responsiveness describe and explain
responsiveness in fundamentally different ways. The
functional pathway view seems to follow a mechanistic style
of explanation, where parts of an organism are decomposed
into components with relatively localized functions. The
nature of and prospects for mechanistic explanations in the
life sciences and cognitive science have been a topic of
intense interest in recent history. (Craver 2007; Bechtel &
Richardson 2010). The vital-integrative view, in contrast,
seems to be committed to a kind of organicist and processual
biology, which have both seen some recent interest (e.g.
Gilbert & Sarkar 2010; Nicholson & Dupre 2018).

One might still wonder: do these theories
fundamentally clash, or are they in any way reconcilable?
Might these be different ways of describing the same
phenomenon, or orthogonal but equally valid kinds of
explanation?

One thing is clear. These two theories ascribe causal
patterns with radically different profiles to the organism.
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They also make divergent prescriptions for experimental
psychology. The functional pathway picture is concerned with
how application of energy at one part of the organism
propagates through the system and culminates in movements
at another part of the system. This means that we can precisely
control the properties of the stimulus. It also means that
stimuli can be applied to an organism. It does not matter what
state the organism is in, or whether the stimulus culminates in
a response. As long as the components of the functional
pathway are working, an application of energy at the receptors
counts as a stimulus. The responses, likewise, are patterns of
effector activity that can be described without any essential
reference to their stimuli or their manipulanda. The causal
pattern described is between activity at sensors and activity at
effectors, with intervening activity in the central component.
No essential reference is made to the needs of the organism
(though it can be an additional fact that the central processes
modulate their output in a manner that represents those needs,
or happens to conduce to meeting them.) This is not to say
that an input-output machine could not meet its needs in virtue
of operating as an input-output machine, but that
need-satisfaction is incidental to the causal structure of
responsiveness.

On the vital-integrative picture, on the other hand, it
is more difficult to precisely control whether something is a
stimulus. Only if something induces the organism to modify
its relationships with the need-relevant affordances in its
world is that thing a stimulus, and the activities of the
organism a response to it. Accordingly, stimuli cannot just be
applied to an organism. The only way to design a stimulus for
an organism is to know something about its needs, its means
of attaining those needs, and its disposition to employ them.
The causal pattern described is one that is distributed broadly
throughout the organism and involves understanding how the
organism is integrating itself into its world, and integrating the
world into itself in a manner that meets its needs.

How would you synthesize
responsiveness?

Which theory of responsiveness we adopt determines what
sorts of entities we are trying to make, what their essential
organization is, and how we might go about making them. I
will say a brief word about what it would mean to create
artificial responsiveness according to both theories.

Artificial functional pathways

At the outset, it is clear that the functional pathway system not
only follows a familiar style of explanation (i.e. mechanistic),
but synthesizing an entity with a fully operational functional
pathway also is a familiar process. Any robotic system which
has distinct sensors, effectors, and central components that are
appropriately wired to each other instantiates this functional
architecture. It has a number of advantages. First, the parts can
be manufactured and calibrated independently, and assembly
would involve connecting these components. Importantly, the
outputs of earlier parts of the functional pathway need to be
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adjusted to the inputs of the next part—so if the central
component performs an information processing function, it
needs to accept the format of the sensor output; and likewise,
the effectors need to accept the format of the output from the
central system.

What would be the asymptotic limit of success with
such an approach? It would be to implement any possible
function between energy at receptors and movement at
effectors.

Artificial vital integrators

It is clear at the outset that the vital-integrative theory claims
that responsiveness requires a kind of organization that is
atypical of current artifacts (although perhaps that could
change!) The first thing to do is create an entity with a
metabolism that survives. Since we are designing these
entities, perhaps that gives us some freedom to diverge from
the vital processes we are familiar with on earth. But survival
at the very least means persisting against the forces of entropy,
which means that they, like us, need to be able to take in
sources of energy and use that energy. They also need to be
able to assimilate this material into their own body.

Once we have an entity with artificial metabolism,
we have ipso facto created an entity with needs. Those needs
already include at least physiological needs and safety needs.
To create minimal responsiveness, all we need to do is alter
the matrix of vital processes so that its activity is a function of
its needs in a manner that conduces to meeting them. That
may not require much—perhaps it is a matter of swimming
around randomly until the environing nutrient gradient is
sufficient (which may work in a relatively limited milieu). Or
maybe that requires sensitivity to information in the ambient
array that specifies need-satisfying affordances, and
coordinated exploratory movements towards them (which may
work in a relatively expansive milieu.) We can be as creative
and elaborate, or as frugal and ad hoc as the evolutionary
process is allowed to be. The ground truth is in whether the
organism survives in an environment full of dangers and
opportunities.

What would be the asymptotic limit of success for
such an approach? This being would meet all of its needs, and
thereby survive in its environment.
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Abstract

We tackle the concept of ‘self-recognition’ in a simulated
setting. We propose an experiment where two simultane-
ous reinforcement learning environments are controlled by
two agents. Although each agent is given the control of its
own environment, both agents receive the visual input of the
same environment. The success threshold depends on self-
recognition by definition as the agent must answer: am I see-
ing a mirror, or am I seeing a camera? We show that this ex-
periment can be posed as an optimisation problem, solvable
via evolutionary computation.

Introduction

Self-awareness is defined as “the capacity to become the ob-
ject of one’s own attention” (Morin, 2006). Self-awareness
is studied also within the context of computational systems
(Lewis et al., 2011). Here, we focus on self-recognition,
which has been suggested as evidence of self-awareness
(Gallup Jr, 1998), or seen as the implication of “some form
of self-awareness” (Morin, 2011).

The classic ‘mark-test” mirror test (Gallup Jr, 1970), used
to detect self-recognition in animals equipped with visual
stimuli, broadly proceeds as follows: (a) mark the animal
with a dye (somewhere not directly visible to the animal) (b)
observe the animal’s frequency of touching the dyed area;
(c) place a mirror in front of the animal (allowing the an-
imal to see the dyed area) (d) observe again the animal’s
frequency of touching the dyed area. Observing a signifi-
cant increase in the frequency of touching the dyed area is
interpreted as the animal seeing itself in the mirror, observ-
ing the presence of the dye and therefore touching it. It is
then argued that the animal must have an internalised no-
tion of ‘self’ as to recognise the being in its visual stimuli as
itself. A number of animals have been reported to pass var-
ious forms of the mirror test, including orangutans (Sudrez
and Gallup Jr, 1981), dolphins (Marten and Psarakos, 1994)
and magpies (Prior et al., 2008).

Quoting Plotnik et al. (2006), the subject’s behaviour is
characterised as: (i) social response; (ii) mirror inspec-
tion (looking behind the mirror), (iii) repetitive mirror-
testing behaviour (where the animal observes the effects of
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its own actions on the mirror image); and (iv) self-directed
behaviour (recognition of the mirror image as self). We
argue that the most interesting parts of this process are
(iif) and (iv). Therefore, we propose a new experimen-
tal setting based on reinforcement learning (RL) where ex-
pected reward can only be maximised through mirror-testing
and ultimately self-recognition in a mirror. Our reward-
ing mechanism has a clear threshold which can only be
surpassed through self-recognition. Experiments demon-
strate that existing evolutionary algorithms can readily sur-
pass this threshold. While similar efforts have been made
for self-recognising artificial intelligence (Haikonen, 2007,
Winfield, 2014; Pipitone and Chella, 2021), these were not
framed as a pure optimisation problem.
The source code for our study is available online '.

Self-recognition in Reinforcement Learning

We propose an experimental setting with two simultaneous
RL environments: the ‘mirror environment’ Ep; and the
‘camera environment’ E¢. Using the same policy (neural
network and weights), two agents Ay; and A operate in
F) and E¢, respectively. The distinctive feature is that
both Ay, and A observe E); (i.e. receive their inputs from
FEnr). We argue that, by observing Ey, Ajps can be thought
as ‘seeing’ itself in the mirror (since its inputs are its own
environment and ‘body’). Meanwhile, Ac will be seeing
the other agent’s environment and body. Aj; gets rewarded
for completing the assigned task in F; while Ac gets pe-
nalised for producing non-zero actions. To reach success,
Ajy must realise that it is observing itself (‘passing the mir-
ror test’) and act to complete the task, while Ac must re-
alise that it is observing another agent and stop. Reaching
this realisation is non-trivial: initially, an agent has no way
of knowing whether or not its observations are coming from
the mirror. Therefore, the agent must ‘understand’ in time if
its own actions cause updates on observations. We pose this
framework as an optimisation problem of seeking policy pa-
rameters which maximise the total reward obtained by A s
and Ac.

'https://github.com/nnaisense/self-recog-as-optim. git
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Figure 1: (a) The set up of the two environments £y and
E¢, with the agent seeing itself in £y and the agent seeing
the other environment in e, (b) Conversion of position
xap(t) to visoal input yay(t) passed to both agents.

Our experiments modify the classic mountain car task
iSingh and Sutton, 1996). Contained in each environment
E,ie {M.C} is a car at time # with position u;(t)
and velocity (). The state of agent A; in E; is denoted
s;(t). The system is visualised in Figure 1. In each
iteration ¢ + 1, the agent outputs actions a,(f + 1) € [-1,1]
which is integrated into the environment state according to,

el + 1) = vy(d) + vy (8 + 1) — Feos(F«a(E+ 1)),

2yt + 1) = elamp (2,(t) + vt + 1), —1.6,0.6),
with o = (1,001 and 7 = (0.0025. Initial conditions are set as
xi(l) = —j and v (0] = 0 such that their initial dynamics
are identical. The critical difference between them lies in
the observations. Both agents receive a 32-variable visual
representation yag () of () (see Figure 1b), such that
ai{t 4+ 1) = Policy(yar(t), 5;). The reward in each time
step is, ri(t) = —min (abs(r;(t) + =) /D% 1)) where

o8 = w/6and o8 = 1 and Din = ZET 4,
15 rewarded for maximising being at the top of the hill in
E'vp, and Ae for staying at the origin in Eq-. The episode
terminates at £ = 200).

There exists a threshold expected episodic reward above
which we can definitively claim the presence of self-
recognition.  Specifically, for an agent which cannot dis-
criminate between Eyy and Eo such that opy(t) and xo(t)
follow the same distribution, ra(t) + re(f) < —1, the to-
tal episodic reward across both settings is bounded: [ =
Y oeeqon2. aoo Tar(t) + re(t) < —200. Therefore, when
we see R = —200, the agent has leamed some degree of
self-recognition,

Experiments and Discussion

To solve the proposed environmenl, we use Separable Nat-
ural Evolution Strategies (SNES) (Schaul et al., 201 1) with
the ClipUp optimiser (Toklu et al., 2020) with initial radius
r = 4.5. As in Salimans et al, (2017), we do not adapt
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Figure 2: Position trace of learned agents, where *self recog-
nising” refers (o a single policy trained to recognise itself
across both environments, and ‘independent policy” refers to
individually trained policies for both environments. On Fyy,
both agents climb the hill at a similar rate. On E¢. the self-
recognising ageni takes much larger movemenis, suggesting
that the agent proritises E for mirror testing. It is worth
noting that the self-recognising agent terminates within (.1
of the goal position in 877 of scenarios, suggesting that per-
formance can be further improved.

. The policy is a Gd-neuron recurrent network with ELU
activation for the hidden layer (Clevert e al., 2015) and
tanh activation for the output layer. Each hidden activa-
tion is passed through layer normalisation (Ba et al., 2016).
The agent’s initial hidden state s;(0) is randomised, drawn
from A0, 1eq) and then passed through ELD activation and
then layer normalisation, allowing the agent to take psuedo-
randomised actions for miror lesting.

The population size is 15,000 and evolution is run for
4000 generations. Each candidate solution is evaluated for
total episodic reward /7 when controlling each environment
Eyy or Eo in turn, The experiment is repeated 10 times,
For comparison, we run the experiment in a setting with
an independent policy for cach £, In the self-recognition
scenario, the median generations for the mean fitness of the
population to surpass the threshold of —200 is 967, demon-
strating task solvability with existing techniques. This is
substantially higher than the 141 generations needed with
independent policies for each E; meaning that the introduc-
tion of ‘self-recognition’ substantially complicates the over-
all task. This difference is statistically significant from the
non-parametetric two-tailed Mann-Whitney {'-test (Mann
and Whitney, 1947) (p = 10~ < 0.05) and the effect size
is large according 1o the non-parametric Vargha-Delaney A
Test (Vargha and Delaney, 20000 (A = 0.96 = (L71)

While we are not claiming that the learned simple
i —neuron RNNMs are truly “self-aware’, it is interesting to
note that the self-recognition test can readily be solved by
existing evolutionary algorithms. From a more practical per-
spective, the substantial performance degradation obtained
through the adaption of an existing environment to a self-
recognition setting suggests a gencral template for describ-
ing harder, intrinsically hierarchical, RL benchmarks.
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Abstract

Chemotaxis is a phenomenon wherchy orgamsms like ameba
direct their movements responding (o their environmental
gradients, often called gradient climbing. It is considered 1o
be the origin of sell-movement that charactenzes life forms,
In this work, we have simulated the gradient climbing be-
haviour on Neural Cellular Automaia (NCA) that has recently
been proposed us o model to simulate morphogenesis. NCA
i5 a cellular automata model using deep networks for its leam-
able vpdate rule and it generates a target cell pattern from a
single cefl through local interactions among cells. Our model,
Gradient Climbing Newral Cellular Automata (GCNCA), has
an additional feature that enables itsell’ to move & penerated
paitern by responding to a gradient injected into its cell states,

Introduction

Gradient-climbing is a behaviour where an organism per-
ceives environmental differences such as chemical gradi-
ents as well as its own internal chemical reactions, and then
moves its body in response to those gradients (Suzuki and
Ikegami, 2009; Parent and Devreotes, 1999 Wadhams and
Armitage, 2004). The couplings between an environment
and internal dynamics of a organism cause self-movement
that is one of the key features characterizing life forms and
separating them from non-life forms (Suzuki and Tkegami,
2009:; Pollack et al.. 2004 Varela et al.. 1974).

Another fundamental feature unique to living things is
the ability 10 generste their own shapes and maintain them
through local interactions among the smallest units compos-
ing themselves such as a cell or a chemical substance, i.e.,
morphogenesis. NCA has recently been proposed as a 2D
Cellular Automata (CA) model that simulates morphogene-
sis applying neural networks to its update rule (Mordvintsev
et al., 20200, The 2D NCA model has a unique structure
where each cell has a 16-dimensional continuous vector as
its cell state, and the first four dimensions (channels) rep-
resent an RGBA image. NCA generates a targel pattern on
the visible four channels starting from a single cell through
recurrent local interactions among cells,

The 2D NCA model comprises two main phases: Percep-
tion and Update. The former is for each cell wo perceive its
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Figure 1: A single step of CA update in GCNCA,

neighborhood’s features as well as its own feature and it is
implemented by a 3 x S-convolution with three fixed kernels
(Sobel,, Sebel,, Identity). The latter represents a learn-
able update rule which consists of 1 = 1-convolutional neural
networks (Dense layers) and outputs an incremental update
vector o each cell state. In addition, the cell states are proba-
bilistically updated by adding the update states with p = 0,5
{Stochastic Update). Finally, the Alive Masking phase tests
whether each cell 15 alive or dead, and then at allows only
alive cells to hold their state vectors” values for the next step
by seting all the dead cells’ states to zero vectors,

In our research, we simulated the gradient climbing be-
haviour on NCA. We aimed to build a model that gencrates
a predefingd shape of an object on its visible channels and
then moves its body in a direction corresponding to a gradi-
ent, set on its cell states. The process is carried out by local
interactions among internal chemical substances and an en-
vironmental gradient.

Gradient Climbing NCA

To simulate self-movement, we modified the Persistent
model of NCA by introducing an additional channel to cell
slates as an environmental gradient that affects the direction
of its agent’s movement.

We first added the 17th channel to the cell states that rep-
resents an environmental gradient. For simplicity, we intro-
duced five types of gradients, zero gradient and gradients
increasing in the four directions; right, lefl, up, and down,
A zero gradient has the same value for all grid cells. The
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Figure 2: A single training epoch of GCNCA.

rest of the gradients have values increasing towards their
direction. The original NCA architecture for CA update—
the collection of Perception, Update, Stochastic, and Alive
Masking—remains the same in our architecture (See Fig. 1)

For each gradient direction, a set of cell states is sampled
as i sub-batch from the Pool holding multiple cell states. A
corresponding gradient is set to the 17th channel of each cel
states. Then, each sample is updated recurrently for a fixed
number of steps while all the values of the 17th channel are
constant during an epoch (See Fig. 2).

After the final step of the recurrent updates, the model cal-
culates its loss from these updated cell states. In the original
NCA model, MSE (mean squared error) loss was applied
between the RGBA channels of a sample and a single pre-
defined target image. Our model, however, has five differ-
ent target images, each of which corresponds to a sub-batch,
Those are an original target image and four additional im-
ages shifted by a certain pixels in a direction corresponding
to their gradients from the original. The loss function is de-
fined as below,

L=L:+ ML+ Li 4+ Ly + Lq), ([}

L
Ly=—-3Y MSE(L,-T,), g€ {zrlud} (@

T8 =1
where L is the wotal loss, L., L., Ly, Ly, and L are the av-
erage losses for sub-batches with a zero, right, left, up, and
down gradients respectively. L, (g € {z.r.l, u.d}) is cal-
culated as the MSE between the updated target channels and
its corresponding target image; the MSE losses are averaged
over N, samples in the sub-batch. [; is the RGBA channels
of a sample in the sub-baich, T, is the target image corre-
sponding to the sub-batch, The total loss is backpropagated
1o the parameters of the convolutional neural networks in
the Update phase. A set of cell states in the Pool that were
sampled are replaced with the updated samples afier they
are shifted back by the same pixels as their targel images
were shifted by but in the opposite direction. Then, model

proceeds to the next training epoch,

For the beginning part of its training epochs, only zero
gradients were set 1o all the samples to generate the shape
of the ohject on every sample in the Pool. For the rest of
the epochs, all the five types of gradients were used for the
training.
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Figure 3; Gradient climbing at step ¢ with a learmt gradient,
an unseen gradient, and a perturbated gradient. Each red
point is the center coordinates of the object a1 each step. In
the bottom plots, the x-axis is the number of steps and the y-
axis is the number of pixels the object moved towards right.

Experiment & Results

We simulated gradient climbing behaviour on GCNCA and
demonstrated under three different conditions: the gradients
used for the model's training, gradients that it has never en-
countered, and a perturbated gradient (See Fig. 3).

For the first condition, the object successfully moved in
a corresponding direction by responding to the five types of
gradients without losing its shape.

Regarding the second point, we applied two unseen gra-
dients, hill gradient and valley gradient. With a hill gradien
whose values increase towards the center column from left
and right, the object shrank its body towards the middle col-
umn #nd staved around the center. A valley gradient whose
values increase towards lefl and right from the center col-
umn, expanded the shape of the object at the beginning and
the object moved to the right afier some steps. These resulis
show that the model was trained in a way that the object
climbs gradients while maintaining its shape,

For the lust, the object processed a gradient with noise that
reverses its gradient direction locally at some part of the grid,
Mevertheless, the model moved the object by responding to
the direction represented by the whole gradient gricl.

Conclusion

This work has successfully added the simulation of self-
movement to NCA and built a new model GCNCA that
can simulate three fundamental features characterizing
life forms: self-generation, self-maintenance, and self-
movement with self-organization process. Furthermore, the
diversity and the robustness of those behaviours were ob-
served by applying unseen or perturbated gradients o our
model.

d-sBuipaaoold/jes)/npajiwioallp//:dpy wouy papeojumoq

€ |BSl/6GYSE0T/ L/VEICZOZIES! /P

20z Atenuer g uo Jesn OLNIYL I V.LISHIAINN Ad 4pd 26500



References
Mordvintsev, A., Randazzo, E., Niklasson, E., and Levin,

M. (2020). Growing neural cellular automata. Distill.
https://distill.pub/2020/growing-ca.

Parent, C. A. and Devreotes, P. N. (1999). A cell’s sense of direc-
tion. Science, 284(5415):765-770.

Pollack, J., Bedau, M. A., Husbands, P., Watson, R. A., and
Ikegami, T. (2004). Self-repairing and mobility of a simple
cell model.

Suzuki, K. and Ikegami, T. (2009). Shapes and self-movement in
protocell systems. Artificial Life, 15(1):59-70.

Varela, F. G., Maturana, H. R., and Uribe, R. (1974). Autopoiesis:
The organization of living systems, its characterization and a
model. Biosystems, 5(4):187-196.

Wadhams, G. H. and Armitage, J. P. (2004). Making sense of it all:
bacterial chemotaxis. Nature reviews Molecular cell biology,
5(12):1024-1037.

409

#20z Atenuer Lg uo Jesn O LNIHL 1A VLISHIAINN Aq 4pd° 26500 € 1eSI/6G7SE0Z/L/vE/2Z0zIes!ypd-sBulpaadoid)les)/npajiw-joalip//:diy woly papeojumoq



Towards a Unified Framework for Technological and Biological Evolution

Roger Tucker!?

'Independent Researcher, Chepstow, UK
’Glean, 4 The Boulevard, Leeds, UK
roger.tucker@gmail.com

Abstract

It has long been observed that human cultural evolution is in
some ways analogous to biological evolution, having
reproduction with variation and a form of selection, but the fact
that both technology and biology are physical brings them much
closer than culture in general. Many have observed that they
share universal traits that pervade their long-term trends, yet they
seem so different. What is at the root of this? This paper
considers a number of properties that would seem essential to
any evolutionary system which produces real artefacts —
construction, search, selection and various aspects of structure
and organisation — and explains briefly how each operate in
technological and biological evolution. This provides an initial
attempt at a basic unified framework which can then be extended.
Such a framework would help progress bio-inspired design, and
suggest features to study on the way to meet the grand challenge
of Open Ended Evolution.

Introduction

Technology has been drawing inspiration from biology for
many decades, as evidenced by a number of design movements
including bionics, biomechanics, biomimicry, biomimetics and
bio-inspired engineering, as well as the field of evolutionary
computing. More recently, bio-engineering is incorporating
biology rather than just being inspired by it, including the
examples of artificial organisms produced from biological cells
and fuel cells from microbes mentioned in this conference’s
call for papers. However, less well investigated in this coming
together of technology and biology is a clear understanding of
the correspondence between their evolutionary systems.

It has long been observed that human cultural evolution is in
some ways analogous to biological evolution, having
reproduction with variation and a form of selection. Within the
study of cultural evolution, technology is seen as an
externalisation of knowledge (Mesoudi er al., 2015), with
knowledge, construction techniques and technological artefacts
evolving in separate but interrelated ways (Brey, 2008).

But the fact that both technological and biological evolution
describe physical artefacts or organisms brings them much
closer than culture in general. They both have to overcome
problems of transport, energy, processing of materials, creation
of machinery etc. Many have observed that they share universal
traits that pervade their long-term trends, no matter how
different they appear at a lower scale (Vogel, 1999; Zinman,
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2000; Solé et al., 2013) and ask what is at the root of these
potential universals?

Technological evolution is not just the aggregation of all the
clever inventions of humankind over a long period of time. In
his book “The Nature of Technology”, Brian Arthur explains
“the collective of technology builds itself from itself with the
agency of human inventors and developers much as a coral reef
builds itself from itself from the activities of small organisms.”
(Arthur, 2009, p. 169). He is not overstating the analogy.
Technology is part of an interconnected socio-economic system
which progresses ever faster, effecting more and more change
in our lives, whether we like it or not. What started out as
humankind making a few basic tools has become an emergent
system which, like all emergent systems, has a top-down
impact on its constituent parts.

There are many intriguing analogies in the two evolutionary
systems. Vogel names cultural dissemination, natural selection,
the role of isolation, conservative bias, the time course of
change (though here you have to speed up the timescale for
technology), incremental progress, new uses for old devices,
parallel developments and extinction (Vogel, 1999). Zinman
adds “diversification, speciation, convergence, stasis,
evolutionary drift, satisficing fitness, developmental lock,
vestiges, niche competition, punctuated equilibrium,
emergence, extinctions, co-evolutionary stable strategies, arms
races, ecological interdependence, increasing complexity, self-
organisation, unpredictability, path dependence, irreversibility
and ‘progress’” (Zinman, 2000, p. 5). Clearly the two systems
exhibit many similar dynamics. To get to the bottom of these,
there have been a number of attempts to map concepts from
biological to technological evolution to create a similar
evolutionary model for technology, reaching different
conclusions on the extent that the genotype-phenotype concepts
apply, and to what they apply (Brey, 2008).

Conversely, there are also many contrasts between
technology and biology. There are the obvious ones -
technology has a bias towards flat surfaces, right angles, abrupt
corners and the ubiquitous wheel and axle — all rarely found in
biology. But many contrasts are much more subtle — dry vs wet;
the way round levers are used; preference for stiffness vs
strength, to name but a few.

A helpful way of understanding the correspondence between
the two is to consider what needs to be achieved, and then
contrast how it is achieved. For instance, technology’s moving
mechanisms — engines — are based on rotation or expansion;
most of biology’s are based on sliding or contracting. Loading
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of materials is usually in compression in technology but in
tension in biology (Vogel, 1999). Could there be a set of needs
common to the evolutionary systems themselves which
together can form the elusive universal framework into which
technological and biological evolution can both be fitted?

The most significant contrast, which lies at the root of all the
others, is that biology is self-building and self-developing
whereas humans develop and build technology. Any attempt to
properly understand the correspondence of the two
evolutionary systems has to embrace and accommodate this
difference.

A good starting point is to note that individual technologies
are not as much a result of human intention as we might think.
There has been a long-running debate over how much
technological evolution is driven by the “pull” of the market,
and how much it is the “push” of human creativity and
imagination (Basalla, 1988). From a number of surprising
examples, Basalla successfully shows how even the most
outstanding inventions are in fact derived from existing
technology. Arthur’s later analysis expands on and confirms
this. Much technology development is hidden internal
improvement, driven by inefficiencies or ineffectiveness in
component parts. These improvement opportunities emerge
from the evolutionary system itself. Even the development of a
new item of technology, be it physical or software, is very much
driven by the opening up of a new market opportunity. Humans
have lots of good and creative ideas, but technology succeeds
only when it matches a market niche, and so it is the formation
of these niches, at a time when the technology needed to service
them can become available, which drives much new technology
development (Arthur, 2009).

From this socio-economic system-level view of technology
we can characterise the role of human creativity as one of a

search for opportunities and better solutions. We can then
characterise biological evolution's reproduction-with-variation
also as a search, and compare and contrast the way the two
operate (Perkins, 2000). In a similar way, we can characterise
developmental biology as construction, the genome as a form
of learning from experience and so on. Using concepts
important to technology alongside those associated with
biology provides a richer way of understanding how the two
systems correspond to one another.

These high-level concepts provide the top level of a unified
framework into which evolutionary system properties that
describe both systems can be fitted. It is not straightforward to
identify these properties - most of the time a property is better
known in one than the other, and it may work in a common way,
an equivalent (analogous) way or in a contrasting way.

Table 1 gives an overview of the initial framework explained
in this paper, summarising the properties considered and their
relationship in the two systems, with colours to highlight
whether at that level it is best described as commonality,
equivalence or contrasting. It begins with two fundamental
properties of any evolutionary system producing physical
artefacts — construction and search - which are performed in
largely contrasting ways in the two systems. The role of
selection is then considered, followed by several organisational
properties which are essential to technological evolution and
which have a common or equivalent role in biological
evolution.

This property list is not at all exhaustive and the explanations
given in the sections that follow are necessarily very brief, but
should be sufficient to establish the feasibility and utility of
building a unified framework in this way.

Property Relationship: Commonality / Equivalence < / Contrasting Inspired by:

Construction

Use of Material Uniform vs molecular construction Biology

Assembly Precise vs adaptive; components-first vs progressive Biology

Instability Avoidance vs management Biology

Interoperability Biology interoperable at a much smaller level Biology

Search

Type Goal-Directed vs Exploratory Search Biology

Model Direct vs generative Biology

Solution Forms Predictability vs adaptability; Single vs multi-level Biology

Accumulation of Theory, methods, components and tools < Genome Technology

Experience

Selection

Feature Selection Designer’s judgement + selection <> gene recombination + selection Technology

Role of Environment Other technology < biotic / socio-economics < abiotic Biology

Organisation

Modularity Self-contained units, weakly coupled to everything else, allow | Technology
independent development and optimisation

Hierarchy Reduction in complexity of design & simplification of control Technology

Emergence Something new emerges at a higher level Biology

Combination Filling in gaps in possibility space; novel combination. Technology
Recombining existing genes within an organism vs combining anything

Re-use Modular re-use / copy & modify re-use Technology

Table 1: Overview of a Basic Unified Framework for Biological and Technological Evolution
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Construction

Use of Material

Technologists make their component parts by liquefying a
material so it can fill a mould, softening it so it can be shaped,
removing unwanted parts or by putting down thin layers (as in
3D printing). The designer then fits these components together
to achieve the desired structure. This process may be very
sophisticated as in semiconductor fabrication, but the principle
remains that technology is made from uniform materials.

Whereas biology self-builds using the fundamental
properties of matter to create its structures one molecule at a
time. At the lowest level these properties are those of the
quantum world, familiar to us through the rules of chemistry;
at a molecular level it is a combination of those properties and
the physical structure caused by the way a protein folds; at a
cellular level it is those properties combined with the properties
of soft matter (Newman and Bhat, 2008).

From this one difference stem many others. Although many
of biology’s fundamental design challenges are shared with
technology, their readily available solutions are different to
those of technology (Vincent et al., 2006).

Use of resources. This difference in types of solution is clearly
demonstrated in the use of resources. Technology is
consumptive of resources, some of which are starting to run out.
Biology ultimately utilises just sunlight and geothermal energy
and makes everything by chemical transformation, with one
organism’s waste becoming another’s resource.

Assembly

Precise vs adaptive. Technology depends on every component
being made and assembled with reasonable precision. Biology
makes extensive use of exploratory processes, which first
generate a very large amount of functional variation, often at
random, and then select or stabilize the most useful ones, with
the rest disappearing or dying back. Microtubule structures
within cells, the vascular system, the nervous system, neurons
in the brain — all develop in this way (Gerhart and Kirschner,
2007). Exploratory processes are fundamentally adaptive and
allow genes to make changes through simple regulatory
control.

Components-first vs progressive. In technology, all the
components of a design are made first and then assembled
according to the design, which is a direct representation of the
item being built. If the design is altered then several, or many,
parts need to be changed simultaneously. This adjustment to the
design requires a higher level of abstraction of the design space
that enables a single change to affect all the necessary parts -
an abstraction which usually requires a human intelligence.

Whereas in developmental biology multicellular organisms
are built progressively, by starting with a single cell, and
differentiating the cells as they divide and reproduce, allowing
large changes to be made in the final result by smaller, perhaps
single, changes earlier on in the development cycle.

Managing Instability

Engineers choose materials and make designs that give total
stability and reliability, with maintenance as infrequent as
possible whilst still ensuring adequate performance
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(notwithstanding the modern trend for built-in obsolescence).
In contrast, there is a real sense in which biology lives on the
edge of instability. Chemical reactions normally move towards
a state of thermodynamic equilibrium, but in a cell everything
is kept away from this equilibrium, and it is complex feedback
systems which maintain a stable but dynamic equilibrium.
When these are perturbed, perhaps through a mutation, it is
easily possible to go closer to instability, which is normally
destructive but might just occasionally prove beneficial and so
generate innovation. The instability of the proteins that make
up cells, especially in warm bodied animals, requires them to
be continually re-synthesized and replaced, with an average
half-life for an adult human of about 80 days (Vogel, 1999).

Nature manages instability at many different levels. At one
end of the scale, in the avian compass an entangled pair of
electrons somehow survive in the face of decoherence for at
least a microsecond (Al-Khalili and McFadden, 2014). At the
other end of the scale, the instability of the earth's environment
(e.g. earthquakes, forest fires) can force the whole local
ecosystem to adapt, or very rarely (e.g. a large meteorite strike),
the global ecosystem adapts, removing dominant species and
allowing others to develop.

Interoperability

Technology’s uniform-material approach bypasses a problem
that biology’s molecule-by-molecule approach has had to
solve, that of the interoperability of its basic building blocks. In
fact, the low-level building blocks of life - nucleic acids,
proteins and regulatory circuits - are very interoperable. Even
though each amino acid in a protein has a different shape, the
chemical linkage between them is identical. Nucleic acid
strands also use a standardised chemical bond to link their
component nucleotides. Regulation circuits use a standardised
way to regulate genes based on the principle that regulator
proteins interact with specific nucleotide sequences on DNA
(Wagner, 2014). Since cell structures are self-built from
monomeric components such as amino acids, structures can
easily be altered by adjusting just one or more of those
molecules.

Mature technology does eventually become standardised,
but even then it does not mean that it is easy to fit things
together. Parts that fit together have to be designed specifically
to do that.

Search

As mentioned in the Introduction, the concept of search is a way
to accommodate the fundamental difference that humans
develop and build technology, but biology is self-building and
self-developing. Perkins introduces three general search
strategies that can be observed both in biological evolution and
in the development of technology - adaptation by revision,
selection and coding (Perkins, 2000). He stresses that whilst
these may involve human consciousness, intentionality and
imagination, these are not required, and both technology (and
human creativity in general) and biological evolution make use
of all three strategies. However, the focus here is not on these
commonalities, but on what is fundamentally different between
technology and biology — the role of human intention.
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Exploratory vs Goal-Directed Search

What makes nature’s and technology’s searches distinctive can
be best explained in terms of intention. Technology mostly
progresses by what can be described as “goal-directed” search
— technologists look for a way of achieving a specific outcome
within various practical constraints, maybe in small easy steps
(as in the modern Agile methodology) or maybe with an
ambitious goal which is not easy to realize.

By contrast, nature's reproduction-with-variation and
selection, from a population perspective, amounts to a high-
level exploratory search yielding improvements that offer
better reproductive success. This is usually in small steps, either
through improving the effectiveness of an existing capability,
or occasionally introducing a completely new one. It is a
stochastic search where many different search trajectories are
explored in parallel lineages to establish useful traits.

Whereas technology’s goal-directed search involves
individual designers and only a little time, this high-level
exploratory search involves whole populations and a very long
time. However, nature is not time constrained, and there are
considerable developmental constraints which limit the range
of phenotypic variability.

A short-coming of goal-directed development is that its goal
is not the actual goal of the designer’s organisation, which may
be profit, security, military supremacy, social good etc. and
most of all, survival. This indirectness is the cause of many a
tech company’s failure, as a brilliantly-engineered product does
not equate to market success. Even if the goal were actual
market success, as the technological landscape changes ever
faster what may have been successful when first conceived can
be a poor market fit by the time it is ready for product launch.
This is yet another reason for the predominance of agile
development, particularly for software products.

Compared to nature’s exploratory search, often somewhat
disparagingly described as “tinkering” (Jacob, 1977), goal-
directed solutions are vastly accelerated by human
conceptualisation & capability. But they are also limited by
human imagination. The engineer Genrikh Altshuller
understood these limitations very well and developed the TRIZ
methodology to try to overcome the limitation of normal human
thinking (Altshuller, 1999). All the bio-inspiration movements
are essentially also a way of doing this.

Of course, technology can also have an exploratory element
to its search. Sometimes technologists have a goal but no idea
how best to fulfil it. A famous example is Thomas A. Edison
who, trying to improve the lifetime of a light bulb filament,
tested a vast range of different carbonised materials, extending
his search worldwide to test as many grasses and canes as
possible — in all testing no fewer than six thousand different
species of vegetable growths (Dyer and Martin, 1929, p. 262).
Edison’s search only varied the filament material within certain
limits, but a pure exploratory search would have no
preconception of what to vary, or what might bring about a
useful improvement. Although much trial and error
experimentation does take place in research labs around the
world, it is never as open as nature’s exploratory search.

Direct vs Generative model

In its most general sense, a “model” is any abstraction of a
reality that represents its most important aspects. The purpose
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of the model in goal-directed search is for the designer to
predict the outcome of various designs without actually making
them. It can be tangible, like a drawing or calculation, or simply
in the mind of the designer. As noted earlier, it is a direct
representation of the intended result. So any exploratory search
in technology can only vary a few parameters of the design, and
usually ones that can be varied without affecting too much else.

Whereas the model in a pure exploratory search needs to
suitably parameterise the whole design. This is achieved in
biology by specifying the design as a “recipe”, a genomic
specification of the components which together assemble the
organism. It is a model of how the final result is generated
rather than what it actually is.

This also extends to the approach animals use to build their
“technology” — bird’s nests, spider webs, termite mounds etc.,
where the construction process seems to mostly result from an
algorithm that links simple behaviour into a sequence that
generates the finished result (Boyd et al., 2013).

Solution Forms

The two search types lead to different forms of solution. Two
examples are:

Predictable vs adaptable. Engineers dislike feedback if it can't
be carefully controlled, as it can easily lead to instability, but
nature thrives on feedback systems. This in turn affects the key
quality of adaptability, which in biology is at both organism
level and species level, but in technology is modest at best.

Single vs multi-level. Technology focuses at one level (an
extension of a single human’s capability) but nature can
develop solutions that work at all organisational levels
simultaneously (Vincent et al., 2006). In effect technology
focuses on solving problems for individuals but nature solves
problems at the level of the whole population, because that is
the level at which it searches.

Accumulation and Application of Experience

Search requires the accumulation of experience to help direct it
in potentially fruitful ways. Technology has theory (science and
maths), methods, components and tools. All these encapsulate
experience in a way that makes it possible to construct new
technology with relatively little personal experience.

Biology accumulates experience primarily in the genome. It
represents all that has been learned throughout the history of
that lineage, expressed in terms of how to build it from a single
cell of that organism. The most hydrodynamic body shapes in
fish, muscle structures, brain structures, how to create a camera
eye — all this has been derived from experience and
encapsulated in the DNA of the genome, which is biology's
alternative to components, tools and methods.

Selection

Feature Selection

Selection in nature is powerful because it can work at many
levels. Yes, it can detect if a specific change is an improvement
or not, but this is the least interesting aspect of it. In a constantly
changing environment it can select for processes and regulatory
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architectures that best allow adaptation and maybe even
evolvability itself (Payne and Wagner, 2019).

In technology the inefficiency of pure selection is bypassed
by the judgement of designers, who use a combination of
imagination and trial and error to decide what will work best
before turning anything into a product. But ultimately it is the
market that decides what succeeds and what doesn't, and this is
remarkably hard for humans to predict. Over time it is usage
that determines which architectures, components, methods take
hold and it is this selection process that ultimately drives
technological evolution.

For all this to happen, selection must work at a feature/gene
level and not just at a whole system (product/organism or
technology/population) level. Selection acts on individuals, so
those individuals must exhibit different combinations of
features so over time and in populations useful features can
succeed and detrimental ones disappear. One important way
biology achieves this is through gene recombination in sexual
reproduction, which allows selection to operate at the level of
individual alleles. In asexual organisms Horizontal Gene
Transfer within or between species can sometimes achieve this.
It may not be in the organism’s interest to share its genes with
competing species, but it is in the gene's interest. HGT has been
known for a while to be particularly important in prokaryotes,
effectively allowing them to share their discoveries with one
another, for instance antibiotic resistance, making the
phylogenetic tree more like a network. Whether or not it plays
a major role in eukaryotes remains controversial.

The Role of the Environment

In this context, the environment can be seen as everything
which determines the solution space of potential improvements
(to fitness or market success) for selection to act upon.

For biology, this solution space is determined both by the
inanimate environment and the impact of other life, often
referred to as the “abiotic” and “biotic” environments. These
are in effect nature’s specification for the genome-based
exploratory search for improvements. The feedback within
both environments ensures they are always changing, in
addition to the natural instability of the earth and its weather
systems. Varying environments accelerate complex adaptation
(Pal and Papp, 2017) allow newly acquired genes to exploit
new niches (Gogarten et al., 2002), can become highly
selective and thereby accelerate microevolution (Newman,
2006), help develop a modular design (Parter et al., 2008) and
generally allow a continual exploration of phenotype space
(Taylor, 2018).

In technology, the environment is other technology, possibly
competing, embedded in a complex mix of social, cultural and
economic factors. In addition to these there are the less market-
driven and more artificial factors of military requirements and
governmental regulations (Basalla, 1988). Innovations and new
technologies can directly impact all these factors, creating
potentially rapid change. They also feed back into existing
technology and replace older technology, which further
increases the speed of that change.

Technology Research

The 20" Century has seen the rise of technology research
worldwide, undertaken by both industry and universities, with
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ambitious goals such as machine vision, automatic speech
recognition (ASR) and artificial intelligence, paving the way
for even more ambitious goals such as self-driving cars and
humanoid robots. Many decades of research passed by with few
products in the market, and a different form of selection has
been needed to drive pre-market development. As an example,
we will look at how this developed in the case of ASR.

In the 1980s deployed systems were few and far between
and only worked in niche applications with barely adequate
performance. Progress towards the goal of unconstrained
speech recognition was much slower than anyone had
anticipated. The problem was that although researchers met up
at conferences and published their results, these results were
not easily comparable because each system was tested on
proprietary data. The only way to find out whose techniques
worked the best was to implement and test each one.

In 1988 the first of a sequence of speech databases, TIMIT,
was created and made available to the whole community. The
Linguistic Data Consortium (LDC) was formed to administer
and create a revenue stream to fund the databases. Having
databases that everyone used meant that results could be
compared directly, revealing the most useful techniques.
However, there was also a tendency for systems to become
tuned to the exact data, so over time this informal comparison
developed into annual competitions where previously unseen
data was provided strictly only for the final evaluation. Each
participant reported their methods and results in a special
session at the annual speech technology conference (see
(Reddy et al., 2021) for a recent one).

The community effectively created an artificial selection
system so that genuine advancements would stand out against
less effective ones. However, this had an unintentional side-
effect. In his keynote speech at Eurospeech in 1995, Hervé
Bourlard spoke on “Towards increasing speech recognition
error rates” (Bourlard, 1995). He was referring to the problem
that completely new approaches inevitably lead to an increase
in error rate, whereas the focus of the ASR community was now
on those approaches that reduce word error rate. Boulard was
one of the few researchers at that time using Artificial Neural
Networks (ANNs), when almost everyone else exclusively
used Hidden Markov Models. Now, many years later, the
ANNSs of deep learning not only pervade ASR, but the whole
field of Al Selection must not be so strong that it stifles
important novelty.

Structural and Organisational Development

For technology, structure and organisation is the same in the
model (design) and the product itself, since they have a 1-1
correspondence. However, the organisation evident in
biology’s product (phenotype) is not usually very evident in its
model (genotype), with a few notable exceptions like the
ancient Hox genes. This lack of 1-1 correspondence has made
it very hard to discover exactly how biological organisation has
occurred. However, enough is known for us to see how the
properties discussed in this section, which are foundational for
technology, are not only also evident in biology, but perform
similar roles.
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Modularity

Modules are reasonably self-contained units, weakly coupled
to everything else, which allows them to develop and be
optimised independently. In technology this means that the
designer does not need to understand the internal workings of
the module, in biology it means that regulatory control is
simplified. More will be said on this in the Re-use section
below.

Modularisation has a lot of organisational advantage. In
biology, it may be the result of direct selection for stability,
robustness or evolvability (Kashtan ef al., 2009) or it may be a
dynamic side-effect of evolution, a result of the duplication of
genes or subsystems. However it has come about, modularity
appears as essential to biology as it is to technology (Gilbert,
2000).

Hierarchy

Hierarchy is a natural consequence of components being
grouped together to form larger units. The ability to use or
control a component without knowledge of its internal
workings reduces the complexity of both goal-directed design
and exploratory search. Designers only need to think (and need
skill) at the level they are working, and can treat all the modules
and components they work with as "black boxes". For example,
an architect works at a different level to a builder, who works
at a different level to the manufacturer of the building materials.

Nature also exhibits hierarchy. Organisms are constructed of
units that are self-contained and yet part of a larger unit. This
ranges from organelles to cells, tissues, organs and organ
systems. The hierarchy also extends beyond the organism
through populations, communities and ecosystems to the whole
biosphere.

Emergence

Emergence is a special case of hierarchy which forms from
individual artefacts/organisms joining together to form a larger
unit which has properties the parts did not have on their own.
In technology, emergence happens when someone spots the
joining-together potential to build something that already exists
better, or maybe a known concept which has had no way of
being built until then. Emergence has taken place when this
new functionality, as it is incrementally extended, has enough
impact for attention to switch away from the joined parts to the
functionality they enable. A good example is how transistors
were used to formed logic gates, which formed adders, CPU
and memory, which formed microprocessors, which formed
computers, which formed networks, and are now embedded in
so many different devices that we have the “internet of things”.

Emergence in nature is a remarkable phenomenon that has
been recognised as a three-stage process along the lines of
formation, maintenance, and transformation (Szathmary,
2015). Other aspects of the three stages are fitness (Okasha,
2005) and causality (Deacon, 2003), both of which are
important because the emergent entity must exert a top-down
causality and also have a fitness independent of the fitness of
its parts. Szathmary lists no less than 7 emergences, including
eukaryotes, multicellularity and animal societies.
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Combination

The central thesis of Brian Arthur's book “The Nature of
Technology” is that novel technologies arise by combination of
existing technologies (Arthur, 2009).

It's useful to distinguish between standard combination that
produces something similar to before, filling in gaps in the
possibility space, and novel combination that produces
innovation. Standard combination allows straightforward
adaptation to changing environments/requirements. In
technology it is the designer using the tools and methods of his
trade to meet a particular need, in biology, it is male and female
gene recombination driven by sexual selection. Sexual
reproduction constitutes a surprisingly efficient trade-off
between exploiting alleles that were fit on average in the past
and sampling alleles in new combinations. (Watson and
Szathmary, 2016).

But there is also novel combination which results in
innovation. The combinatorial engine of biology is at the
genome level, creating new reactions, proteins and complex
regulation networks, all facilitated by the interoperability of
these low-level building blocks of life described earlier. Gene
regulation networks play a particularly important part in this -
most of the many and varied anatomical and physiological traits
that have evolved in the last 500 million years are mainly the
result of changes in regulation networks, according to the
theory of Facilitated Variation (Gerhart and Kirschner, 2007).

In technology almost anything can be combined, and it is this
which leads Arthur to his thesis that technology is a result of
“combinatorial evolution”. In biology, combination is
restricted to the components that are already represented in the
genome, with useful mutations only occasionally creating new
ones. The difference in biology is that all these components are
very adaptable, so as the regulatory networks change the way
they are combined, new possibilities open up quite easily.

Re-use

In technology, re-use ideally involves modularising and
componentisation. As stated above, it is advantageous for easy
usage that functionality is encapsulated, so internal workings
do not need to be understood, and a component can be used in
different applications. In software engineering, where re-use
can just involve copy and paste with modification, it is still
considered good practice to create a module with a more
generalised and encapsulated functionality than to keep on
copying and slightly modifying code, though both approaches
are common.

In biology, both modular and copy & modify kinds of re-use
are important. In the genotype, copy and modification is seen
in the duplication of genes, and even whole genomes have been
duplicated (Crow and Wagner, 2006). A most remarkable
modularity example is the phenomenon of weak regulatory
linkage in the animal phenotype, where core conserved
processes are controlled with a very simple input signal. These
processes are so well encapsulated that although the signal
seems superficially to control the response, it invariably turns
out that the responding core process can produce its output by
itself but inhibits itself from doing so (Gerhart and Kirschner,
2007). This allows the regulatory network to easily try new
combinations of core components in new amounts and states,
at new times and places in the animal.
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A completely different form of module re-use in unicellular
organisms like bacteria is when HGT involves the introduction
of complex, multigene pathways (Gogarten et al., 2002). For
instance, a study on the phylogeny of the flagellum in bacteria
suggests that there was a transfer of the entire flagellar gene
complexes between proteobacterial lineages after their
separation from other major bacteria groups (Liu and Ochman,
2007).

The prevalence of hierarchy means that there are multiple
levels of re-use in both tech and biology. The functional unit of
one level may make a good component of the level above;
Watson observed that in evolutionary systems, selection at one
level of organisation can operate like unsupervised learning at
a higher level of organisation (Watson and Szathmary, 2016).
This is because anything with a useful function which operates
robustly and reliably (both of which will be selected for) is a
good candidate for a component of a bigger system, no matter
what it actually does. Each one of the component levels in
computing mentioned above — transistors, logic gates,
arithmetic units and memory, instructions, routines, programs -
started out as a specific solution to a particular problem, but in
time were adapted to become a more general component of a
larger system.

Re-use for multicellularity. A very significant example of this
is found in the transition to multicellularity. Newman and Bhat
have identified 8 or 10 “Dynamical Patterning Modules” which
together lay the foundation of the complex morphology
observed in multicellular organisms: adhesion, alternative cell
states, phase separation, tissue multi-layering, topological
change, interior cavities, tissue elongation, tissue solidification
and elasticity, pattern formation, segmentation and periodic
patterning. (Newman and Bhat, 2008, 2009). The molecules of
the DPMs “mostly evolved in single-celled organisms prior to
the evolution of the metazoa, and only took on their DPM-
associated roles with the change of spatial scale that was a
consequence of multicellularity”. That is, they evolved because
of the capabilities they gave a unicellular organism, but those
capabilities then allowed the transition to multicellularity.

More on the transition to multicellularity has come to light
in a more recent study of the genome of 21 species of single-
celled choanoflagellates, the closest living relative to animals
(Richter et al., 2018). They share some very important genes
with animals, including genes essential for early development
and genes that help the immune system detect pathogens. The
study found that around 372 gene families previously thought
to be animal-specific, including Notch, Delta, and homologs of
the animal Toll-like receptor genes, instead evolved prior to the
animal-choanoflagellate divergence. They conclude “it appears
that the single-celled ancestor of animals was already well-
equipped for multicellular life”.

It seems as if over many millions of years single celled
organisms were steadily accumulating base capabilities needed
for multicellular life, even though at that stage they may have
been used for something different. Then, when enough
components were in place to make multicellular life viable, the
transition could take place. This long wait also enabled the
accumulation of a rich set of other genes which have helped
give multicellular life the diversity we observe today.
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Discussion

The approach to a unified framework in this paper has been to
identify a number of essential properties in both evolutionary
systems and to consider how they are accomplished in each.
Very often nature and technology contrast with one another,
but it is significant that there is always nuance in that contrast,
either biology has notable exceptions that work technology’s
way, or technology on occasion looks a little more like biology.
These exceptions are important for a unified framework -
expanding on these exceptions would open up the possibility of
making technology more biology-like, or even biology more
technology-like, through bio-engineering.

The framework, even at this very basic initial stage, could
also be useful for Open Ended Evolution simulations (Packard
et al., 2019), which was described in 2017 as “the last grand
challenge you’ve never heard of” (Stanley et al., 2017). Are the
organisational features described here essential for open-
endedness?, If so, it could be helpful to study them individually
as stepping stones on the way to a system which can produce
them all. A simulation is usually a mixture of extrinsic and
intrinsic processes (Taylor, 2018), so it should be possible to
have some of these features extrinsic, effectively creating a
hybrid between nature’s and technology’s approach in the
simulation. As Channon observes “it is clearly necessary to
skip over or engineer in at least some complex features that
arose through major transitions in our universe” (Channon,
2019).

To build a full unified framework from this beginning will
require the incorporation of many more of the key concepts
from both biological and technological evolution. To take some
biological examples suggested by a reviewer; mutational
robustness could be incorporated as a necessary quality of
Exploratory Search, heritability would help expand out
Accumulation and Application of Experience with interesting
equivalents in technology, but plasticity requires an addition to
the framework. The principle is always to consider what is
being achieved and then how that is achieved in the other
system. What is more explicit in one may help reveal what is
much less obvious in the other. As in the above examples, some
concepts will be able to fit into one of the main properties
introduced here, others will require completely new ones.
Some, like Accumulation and Application of Experience, will
need expanding with sub-properties — it is a very significant
topic particularly for technological evolution. Indeed,
Universal Darwinism holds that an inferential system is key to
facilitating complex order in many other domains besides
biology and culture (Campbell and Price, 2019).

A possible criticism of the framework would be that the
emphasis is on the physical, whereas modern technology is
dominated by software and algorithms (in a rather analogous
way to how nature is dominated by brainpower). The intention
has been for most of what has been discussed to apply equally
well to both, except of course the subsection on Use of
Material, but it maybe that at some point in the future this will
need to be addressed explicitly.

What of all those analogies listed in the Introduction? Most
of these have still not been addressed, and so are we any further
forward answering the key question of what is at the root of
these universals? This paper proposes that at the root of them
are a number of evolutionary system properties which are
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common to both systems, but which may operate in different
ways. Each analogy needs to be carefully considered as to
whether it either reveals a new property which should be fitted
into the framework, or is simply a by-product of properties
already in the framework. Thus this basic framework can be
extended to consider and hopefully encompass these and the
many other observed analogous aspects of technological and
biological evolution.
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Abstract

Phylogenies provide direct accounts of the evolutionary trajectories
behind evolved artifacts in genetic algorithm and artificial life
systems. Phylogenetic analyses can also enable insight into
evolutionary and ecological dynamics such as selection pressure
and frequency-dependent selection. Traditionally, digital evolution
systems have recorded data for phylogenetic analyses through
perfect tracking where each birth event is recorded in a centralized
data structure. This approach, however, does not easily scale
to distributed computing environments where evolutionary
individuals may migrate between a large number of disjoint
processing elements. To provide for phylogenetic analyses in these
environments, we propose an approach to enable phylogenies to be
inferred via heritable genetic annotations rather than directly tracked.
We introduce a “hereditary stratigraphy” algorithm that enables
efficient, accurate phylogenetic reconstruction with tunable, explicit
trade-offs between annotation memory footprint and reconstruction
accuracy. In particular, we demonstrate an approach that enables
estimation of the most recent common ancestor (MRCA) between
two individuals with fixed relative accuracy irrespective of lineage
depth while only requiring logarithmic annotation space complexity
with respect to lineage depth. This approach can estimate, for
example, MRCA generation of two genomes within 10% relative
error with 95% confidence up to a depth of a trillion generations
with genome annotations smaller than a kilobyte. We also simulate
inference over known lineages, recovering up to 85.70% of the
information contained in the original tree using 64-bit annotations.

Introduction

In traditional serially-processed digital evolution experiments,
phylogenetic trees can be tracked perfectly as they progress
(Bohm et al., 2017; Wang et al., 2018; Lalejini et al., 2019) rather
than reconstructed afterward, as must be done in most biological
studies of evolution. Such direct phylogenetic tracking enables
experimental possibilities unique to digital evolution, such as
perfect reconstruction of the sequence of phylogenetic states
that led to a particular evolutionary outcome (Lenski et al., 2003;
Dolson et al., 2020). In a shared-memory context, it is not difficult
to maintain a complete phylogeny by ensuring that offspring
retain a permanent reference to their parent (or vice versa). As
simulations progress, however, memory usage would balloon
if all simulated organisms were stored permanently. Garbage
collecting extinct lineages and saving older history to disk greatly
ameliorates this issue (Bohm et al., 2017; Dolson et al., 2019).
If sufficient memory or disk space can be afforded to log all
reproduction events, recording a perfect phylogeny in a distributed
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context is also not especially difficult. Processes could maintain
records of each reproduction event, storing the parent organism
(and its associated process) with all generated offspring (and their
destination processes). As long organisms are uniquely identified
globally, these “dangling ends” could be joined in postprocessing
to weave a continuous global phylogeny. Of course, for the huge
population sizes made possible by distributed systems, such stitch-
ing may become a demanding task in and of itself. Additionally,
even small amounts of lost or corrupted data could fundamentaly
degrade tracking by disjoining large tree subsections.

However, if memory and disk space are limited, distributed
phylogeny tracking becomes a more burdonsome challenge. A
naive approach might employ a server model to maintain a central
store of phylogenetic data. Processes would dispatch notifications
of birth and death events to the server, which would curate (and
gabage collect) phylogenetic history much the same as current
serial phylogenetic tracking implementations. Unfortunately,
this server model approach would present scalability challenges:
burden on the server process would worsen in direct proportion
to processor count. This approach would also be similarly brittle
to any lost or corrupted data.

A more scalable approach might record birth and death events
only on the process(es) where they unfold. However, lineages that
went extinct locally could not be safely garbage collected until the
extinction of their offspring’s lineages on other processors could
be confirmed. Garbage collection would thus require extinction
notifications to wind back across processes each lineage had
traversed. Again, this approach would also be brittle to loss or
corruption of data.

In a distributed context — especially, a distributed, best-effort
context — phylogenetic reconstruction (as opposed to tracking)
could prove simpler to implement, more efficient at runtime, and
more robust to data loss while providing sufficient information to
address experimental questions of interest. However, phylogenetic
reconstruction from genomes with a traditional model of
divergence under grandual accumulation of random mutations
poses its own difficulties, including

* accounting for heterogeneity in evolutionary rates (i.e., the
rate at which mutations accumulate due to divergent mutation
rates or selection pressures) between lineages (Lack and Van
Den Bussche, 2010),

* performing sequence alignment (Casci, 2008),
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« mutational saturation (Hagstrom et al., 2004),

= appropriately selecting and applying complex reconstruction
algorithms (Kapli et al., 2020), and

« computational intensity (Sarkar et al., 2010),

The computational flexibility of digital ariificial life experi-
ments provides a unigue opporunity to ovecome these challenges:
designing heritable genome annotations specifically to ensure
simple, efficient, and effective phylogenetic reconstruction. For
maximum applicability of such a solution, these annotations
should be phenotypically neutral heritable instrumentation (Stanley
and Mitkkulainen, 20602} that can be applied to any digital genome.

In this paper, we present “hereditary stratigraphy,” a novel
heritable genome annotation system to facilitate post-hoc
phylogenetic inference on asexual populations, This system allows
explicit control over trade-offs between space complexity and
accuracy of phylogenetic inference. Instead of modeling genome
components diverging through a neutral mutational process, we
keep a record of historical checkpoints that allow comparison of
two lineages to identify the range of time in which they diverged.
Careful management of these checkpoints allows for a variety
of trade-off options, including:
= linear space complexity and fixed-magnitude inference error,
= constant space complexity and inference emor linearly

proportional to phylogenetic depth, and
* logarithmic space complexity and inference error linearly

proportional to time elapsed since MRCA (which we suspect
will be the most broadly useful trade-off).

In Methods we motivate and explain the hereditary stratigraphy
approach. Then, in Results and Discussion we simulate post-hoc in-
ference on known phylogenies to assess the quality of phylogenetic
reconstruction enabled by the hereditary stratigraphy method.

Methods

This section will introduce intuition for the strategy of our
hereditary  stratigraph  approach, define the vocabulary we
developed to describe aspects of this approach, overview
configurable aspects of the approach, present mathematical
exposition of the properties of space complexity and inference
quality under particular configurations, and then recap digital
experiments that demonstrate this approach in an applied setting.
Hereditary
Strata and the Hereditary Stratigraphic Column
Owr algorithm, particulardy the vocabulary we developed o
describe it, draws loose inspiration from the concept of geological
siratigraphy, inference of natural history through analysis of succes-
sive layers of geological material (Steno. 1916). As an introductory
intuition, suppose a body of rock being buill up through regular,
discrete events depositing of geological material. Note that in such
a scenario we could easily infer the age of the body of rock by
counting up the number of layers present. Next, imagine making a
copy of the rock body in its partially-formed state amnd then moving
it far away. As time runs forward on these two rock bodies,
independent layering processes will cause consistent disparity in
the layers forming on each forwards from their point of separation.

Tor deduce the historical relationship of these rock bodies, we
could simply align and compare their layers. Layers from their
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Figure 1: Inferring the generation of the most-recent common
ancestor (MRCA) of two hereditary stratigraphic columns “A4™
and “B". Columns are aligned at corresponding generations. Then
the first generation with disparate “fingerprints”™ is determined.
This provides a hard upper bound on the generation of the MRCA:
these strata must have been deposited along separate lines of
descent. Searching backward for the first commonality preceding
that disparity provides a soft lower bound on the generation of the
MRCA: these strata evidence common ancestry but might collide
by chance. Some strata mmay have been eliminated from the
columns, as shown, in order to save space at the cost of increasing
uncertainty of MRCA generation estimates.

base up through the first disparity would correspond to shared
ancestry; further disparate layers would comrespond to diverged
ancestry. Figure | depicts the process of comparing columns for
phylogenetic inference.

Shifting now from intuition o implementation, a fixed-length
randomly-generated binary tag provides a suitable “fingerprint™
miechanism mirroring our metaphorical “rock layers” We call this

“fingerprint” tag a differentia. The width of this tag controls the

probability of spurious collisions between independently generated
instances. At &4 bits wide the tag effectively functions as a UlID:
collisions between randomly generated tags are so unlikely (p<
5.42 % 1072") they can essentially be ignored. Al the other end
of the spectrum, collision probability would be 1/256 for a single
bvte and 1/2 for a single bit. In the case of narrow differentia, in or-
der to set a lower bound for the MRCA generation, you would have
(o backtrack common strata from the last commonality until the
probability of that many successive spurious collisions was enough
to satisfy your desired confidence level (e.g., 95% confidence).
Even then, there would be a possibility of the the rue MRCA
falling before the estimated lower bound. Note, however, that no
miatter the width of the differentia the generation of the first discrep-
ancy provides a hard upper bound on the generation of the MRCA.

In accordance with our geological analogy, we refer to the
packet of data accumulated each generation as a straium, This
packet contains the differentia and, although not employed in this
work, could hold other arbitrary user-defined data (i.e., simulation
timestamp, phenotype characteristics, ete.). Again in accordance
with the geological analogy, we refer to the chronological stack of
strata that accumulate over successive generations as a hereditary
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stratigraphic column.

Stratum Retention Policy

As currently stated, strata in each column will accumulate
proportionally to the length of evolutionary history simulated. In
an evolutionary run with thousands or millions of generations,
this approach would soon become intractable — particularly
when columns are serialized and transmitted between distributed
computing elements. To solve this problem, we can trade
off precision for compactness by strategically deleting strata
from columns as time progresses. Figure 2 overviews how
stratum deposit and stratum elimination might progress over two
generations under the hereditary stratigraphic column scheme.

Different patterns of deletion will lead to different trade-offs,
both in terms of the scaling relationship of column size to
generations elapsed and in terms of the arrangement of inference
precision over evolutionary history (i.e., focusing precision on
more recent evolutionary history versus spreading it evenly over
the entire history).

We refer to the rule set used to selectively eliminate strata over
time as the “stratum retention policy.” We explore several different
retention policy designs here, and implement our software to
allows for free, modular interchange of retention policies.

Our software allows specification of a policy as either a “pred-
icate” or a “generator.” The predicate method requires a function
that takes the generation of a stratum and the current number of
strata deposited and returns whether that stratum should be retained
at that point in time. The generator method requires a function that
takes the current number of strata deposited and yields the set of
generations that should be deleted at that point in time. Although
the predicate form of a policy is useful for analyzing and proving
properties of policies, the generator form is generally more effi-
cient in practice. We provide equivalent predicate and generator
implementations for each stratum retention policy discussed here.

Strata elimination causes a stratum’s position within the
column data structure to no longer correspond to the generation
it was deposited. Therefore, it may seem necessary to store the
generation of deposit within the stratum data structure. However,
for all deterministic retention policies a perfect mapping exists
backwards from column index to recover generation deposited
without storing it. We provide this formula for each stratum
retention policy surveyed here. Finally, for each policy we provide
a formula to calculate the exact number of strata retained under
any parameterization after n generations.

The next subsections introduce several stratum retention
policies, explain the intuition behind their implementation, and
elaborate their space complexity and resolution properties. For
each policy, patterns of stratum retention are illustrated in Figure
3. The formulas for number of strata retained after n generations,
the formulas to calculate stratum deposit generation from column
index, and the retention predicate specifications of each policy are
available in Supplementary Listing 5 (Moreno et al., 2022). The
generator specification of each policy is available in Supplementary
Listing 1 (Moreno et al., 2022). For tapered depth-proportional
resolution and recency-proportional resolution, the accuracy
of MRCA estimation can also be explored via an interactive
in-browser web applet at https://hopth.ru/bi.
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Fixed Resolution Stratum Retention Policy

The fixed resolution retention policy imposes a fixed absolute
upper bound r on the spacing between retained strata. The strategy
is simple: permanently retain a stratum every rth generation. (For
arbitrary reasons of implementation convenience, we also require
each stratum to be retained during at least the generation it is
deposited). See top panel of Figure 3.

This retention policy suffers from linear growth in a column’s
memory footprint with respect to number of generations elapsed:
every rth generation generation a new stratum is permanently
retained. For this reason, it is likely not useful in practice except
potentially in scenarios where the number of generations is small
and fixed in advance. We include it here largely for illustrative
purposes as a gentle introduction to retention policies.

Depth-Proportional
Resolution Stratum Retention Policy

The depth-proportional resolution policy ensures spacing between
retained strata will be less than or equal to a proportion 1/
of total number of strata deposited n. Achieving this limit on
uncertainty requires retaining sufficient strata so that no more
than n/r generations elapsed between any two strata. This policy
accumulates retained strata at a fixed interval until twice as many
as r are at hand. Then, every other retained stratum is purged
and the cycle repeats with a new twice-as-wide interval between
retained strata. See second from top panel of Figure 3.

When comparing stratigraphic columns from different
generations, the resolution guarantee holds in terms of the number
of generations experienced by the older of the two columns.
Because this retention policy is deterministic, for two columns
with the same policy, every stratum that is held by the older
column is also guaranteed to be present in the younger column
(unless it hasn’t yet been deposited on the younger column).
Therefore, the strata that would enable the desired resolution when
comparing two columns of the same age are guaranteed to be
available, even when one colummn has elapsed more generations.

Because the number of strata retained under this policy is
bounded as 2r+1, space complexity scales as O(1) with respect
to the number of strata deposited. It follows that the MRCA
generation estimate uncertainty scales as O(n) with respect to
the number of strata deposited.

Tapered Depth-Proportional
Resolution Stratum Retention Policy

This policy refines the depth-proportional resolution policy to
provide a more stable column memory footprint over time. The
naive depth-proportional resolution policy builds up strata until
twice as many are present as needed then purges half of them
all at once. The tapered depth-proportional resolution policy
functions identically to the depth-proportional policy except that
it removes unnecessary strata gradually from back to front as new
strata are deposited, instead of eliminating them simultaneously.
See third from top panel of Figure 3.

The column footprint stability of this variation makes it easier to
parameterize our experiments to ensure comparable end-state col-
umn footprints for fair comparison between retention policies, in
addition to making this policy likely better suited to most use cases.
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Figure 2: Canoon illustration of straum deposit

process. This process marks the elapse of a generation

Guarantesd MRCA-
Num Gens N
Recency-] Resolution
Elapsed | | 4 |10 | 100
Lox 107 | 18 26 4] 80
10=105 | 32 50 B5 184
1.0 107 51 9 134 m3
L0x10 | 64 02 177 396
Table 1: MNumber strata retained after one thousand, one

million, one billion, and one trillion generations under the
recency-proportional resolution stratum retention policy, Four
different policy parameterizations are shown, the first where
MRCA generation can be determined between two extant columns
with a guaranteed relative emmor of 1009, the second 25%, the
third 109, and the fourth 1%. A column’s memory footprin
will be a constant factor of these retained counts based on the
fingerprint differentia width chosen. For example, if single byte
differentia were used, the column’s memory footprint in bits
would be 53 the number of strata retained.

By design, this policy has the same space complexity and MRCA
estimation uncertainty scaling relationships with number gener-
ations elapsed as the naive depth-proporitonal resolution policy.

MRCA-Recency-Proportional
Resolution Stratum Retention Policy

The MRCA-recency-proportional resolution policy ensures
distance between the retained strata surrounding any generation
point will be less than or equal 1o a user-specified proportion 1/r
of the number of generations elapsed since that generation.

This policy can be constructed recursively. So, to begin, let’s
consider setting up just the first generation g of the stratum after the
rool ancestor we will retain when n generations have elapsed. A
simple geometric analysis reveals that providing the guaranteed res-
olution for the worst-case generation within the window between
generation 0 and generation g (i.e.. generation g— 1) reguires

g< |nf(r+1)).

We now have an upper bound for the generation of the first

stratum generation we must retain. However, we must guarantee

when a hereditary stratigraphic column is inherited
by an offspring. First, a new stratum is appended
wpreiain to the end of the column with a randomly-generated
“fingerprint.” This “fingerprint” distinguishes strata that
were generated along disparate lines of descent (e.g.,
Oxcd0la for 3rd Generation A and Oxe74a for 3rd
generation B). Then, the column’s configured stratum

|j | peetsin petention policy is applied to “prune” the column by

eliminating strata from specific generations. Although

0| wren this cartoon depicts an empty space for eliminated strata,
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the underlying data structure behind a column (ie., the
pink overlay) can condense (o reduce space complexity,

that strata at these generations are actually available for us to retain
{i.e., haven't been purged out of the column at a previous time
point). We will do this by picking the generation that is the highest
power of 2 less than or equal to our bound.  IF we repeat this
procedure as we recurse, we are guaranteed that this generation’s
stratum will have been preserved across all previous imepoints.

Why does this work? Consider a sequence where all elements
are spaced out by strictly nonincreasing powers of 2. Consider
the first element of the list. All multiples this first element will be
included in the list. So, when we ratchet up g o 2g as 1 increases,
we are guaranteed that 2g has been retained.  This principle
generalizes recursively down the list. This is a similar principle 1o
the approach of strictly-doubling interval sizes used in the Depth-
Proportional Resolution stratum retention policies described above.

This step of truncating to the nearest less than or equal to power
of 2 affects our recursive step size is al most halved. So, because
step size is a constant fraction of remaining generations e (at worst
2‘%”:' }, the number of steps made (and number of strata retained)
scales as Oflog(r) ) with respect 1o the number of strata deposited.
Table 1 provides exact figures for the number of strata retained
under different parameterizations of the recency-proportional
retention policy between one thousand and one trillion generations.

As for MRECA generation estimate uncertainty, in the worst
case it scales as () with respect to the greater number of strata
deposited. However, with respect to estimating the generation of
the MRCA for lineages diverged any fixed number of generations
ago, uncertainty scales as O(1).

How does space complexity scale with respect 1o the policy’s
specified resolution +7  Through extrapolation from OEIS
sequences ADG3TET and AQS6791 via guess and check (OEIS,
202 I b,a), we posited the exact number of strata retained after n
2eneralions as

Hanuninp;“"eLght{n}+Z [log(|n/r])] +1.
1
This expression has been unit tested extensively to ensure
perfect reliability.  Approximating and applying logarithmic
properties, this policy's space complexity can be calculated within
a constant factor as
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Figure 3: Comparison of stratum retention policies. Policy visualizations show retained strata in black. Time progresses along the y-axis
from top to bottom. New strata are introduced along the diagonal and then “drip” downward as a vertical line until eliminated. The
set of retained strata present within a column at a particular generation g can be read as intersections of retained vertical lines with a
horizontal line with intercept g. Policy visualizations are provided for two parameterizations for each policy: the first where the maximum
uncertainty of MRCA generation estimates would be 512 generations and the second where the maximum uncertainty of MRCA generation
estimates would be 128 generations.
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log(n)—l—log(ﬁ).

To analyze the relationship between space complexity and

resolution 7, we will examine the ratio of space complexities

induced when scaling resolution r up by a constant factor f > 1.

Evaluating this ratio as » — oo, we find that space complexity
scales directly proportional to f,

r
. log(n)+log(%)
lim =/
rree log(n)+log(’;—!)
Evaluating this ratio as n — oo, we find that this scaling
relationship is never worse than directly proportional for any 7,

nf"

log(n)Jrlog(W) fra1

lim ==
L r+l/f
=/ r+1
<f

Computational Experiments

In order to assess the practical performance of the hereditary
stratigraph approach in an applied setting, we simulated the
process of stratigraph propagation over known “ground truth”
phylogenies extracted from pre-existing digital evolution simu-
lations (Hernandez et al., 2022). These simulations propagated
populations of between 100 and 165 bitstrings between 500 and
5,000 synchronous generations under the NK fitness landscape
model (Kauffman and Weinberger, 1989). In order to ensure
coverage of a variety of phylogenetic conditions, we sampled
a variety of selection schemes that impose profoundly different
ecological regimens (Dolson and Oftia, 2018),

* EcoEA Selection (Goings et al., 2012),

¢ Lexicase Selection (Helmuth et al., 2014),

¢ Random Selection, and

* Sharing Selection (Goldberg et al., 1987).

Supplementary Table 7 provides full details on the conditions
each ground truth phylogeny was drawn from. The phylogenies
themselves are available with our supplementary material (Moreno
et al., 2022).

For each ground truth phylogeny, we tested combinations of
three configuration parameters:

* target end-state memory footprints for extant columns (64, 512,
and 4096 bits),

« differentia width (1, 8, and 64 bits), and

* stratum retention policy (tapered depth-proportional resolution
and recency-proportional resolution).

Stratum retention policies were parameterized so that the
maximum number of strata possible were present at the end of
the experiment without exceeding the target memory footprint.
If the target memory footprint is exceeded by the sparsest possible
parameterization of a retention policy, then that sparsest possible
parameterization was used. Supplementary Tables tables 2 to 6
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provide the calculated paramaterizations and memory footprints
of extant columns (Moreno et al., 2022).

In order to assess the viability of phylogenetic inference using
hereditary stratigraphic columns from extant organisms, we used
the end-state stratigraphs to reconstruct an estimate of the actual
ground truth phylogenetic histories. The first step to reconstructing
a phylogenetic tree for the history of an extant population at the end
of an experiment is to construct a distance matrix by calculating
all pairwise phylogenetic distances between extant columns. We
defined phylogenetic distance between two extant columns as the
sum of each extant organism’s generational distance back to the
generation of their MRCA, estimated as the mean of the upper and
lower 95% confidence bounds. Supplementary Figure 6 provides
a cartoon summary of the process of calculating phylogenetic
distance between two extant columns (Moreno et al., 2022).

‘We then used the unweighted pair group method with arithmetic
mean (UPGMA) reconstruction tool provided by the BioPython
package to generate estimate phylogenetic trees (Cock et al., 2009;
Sokal, 1958). After generating the reconstructed tree topology,
we performed a second pass to adjust branch lengths so that each
internal tree node sat at the mean of its estimated 95% confidence
generation bounds.

Software and Data

As part of this work, we published the hstrat Python library
with a stable public-facing API intended to enable incorporation
in other projects with extensive documentation and unit testing on
GitHub at https://github.com/mmore500/hstrat
and on PyPLIn the near future, we intend to complete and publish
a corresponding C++ library.

Supporting  software materials can be found on
GitHub at https://github.com/mmore500/
hereditary-stratigraph-concept Supporting
computational notebooks are available for in-browser use via
BinderHub at https://hopth.ru/bk (Ragan-Kelley and
Willing, 2018). Our work benefited from many pieces of open
source scientific software (Sukumaran and Holder, 2010; Virtanen
et al.,, 2020; Hunter, 2007; Virtanen et al., 2020; Waskom,
2021; Bostock et al., 2011; Meurer et al., 2017; Smith, 2020b;

Paradis et al., 2004; Ushey et al., 2022; Wickham et al., 2022).

The ground truth phylogenies used in this work as well as
supplementary figures, tables, and text are available via the Open
Science Framework at https://osf.io/4sm72/ (Foster
and Deardorff, 2017; Moreno et al., 2022). Phylogenetic data
associated with this project is stored in the Alife Community Data
Standards format (Lalejini et al., 2019).

Results and Discussion

In this section, we analyze the quality of reconstructions of
known phylogenetic trees using hereditary stratigraphy. Figure 4
compares an example reconstruction from columns using tapered
depth-proportional stratum retention, an example reconstruction
using recency-proportional stratum retention, and the underlying
ground truth phylogeny. Interactive in-browser visualizations
comparing all reconstructed phylogenies to their corresponding
ground truth are available at https://hopth.ru/bi.
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Figure 4: Example phylogeny reconstructions of ground-truth lexicase selection phylogeny from inference on extant hereditary stratigraphic
columns. Shaded error bars on reconstructions indicate 95% confidence intervals for the true generation of tree nodes. Arbitrary color

is added to enhance distinguishability.

Reconstruction Accuracy

Measuring tree similarity is a challenging problem, with many
conflicting approaches that all provide different information
(Smith, 2020a). Ideally, we would use a metric of reconstruction
accuracy that 1) is commonly used so that there exists sufficient
context to understand what constitutes a good value, 2) behaves
consistently across different types of trees, and 3) behaves
reasonably for the types of trees common in artificial life data.
Unfortunately, these objectives are somewhat in conflict. The
primary source of this problem is multifurcations, nodes from
which more than two lineages branch at once. In reconstructed
phylogenies in biology, multifurcations are generally assumed to
be the result of insufficient information. It is thought that the real
phylogeny had multiple bifurcations that occurred so close together
that the reconstruction algorithm is unable to separate them. In
artificial life phylogenies, however, we have the opposite problem.
When we perfectly track a phylogeny, it is common for us to know
that a multifurcation did in fact occur. However, it is challenging
for our reconstructions to properly identify multifurcations,
because it requires perfectly lining up multiple divergence times.
Many of the most popular tree distance metrics interpret the
difference between a multifurcation and a set of bifurcations as
a dramatic change in topology. For some use cases, this change
in topology may indeed be meaningful, although research on the
extent of this problem is limited. Nevertheless, we suspect that
for the majority of use cases, the tiny branch lengths between
the internal nodes will make this source of error relatively minor.

To overcome this obstacle, we have measured our reconstruc-
tion accuracy using multiple metrics. We will primarily focus on
Mutual Clustering Information (as implemented in the R TreeDist
package) (Smith, 2020a), which is a direct measure of the quantity
of information in the ground truth phylogeny that was successfully
captured in the reconstruction. It is relatively unaffected by the
failure to perfectly reproduce multifurcations. For the purposes of
easy comparison to the literature, we also measured the Clustering
Information Distance (Smith, 2020a).

Across ground truth phylogenies, we were able to reconstruct
the phylogenetic topology with between 47.75% and 85.70% of
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Figure 5: Proportion of information present in the ground-truth
ftness sharing phylogeny that was captureed by our reconstruction,
across various retention policies. High is better (1 is perfect). RPR
is recency-proportional resolution policy and TDPR is tapered
depth-proportional resolution policy.

the information contained in the original tree using a 64-bit column
memory footprint, between 47.75% and 80.36% using a 512-bit
column memory footprint, and between 51.13% and 83.53% using
a 4096-bit column memory footprint. While the Clustering Infor-
mation Distance reached its maximum possible score (1.0) for the
heavily-multifurcated EcoEA phylogeny, it agreed with the Mutual
Clustering Information score for less multifurcated phylogenies,
such as fitness sharing. Using the Recency Proportional Resolution
retention policy and a 4096-bit column memory footprint, we were
able to reconstruct a fitness sharing phylogeny with a Clustering
Information Distance of only 0.2923471 from the ground truth.
For context, that result is comparable to the distance between
phylogenies reconstructed from two closely-related proteins in
H3N2 flu (0.25) (Jones et al., 2021). To build further intution, we
strongly encourage readers to refer to our interactive web recon-
struction. Figure 5 summarizes error reconstructing the fitness
sharing selection phylogeny in terms of the mutual clustering infor-
mation metric (Smith, 2022). The phylogenies reconstructed from
the EcoEA condition performed comparably, with lexicase and
random selection faring somewhat worse (Moreno et al., 2022).
In the case of random selection, we suspect that this reduced
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performance is the result of having many nodes that originated
very close together at the end of the experiment. As expected, we
did observe overall more accurate reconstructions from columns
that were allowed to occupy larger memory footprints.

Differentia Size

Among the surveyed ground truth phylogenies and target column
footprints, we consistently found that smaller differentia were
able to yield more or as accurate phylogenetic reconstructions.
The stronger performance of narrow differentia was particularly
apparent in low-memory-footprint scenarios where overall
phylogenetic inference power was weaker. Overall, single-bit
differentia outperformed 64-bit differentia under 20 condtions, and
were indistinguishable under 7 conditions, and were worse under
3 conditions. Full results are available in Supplementary Section
. Although narrower differentia have less distinguishing power
on their own, their smaller size allows more to be packed into
the memory footprint to cover more generations, which seems to
help reconstruction power. We must note that narrower differentia
can pack more thoroughly into the footprint caps we imposed on
column size, so their extant columns tended to have slightly more
overall bits. However, this was a small enough imbalance (in most
cases < 10%) that we believe it is unlikely to fully account for
the stronger performance of narrow-differentia configurations.

Retention Policy

Across the surveyed ground truth phylogenies and target column
memory footprints, we found that the recency-proportional
resolution stratum retention policy generally yielded better
phylogenetic reconstructions. Phylogenetic reconstruction quality
was better in 28 conditions, equivalent in 14 conditions, and worse
in 3 conditions. Again, this effect was most apparent in the small-
stratum-count scenarios where overal inference power was weaker.
Full results are available in Supplementary Section . The stronger
performance of recency-proportional resolution is likely due to
the denser retention of recent strata under the recency-proportional
metric, which help to resolve the more numerous (and therefore
typically more tightly spaced) phylogenetic events in the near
past (Zhaxybayeva and Gogarten, 2004). Recency-proportional
resolution tended to be able to fit fewer strata within the prescribed
memory footprints (except in cases where it could not fit within
the footprint) so its stronger performance cannot be attributed
to more retained bits in the end-state extant columns.

Conclusion

To our knowledge, this work provides a novel design for
digital genome components that enable phylogenetic inference
on asexual populations. This provides a viable alternative to
perfect phylogenetic tracking, which is complex and possibly
cumbersome in distributed computing scenarios, especially with
fallible nodes. Our approach enables flexible, explicit trade-offs
between space complexity and inference accuracy. Hereditary
stratigraphic columns are efficient: our approach can estimate,
for example, the MRCA generation of two genomes within 10%
error with 95% confidence up to a depth of a trillion generations
with genome annotations smaller than a kilobyte. However, they
are also powerful: we were able to achieve tree reconstructions
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recovering up to 85.70% of the information contained in the
original tree with only a 64-bit memory footprint.

This and other methodology to enable decentralized observation
and analysis of evolving systems will be essential for artificial
life experiments that use distributed and best-effort computing
approaches. Such systems will be crucial to enabling advances
in the field of artificial life, particularly with respect to the
question of open-ended evolution (Ackley and Cannon, 2011,
Moreno et al., 2021b,a) Mork work is called for to further enable
experimental analyses in distributed, best-effort systems while
preserving those systems’ efficiency and scalability. As parallel
and distributed computing becomes increasingly ubiquitous and
begins to more widely pervade artificial life systems, hereditary
stratigraphy should serve as a useful technique in this toolbox.

Important work extending and analyzing hereditary stratigraphy
remains to be done. Analyses should be performed to expound
MRCA resolution guarantees of stratum retention policies when
using narrow (i.e., single-bit) differentia. Constant-size-complexity
stratum retention policies that preferentially retain a denser
sampling of more-recent strata should be developed and analyzed.
Extensions to sexual populations should be explored, including
the possibility of annotating and tracking individual genome
components instead of whole-genome individuals. An alternate
approach might be to define a preferential inheritance rule so
that at each generation slot within a column, a single differentia
sweeps over an entire interbreeding population. Optimization of
tree reconstruction from extant hereditary stratigraphs remains an
open question, too, particularly with regard to properly handling
multifurcations. It would be particularly valuable to develop
methodology to annotate inner nodes of trees reconstructed from
hereditary stratigraphs with confidence levels.

The problem of designing genomes to maximize phylogenetic
reconstructability raises unique questions about phylogenetic
estimation. Such a backward problem — optimizing genomes
to make analyses trivial as opposed to the usual process of op-
timizing analyses to genomes — puts questions about the genetic
information analyses operate on in a new light. In particular,
it would be interesting to derive upper bounds on phylogenetic
inference accuracy given genome size and generations elapsed.
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Abstract

Modeling the ability of multicellular organisms to build and
maintain their bodies through local interactions between in-
dividual cells (morphogenesis) is a long-standing challenge
of developmental biology. Recently, the Neural Cellular Au-
tomata (NCA) model was proposed as a way to find local
system rules that produce a desired global behaviour, such as
growing and persisting a predefined target pattern, by repeat-
edly applying the same rule over a grid starting from a single
cell. In this work, we argue that the original Growing NCA
model has an important limitation: anisotropy of the learned
update rule. This implies the presence of an external factor
that orients the cells in a particular direction. In other words,
“physical” rules of the underlying system are not invariant to
rotation, thus prohibiting the existence of differently oriented
instances of the target pattern on the same grid. We propose a
modified Isotropic NCA (IsoNCA) model that does not have
this limitation. We demonstrate that such cell systems can
be trained to grow accurate asymmetrical patterns through
either of two methods: (1) by breaking symmetries using
structured seeds or (2) by introducing a rotation-reflection in-
variant training objective and relying on symmetry-breaking
caused by asynchronous cell updates.

Introduction

Every multicellular organism begins its life as a single cell.
Descendants of this egg cell reliably form complex struc-
tures of an organism through a process of division and dif-
ferentiation, also known as morphogenesis (Turing, 1990).
In many cases, this process doesn’t require any external con-
trol or orchestration and is described as self-organizing; cells
communicate with their neighbors to make collective deci-
sions about the overall body layout and composition. Un-
derstanding this process is an active area of research (Pez-
zulo and Levin, 2016) with a number of models proposed to
explain the development procedure of various tissues (Mal-
heiros et al., 2020) and organisms.

There is a wide spectrum of existing models that either
attempt to reproduce biological processes or simplify them
in order to accomplish engineering tasks or simulate arti-
ficial life. One widespread approach is the use of Artifi-
cial Gene Regulatory Networks (GRN) (Cussat-Blanc et al.,
2019; de Jong, 2002), which have, for instance, been used
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to model cell growth (Schramm et al., 2012; Jacobsen et al.,
1998). Discovering effective models with these networks of-
ten relies on manual engineering or genetic algorithms. Al-
though these models have demonstrated impressive results,
we think that genetic algorithms are limited in the model
complexity and fitness accuracy that is possible to achieve
within a plausible time and compute budget. Differentiable
programming has shown itself as a powerful and versatile
approach to solving complex engineering problems, includ-
ing morphogenesis modeling.

One recent approach to modelling morphogenesis is based
on Neural Cellular Automata (NCA) (Mordvintsev et al.,
2020). Here, the authors represent a growing organism with
a uniform grid of raster cells where the state of each cell
is characterized by a set of scalar values. Cells repeatedly
update their states using a rule defined by a small neural
network that takes as input information collected from each
cell’s neighbors at the current moment in time. Backpropa-
gation through time is used to learn the local update rule that
satisfies the global objective of growing a predefined target
pattern, allowing for the discovery of much more complex
rules than what has been possible with existing strategies.
While this is an attractive direction to pursue for modeling
complex systems, we observe that this model is still not fully
self-organising.

Anisotropy of Neural CA

Figure 1 demonstrates the weakness of the original Grow-
ing NCA model which challenges the claims of fully self-
organizing pattern growth achieved by this model. This
model can only grow and persist patterns in a specific ori-
entation that is determined by properties of the space itself
rather than the intrinsic states of the cells occupying said
space. The NCA anisotropy stems from the axis-aligned So-
bel filters that are used to model cell perception. In the last
experiment, ! authors show that altering properties of the
grid (Sobel filter directions) leads to rotations of the resul-
tant pattern, but don’t address the main concern that pattern

]https://distill.pub/ZOZO/growingfca/
#experiment-4
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orientation should be defined by the configuration of cells
occupying the space and not a property of the space itself,
In the follow up work on NCA texture synthesis (Niklasson
et al., 2021k), the same group of authors experiment with
varying the filter directions across space, reinforcing the idea
of external control on each cell’s perception.

- ‘Rm‘ f’v’““%

Figure 1: Anistropy of the Growing NCA model. Cells rely
on externally-provided global cell alignment and are unable
to sustain a pattern if cell states are re-sampled in a rotated
coordinate frame. In contrast, real living creatures can usu-
ally tolerate rotation without exploding.

In this work we argue that the original Growing NCA
model is not fully self-organizing due to a limitation in the
model’s architecture, The learned update rule is anisotropic,
which implies the presence of an external factor that orients
all cells in a particular direction. In other words, “physical”™
rules of the underlying system are not invariant to rotation,
prohibiting the formation of differently oriented instances of
the target pattern on the same grid. This would be akin to an
animal only able to grow, or even exist, when facing north,
We aim to relax this limitation with following contributions:

e Propose a simplification to the original NCA update rule
to make it isotropic, so the perception of each cell is in-
wariant to rotation or reflection of the grid.

e Show that this invariance enables us o perform rotations,
reflections, and other augmentations on structured seeds
that predictably influence the model’s behavior,

e Design a rotation-reflection invariant training objective
that steers the system towards reliable growth of asym-
metric, anisotropic patterns through symmetry-breaking
rather then external guidance.

o Demonstrate the robustness of the leamed NCA rule 1o
out-of-training grid structures.

Isotropic Neural CA model

The Isotropic NCA (IsoNCA) model described here can
be seen as a more restricted version of the Growing NCA
model, where the Sobel X and Y perception filters are re-
placed with a single Laplacian filter. This section covers key
features of the model design.
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Grid  Cells exist on a regular Cartesian grid; the state of
each cell is represented by a vector

s=[s"=R s =G =Bs=A4A,., """
where ' is the number of channels and the first four chan-
nels represent a visible RGBA image. Initially, the whole
arid is set to zeros, except the seed cell in which A = 1.
Cells iteratively update their states using only the informa-
tion collected from their 3x3 Moore neighbourhood.

Stochastic updates  Cell updates happen stochastically; at
every NCA step each cell is updated with probability py
iwe use value (L5 in our experiments). This stochasticity is
meant to eliminate dependence on a global shared clock that
synchronizes the updates between cells. Previous work on
NCA discusses the impact of this strategy on NCA robust-
ness (Miklasson et al., 2021a). In IsoNCA models, asyn-
chromicity plays a critical role in the symmetry breaking
process (see the Results section). This asynchronicity can
be seen as a stralegy for generating noise, which has been
documented to help biological systems construct complex
functions in simple ways (Samoilov et al., 2006).

“Alive” and “empty” cells The alpha channel (s = A)
plays a special role in determining whether a cell is currently
“alive” or “empty"”; each cell is alive if A > (1.1 or if it has
at least one alive cell in its 3x3 neighbourhood. The state of
empty cells is explicitly set to zeros after each CA step.

Perception Each cell collects information about the state
of its neighborhood using a per-channel discrete 3x3 Lapla-
cian filter, This filter computes the difference between the
state of the cell and the average state of its neighbours. A
cell’s perception vector is the concatenation of its own cur-
rent state and per-channel Laplacians of its neighbourhood:

p = concat{s, Ky, * 5)

where s denotes the cell’s state and K, is given by

12 1
Kip= |2 -12 2
1 2 1

Update rule Cells stochastically update their states using
a learned rule that is represented by a two-layer neural net-
work:

Sa1 = 8 + relu(p, Wy + by )W,

where parameters W, by, and Wy have shapes (32, 192),
(192) and (192, 16) respectively, which gives a total of 9408
learned parameters.
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Training IsoNCA

The original Growing NCA model was trained to learn an
update rule starting from a single seed cell and based on
a target pattern fixed in a specific orientation. Under this
training regime, our isotropic restrictions prevent the model
from breaking spatial symmetries, demanding we either re-
lax the target objective or further specify the initial condi-
tions. Here, we propose and present implementations of
both of these strategies.

Structured seed strategy

Sead

Target

(a) 3-point rotation-reflection objective,

Sead Target

-
(b} B-point structural mutation objective,

Figure 2: Mapping between structured seed points and their
respective structural features in the target pattern. Points
are placed manually to correspond with these features and
distinct point colors are generated by converting equidistant
H5V hues into RGB encodings.

One way to train our isotropic model is by introducing
a more comprehensive seed structure (e.g. by using three
or more distinet points) in order to break symmetries of the
system from the initial state. This is inspired by synthetic
reaction-diffusion networks vsed to govern complex pattern
growth (Scalise and Schulman, 2014). A structured seed is
defined by its number of points, the initial channel encodings
of those points, and their positions relative o one another.
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Given that an isometry relating any pair of congruent trian-
zles is unique (Coxeter, 1963), we use 3 non-collinear points
to define the seed’s orientation, with points distributed uni-
formly on a circular edge of predefined radius. To establish
directional responsibility, points are distinguished by their
RGB encodings. An example of how one such seed maps to
a target pattern is shown in Figure 2a. Training our model 1o
grow in alignment with this seed then proceeds identically
o the training of the original Growing NCA's single-seed
sCenario.

Alternatively, structured seeds can be manually engi-
neered to map key features of the target pattern to specific
poinis of the seed. So long as there are three or more
non-collinear points, this configuration enables the model
to break symmetries similarly to the triangular seed. Fig-
ure 2b shows one such mapping between the appendages of
a dancer pattern and their respective poinl assignments in
the corresponding seed. These points are reconfigurable and
consequently used to grow predictable out-of-training struc-
tural mutations of the target pattern. Changing the config-
uration of a structured seed is performed by modifying the
positions and channel encodings of its composite points. For
example, if a structured seed is comprised of points A and
B, then replacing point A with point & involves adjusting
the RGB encoding of point A to match that of point 3.

Single-seed strategy

Similar to the Growing NCA work, we also train NCA mod-
els that grow and persist a predefined pattern on a plane
starting from a single seed cell. We use pixel-wise differ-
ences to match the pattern produced by the trained model to
the target, but modify the loss function to make it rotation-
reflection invariant. Due to the rotation symmeiry of the cell
perception we are unable (and do not want) to enforce a
particular pattern orientation and chirality during training.
Instead we select an individual rotation and reflection of
the target that minimizes the pixel-wise loss value for each
NCA-generated sample in the training batch., We expect that
this would cause the model to amplify noise coming from
stochastic cell updates to break the rotational symmetry and
make collective decision on the grown pattern orientation.
A naive implementation of the previously described pro-
cedure would require matching against densely sampled ro-
tated and reflected instances of the training pattern, which
is computationally inefficient. Instead, we use a polar co-
ordinate transformation and FFT to efficiently compute the
discrepancy across different target rotations. Figure 3 shows
the architecture of the proposed loss function; here, we
match patterns in the polar coordinate system. where rota-
tions become horizontal translations. For each possible ro-
tation angle #, we compute the sum of squared pixel-wise
differences between the NCA-generated pattern S and the
target T across all radius values + and target channels ¢, Tar-
get channels include RGBA color representations and extra
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Target pattern

%

channel
augmentation (a) *

“sharpen (b)

Preprocessing

polar transform (c

5 TN

Losses across
rotations / reflections (d)

IsoNCA output “sharpen (b)

se+ed %

polar transform (c

# "N

Fourier
matching

Report minimum

Figure 3: Rotation / reflection-invariant IsoNCA training pipeline. The target pattern is augmented with extra channels (a)
to break symmetries that may interfere with training. Both the target and NCA-grown patterns are sharpened (b) to steer

optimization into preserving fine details.

A polar transformation (c) is applied to turn the unknown rotation between two

images into a horizontal shift. Fourier-domain image matching enables efficient computation of pixel-matching losses across
all orientations and reflections (d). The blue plot shows losses with respect to the original pattern, and the yellow with respect
to its reflected version. The minimal loss value is selected for backpropagation.

auxiliary channels that help the optimization break symme-
tries and escape sub-optimal local minima (see Figure 4).
The rotation-invariant loss can be expressed as follows:

L(S,T) = min ; Lo

Lr,c,a = Z(Sr,c,ﬁ’ - Tr,c,ﬁ’—e)z =

E rc9’ E rc9’ [ _2§ Sr,c,G’Tr,c,O’—Q
0/

1D convolution

doesn’t depend on 6

The 1D convolution term in this expression can be efficiently
computed for all values of 6 using the convolution theorem:
sxt=F (F(S) F(T)),
where F denotes the Fourier transform and ”-” indicates ele-
mentwise multiplication. To make the pattern-matching loss
reflection-invariant, we also compute the loss for a reflected
version of the target pattern, and select the minimum be-

tween the two:

Linv = min(L(Sa T)a L(Sa TefleCt(T)))

Auxiliary channels Having a rotation-invariant loss
causes some patterns to exhibit strong local minima. For
instance, models trained on the lizard pattern are be unable
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(a h%k"
rcvn ow

Figure 4: Target patterns and auxiliary targets used for the
ration-reflection invariant training. (a) the spiderweb does
not use auxiliary targets. (b) the lizard uses the binary auxil-
iary target. (c) the heart uses both binary and radial encoding
auxiliary targets.

to reliably break one symmetry and often create a mixture
of head-tails along with an assortment of limbs because they
fail to differentiate up from down (see Figure 7). This issue
can be rectified using an auxiliary loss by adding a new “tar-
get channel” to the rotation-reflection invariant loss in which
the image is split in half and the upper and lower parts of the
image have target values of —0.5 and +0.5 respectively (see
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Figure 4b). We call this additional channel the “hinary aux-
iliary channel.” Including it enables models 1o learn o break
symmetries and results in a much smoother loss, We have
not observed any need 1o add an additional perpendicular
auxiliary target to break the left-right symmetry.

We have also observed that [soNCA struggles to generate
uniform patterns. such as the heari emoji, suffering from sta-
bility issues and being unable to form the proper shape. We
hypothesized that the shape of the pattern does not facilitate
smooth training and decided 1o enhance the targel image in
a similar way o how we break symmetries using another
auxiliary loss. Inspired by positional encodings used in the
transformer architecture { Vaswani et al., 2017), we add tar-
get channels generated by aliased concentric circles with the
following rule: given a point with distance r from the center
and mode n, the positional encoding of the point is given by

sign(sin(r=n*m))+ 05 ifniseven
sign{cos{r+n 7))+ 0.5, otherwise
Thus, the image can have arbitrarily many auxiliary chan-
nels with different modes to generate radial encodings. For
the heart emoji, one radial encoding with mode 4 is suffi-
cient (Figure 4c).

In this paper, we showcease three example patterns: the
spiderweb, where no auxiliary loss is needed; the lizard,
where the binary avxiliary channel is needed: and the heart,
where both the binary and radial encoding auxiliary chan-
nels are needed (see Figure 4).

Results
Structured seed experiments

Figure 5: Pairs of initial seed configurations and their re-
sulting unfoldings at step 5000 for several out-of-training
isomeiries.

432

S& |

PN
¥
v [

A

L

Figure 6: Pairs of initial seed configurations and their re-
sulting unfoldings at step 5000 for several out-of-training
mutations,

In the original Growing NCA work, it is shown that the
model can learn to grow at predefined angles, but it fails 1o
extrapolate to unseen orientations after training is complete,
Our model not only successfully addresses this limitation,
but expands upon how orentation can be implicitly encoded
using structured seeds,

Distributing growth responsibility between the points of a
structured seed enables us to manipulate the model's behav-
ior by performing plane isometries on the seed. In perform-
ing such an isometry, we see the transformation propagate
throughout the model’s growth of the resultant pattern with-
out loss of stability. As shown in Figure 5, IsoNCA exhibits
stable rotations and reflections irrespective of the fixed ori-
entation of the target pattern,

Apart from plane isometries, we observe that the isotropic
properties of our model emerge within sub-regions of the
growing pattern.  Reconfiguring the structured seed after
training thus causes our model to manifest structural muta-
tions corresponding to the modified seed configuration. As
shown in Figure 6, our model grows a variety of out-of-
training patterns exhibiting seed-directed mutations while
maintaining the cohesion of the resultant shape, The sta-
bility of such irregular modifications is observed to be less
reliable than that of plane isometries, however, and further
seed manipulation often yields improved results, For exam-
ple, by adjusting the supplanted seed point’s relative position
to more closely resemble that of its origingl counterpart, we
often find that mutations stabilize with more consistently de-
sirable behavior.
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Single seed experiments

Target augmentation As discussed in the “auxiliary
channels” section, we augment some target patterns with ex-
tra channels to facilitate optimization convergence (o a desir-
able solution. The lizard pattern is a particularly interesting
case; without augmentation, the optimization fails 1o break
the symmetry between the head and the tail, which leads 1o
formation of the ghostly symmetrical pattern seen in Figure
7. left. What's more, the heart pattern fails to converge 1o a
definite shape at all without both radial and top-bottom con-
trast augmentations,

LB

e'?
o A

mrrred
H'\
o
v |
]

Figure 7: Left: the result of training IsoNCA to grow a
non-augmented lizard pattern.  Optimization struggles 1o
break the head-tail symmetry. Right: matching losses com-
puted between the target pattern and iUs rotated instances,
The non-augmented pattern has a strong local minima cor-
responding to a 180° rotation, Augmenting the target with
a non-symmetrical auxiliary channel flattens the spurious
minima and facilitates convergence 1o the correct solution,

Stochastic  symmetry  breaking Growing  non-
rotationally-symmetrical patterns  starting from a single
seed is fundamentally different from the structured seed
scenario. For example, on a regular square grid, both a cell’s
perception field and starting condition have symmetries
that need to be broken during pattern development. We
use stochastic asynchronous cell updates, which cells may
rely on as a source of randomness. During training, cells
successfully develop a protocol for making a collective
decision about the final patiern layout that appears (o rely
on this randomness. To validate this assumption, we ran
the 1soNCA rule, trained in the stochastic update regime, in
a fully synchronous setting (pypg = 1). We expected that
our model wouldn't be able w break symmetries between
grid directions, and would produce some 90° rotation- and
reflection-symmetrical patterns. To our surprise, we instead
observed  that after approximately  100-150 iterations,
asymmetries develop, and eventually our model produces an
incomplete, unstable, but definitely not symmetrical version
of the target pattern (see Figure 8, top). Puzzled by this
behaviour, we discovered that our model was able to exploit
the non-associativity of floating point number accumulation
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in the convolution with the Laplacian filter to break the
symimetry, We then implemented an associative version of
the Laplacian filter by performing the convolution using
fixed-point number representation. This time, as expected,
the model produced a symmetrical pattern that vanished
after oscillating for about 700 steps (see Figure 8, bottom),

.0 e X
Yy vy oom P

F R
o

Figure 8: Top: lsoNCA manages to break the symmetry
even in the case of deterministic synchronous cell updates
by exploiting the non-associativity of foating-point number
addition in the Laplacian filter convolution. Bottom: the
evolution of IsoNCA in the case of fully synchronous cell
updates and perfectly symmetric perception. As expected,
the model can’t break symmetries to develop features of
the lizard. The pattern produced by this particular check-
point deterministically vanishes after about 700 steps. Other
checkpoints may produce stable or exploding behaviours in
this out-of-training regime.

L)

Figure 9 shows the unfolding of three different trained
[soNCA rules, starting from the original seed and running
for up to 5000 steps. Here, we can observe how some pat-
terns are more stable than others. For instance, in this train-
ing run, the lizard pattern appears to rotate over long time pe-
riods, This can sometimes happen as the rotation-reflection
invariant loss used is consequently invariant to rotations over
time, We observe these models 1o be stable for any number
of steps and choose to visualize 5000 steps only because no
further changes manifest bevond this point (besides rotations
in the lizard case). Note in Figure 10 how, for single seed ex-
periments, every run of the same model results in a different
pattern rotation and reflection.

Figure 11 shows how the lizard model learns to form a
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Figure 9: Unfolding of three trained Isotropic NCA rules
with single seeds.
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Figure 10: Step 5000 for different runs of three single seed
midels.

stable pattern during training where the x-axis denotes the
number of training steps (up to 5000) and the y-axis indi-
cates the checkpoint of the model at the given traiming step,
The model appears to first learn o generate a green, unsta-
ble blob before leaming to break symmetries and, eventu-
ally, to form lizard-like features, albeit with some instability;
over time, the pattern becomes more and more siable. Note
how on training step L000 the model is somewhat stable but
first creates two heads and then one of them becomes a tail,
Training the model for longer tends to speed up convergence
to the desired form and may suppress this behaviour,

Non-regular Grids

Previous work discusses the robustness of NCA models to
out-of-training grid structures (Niklasson et al,, 2021b), For
example, it was found that models trained on a square grid
can be executed on hexagonal grids if 3x3 convolutional
perception filters are replaced with their hexagonal counter-
parts, Recently, it was also demonstrated that neural mod-
cls relying on a diffusion operation for communication are
effectively discretization agnostic (Sharp et al.,, 2022). In
this work, we demonstrate that IsoNCA can be effectively
transferred from a regular square grid to a non-regular one.
To build a non-regular grid, we sample a set of points on a
plane using a fast Poisson-disk sampling algorithm (Brid-
son, 2007). Cells are then constructed by computing a
Voronoi diagram of the sampled points. The Laplacian op-
crator 1s defined as the difference between a cell’s own state
and the weighted average of the state vectors of its adjacent
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Figure 11: Evolution of the lizard [soNCA rule during train-
ing (y-axis) versus the unfolding of each NCA rule check-
point (x-axis),

Figure 12: Example of running the lizard [soNCA on a
non-regular grid constructed using a Voronoi diagram on
Poisson-disk point samples. Left: full pattern. right: close-
up with voronol cell centers shown. Running the unmodified
IsoNCA rule on a non-regular grid is more prone to artifacts
and instabilities. For example, in this case, the tail corl di-
rection doesn’t match that of the target pattern.

cells:

“"rl.J - 'llr.J."IIZ 'rl._r
Jd

where [, ; is the length of the Voronoi diagram edge shared
by cells ¢ and j (equal to zero if there is no such edge).
Figure 12 shows an example of the lizard pattern grown on
a non-regular grid substrate by a square-grid-trained model
using the modified Laplacian operator.

Conclusion and future work

In this work we demonstrated the capability of fully
isotropic NCA models in reliably growing complex asym-
metric patterns even when the perception field of each cell is
fully symmetric. We believe this creates an important practi-
cal lower bound on the requirements of cell communication
capabilities for morphogenesis simulations, Moreover, we
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think that coupling IsoNCA with physically grounded mod-
els of cell division and migration may elicit exciting possi-
bilities for the accurate reproduction of body growth and re-
generation phenomena and even enable new bio-engineering
applications in the future.
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Abstract

Chemical Organisation Theory (COT) provides a way of un-
derstanding the evolution of collectively self-maintaining sets
of molecular species. Adding conservation of matter to an Ar-
tificial Chemistry (AChem) can increase evolutionary activ-
ity, so it may be useful to understand the evolution of or-
ganisations under these conditions. We show how in a re-
action network generated by a matter-conserving chemistry,
every edge within an organisation must be a part of a cycle
in the organisation’s bipartite representation. A consequence
of this fact is used to alter an existing algorithm to more
efficiently discover the complete set of organisations. The
altered algorithm is shown to be faster than the original when
tested on reaction networks generated by the Spiky-RBN
AChem. Overall, this paper contributes useful tools for ana-
lysing chemical evolution in matter-conserving chemistries.

Introduction

Artificial Chemistries (AChems) are commonly abstract
computational models that are employed to better under-
stand generic principles of life and its origin which are not
contingent upon terrestrial conditions and history (Dittrich
et al,, 2001; Langton, 1989). Evolving self-maintaining
or self-replicating networks of molecular species may have
preceded the development of life (Kauffman, 1986; Hordijk
et al., 2010). Chemical Organisation Theory (COT) can be
used to identify subnetworks of a reaction network that do
not create any molecular species outside the subnetwork and
that are able to maintain their existence over time (Dittrich
and Speroni di Fenizio, 2007; Centler et al., 2008). These
subnetworks are called organisations. The concept of an
organisation was originally introduced as part of a minimal
theory of biological organisation (Fontana and Buss, 1994).
Hence, COT is an appropriate means of analysing the evol-
ution of chemical organisations in models of prebiotic evol-
ution (Matsumaru et al., 2006b). Algorithms for finding the
complete set of organisations in a reaction network can be
expensive (Centler et al., 2008), but there are more efficient
algorithms for reaction networks that are generated under
specific conditions (Milreu et al., 2010; Speroni di Fenizio,
2015). For example, the set of organisations generated by
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an AChem forms a lattice if every molecular species has a
nonzero probability of disappearing from the reaction vessel
(Speroni di Fenizio, 2015). An algorithm that takes advant-
age of this property can find the complete set of organisa-
tions much faster than a brute force approach (Speroni di
Fenizio, 2015).

In some AChems, the total amount of matter is conserved
over time. In this paper, matter refers to an indivisible
unit which everything within the system is made from. We
describe matter as being conserved in a chemistry if the
total number of these units within the system cannot change
over time and every reaction consumes the same amount
of units that it produces. AChems have been shown to be-
have differently when matter-conservation is added. For ex-
ample, conserving the total matter in the Stringmol (Hickin-
botham et al., 2010) AChem can increase evolutionary activ-
ity (Hickinbotham and Stepney, 2015). The Spiky-RBN
(Krastev et al., 2016) AChem is also found to behave differ-
ently in matter-conserving reaction vessels (Krastev et al.,
2017). Milreu et al. (2010) hypothesise that more efficient
algorithms for finding organisations may exist for matter-
conserving chemistries. But to the best of our knowledge,
no such algorithm has been proposed. Such an algorithm
would make it easier to characterise the evolution of organ-
isations under such conditions. This could help facilitate re-
search, examples of which may include comparing the evol-
utionary behaviours of matter-conserving AChems, or com-
paring the behaviour of an AChem with and without matter-
conservation.

Here we prove that in a reaction network generated by
a matter-conserving chemistry (artificial or natural), every
edge within an organisation must be a part of a cycle in the
organisation’s bipartite representation. A consequence of
this fact is used to alter the constructive algorithm proposed
by Centler et al. (2008) such that the complete set of organ-
isations can be discovered more efficiently. We demonstrate
that this altered algorithm is approximately nine times faster
than the unaltered version when tested on reaction networks
generated by the Spiky-RBN (Krastev et al., 2016) AChem.

In this paper, we discuss COT and introduce its core defin-
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itions, then provide all relevant theorems before providing
the altered version of the constructive algorithm, and then
present experimental results and discuss conclusions.

Chemical Organisation Theory

Minimal biological systems have been characterized as
chemical systems that are capable of self-maintenance and
reproduction. Fontana and Buss (1994) introduced the
concept of a biological organisation as an operationally
closed and self-maintaining chemical system. This work
was further developed into COT, the goal of which is to
identify subnetworks of a reaction network that do not cre-
ate any molecular species outside the subnetwork and that
are able to maintain themselves over time (Dittrich and Sp-
eroni di Fenizio, 2007; Centler et al., 2008). COT can be ap-
plied to any system in which entities can interact and form
new entities (Dittrich and Speroni di Fenizio, 2007). In par-
ticular, It has been used to study models of the martian at-
mosphere (Centler and Dittrich, 2007), HIV infection (Mat-
sumaru et al., 2006a), ecological systems (Veloz, 2020) and
political systems (Dittrich and Winter, 2008). It has also
been used to study the evolution of chemical organisations in
an AChem model of prebiotic evolution (Matsumaru et al.,
2006b) since self-maintenance may be a prerequisite for
minimal biological systems (Fontana and Buss, 1994). COT
has been shown to overlap with theories relating to autocata-
lytic sets of species. For example, a reflexively autocatalytic
set that is generated by a food set and cannot generate spe-
cies outside of the set is also an organisation (Hordijk et al.,
2018). Autocatalytic sets that are organisations also contain
catalytic loops or cycles (Contreras et al., 2011).

We will formally define what a chemical organisation
is after some definitions are introduced for reaction net-
works generally. A reaction network (M, R) is defined
as a set of reactions R that occur among molecular spe-
cies M. Each reaction within R is an ordered pair con-
sisting of a set of reactants and a set of products. Therefore
R C Py (M) x Ppr(M), where Pps(M) are all multis-
ets that can be created from elements in M and X x YV
consists of all ordered pairs (z,y) that exist with x € X
and y € Y. Reactions are denoted (A — B) € R here-
after, where A € Py (M) is the multiset of reactant species
and B € Pj;(M) is the multiset of product species. They
are multisets because there can be multiple instances of the
same element in a multiset, just like there can be multiple
instances of the same species consumed or produced in a re-
action. We also define a |[M| x |R| stoichiometric matrix
S = (s;,;) where |s; ;| is the number of instances of species
1 € M that are produced or consumed in reaction j € R.
If s; ; > 0, then species 7 is produced in the reaction, but
if s;; < 0, it is consumed (Dittrich and Speroni di Fen-
izio, 2007; Centler et al., 2008). Given a subset of species
M’ C M, we say the reaction network implied by M’ is
RM)={(A—B)eR|AecPyuM)}
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A chemical organisation is a set of species O C M that
is closed and self-maintaining as defined below. A set of
species is considered closed if there are no reactions using
species within the set that can react to form any species out-
side of the set (Dittrich and Speroni di Fenizio, 2007; Centler
et al., 2008).

Definition 1. O C M is closed if for all reactions (A —
B) € R(O) then B € Py (0).

A set of species is self-maintaining because all species
within the set can sufficiently be produced such that none of
them decays (Dittrich and Speroni di Fenizio, 2007; Centler
et al., 2008).

Definition 2. A set of species O C M is self-maintaining
if there exists a vector of reaction rates (called a flux vector)
r=(r1,...,mn) € RY, such that the following conditions
hold: (1) For every reaction j € R(O), its corresponding
flux is r; > 0. (2) For every reaction j € R\ R(O), its
corresponding flux is r; = 0. (3) For every species i € O,
the concentration change (Sr); is nonnegative (Sr); > 0.

We define TI(R') with R’ C R as the set containing every
flux vector r € II(R') that exists with a positive flux 7; > 0
for every reaction j € R’ and zero flux r; = 0 for every
reaction j € R\ R’. Note that one organisation can be
a subset of another, so organisations can have a hierarch-
ical structure (Dittrich and Speroni di Fenizio, 2007; Centler
et al., 2008). Such a hierarchical structure is considered a
requirement for evolvability in autocatalytic sets and organ-
isations, since it shows that they can combine and grow over
time (Hordijk et al., 2012; Speroni di Fenizio, 2015; Hordijk
et al., 2018). The following additional definitions are useful
when discussing algorithms designed to find organisations
within a reaction network (Dittrich and Speroni di Fenizio,
2007, Centler et al., 2008).

Definition 3. A species i € O with O C M is consumed
within R(O) if there exists a reaction j € R(O) with s; ; <
0 and is produced within R(Q) if there exists a reaction
je€ R(O) with Sij > 0.

Definition 4. A set of species O C M is called semi-self-
maintaining if all species s € O that are consumed within
implied network R(O) are also produced within it.

Note that a self-maintaining set of species is also semi-
self-maintaining. A set of species that is closed and semi-
self-maintaining is a semi-organisation.

Definition 5. A set of species O C M is reactive connected
if every species is a product or reactant of at least one reac-
tion, and if for any two species 0; € O and o; € O there
exists a sequence of n species (01, . .., 0p) with o, € O for
k =1,...,n such that o; = 01, 0; = 0, and oy, is directly
connected to oi41 fork = 1,...,n—1. Two species o, € O
and o, € O are directly connected if there exists a reaction
(A — B) € R(O) such that o, € AU B and 0,, € AU B.
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Several algorithms have been proposed for finding organ-
isations within any given reaction network (Centler et al.,
2008; Milreu et al., 2010; Speroni di Fenizio, 2015). This
static approach to finding organisations is complemented by
a dynamic approach which can relate a reaction vessel’s state
at any point in time to an organisation (Dittrich and Sper-
oni di Fenizio, 2007; Matsumaru et al., 2006b). Although
it is possible to precisely determine the evolution of organ-
isations through time, predictions about the evolution of or-
ganisations can still be made by attaining the complete set
of organisations within a reaction network and determining
their hierarchical structure (Speroni di Fenizio, 2015).

Organisations in Matter-conserving
Chemistries

Milreu et al. (2010) define a reaction network as being mass-
consistent if there exists a mass vector m containing a mass
m; > 0 for each species ¢ in the network such that mS = 0.
In such a reaction network, there can be no inflow or outflow
reactions. An inflow reaction () — B) produces products
B without consuming any species, and an outflow reaction
(A — 0) consumes reactants A without producing any spe-
cies (Dittrich and Speroni di Fenizio, 2007). Here, the term
matter-conserving is used to describe a mass-consistent re-
action network or chemistry that generates such a network.

In an organisation within a matter-conserving reaction
network (MCRN), reactions cannot exist that will eventually
deplete any species. A reaction network or subnetwork can
be transformed into a bipartite graph to demonstrate that the
network can only be an organisation if every edge within the
directed graph is a part of a cycle. Let (M, R) be a MCRN
and let O C M be a closed set of species with implied re-
action network R(O) C R.

Definition 6. The bipartite representation G(O) = (V, E)
of O is a directed graph with set of nodes V and set of edges
FE that are constructed using the following steps:

1. Add a node v; to 'V for each species i € O.
2. Add a node vj to'V for each reaction j € R(O).

3. Add a directed edge to E starting at v; and ending at v;
Sor each combination of species and reaction (i, j) € O X
R(O) that exists with stoichiometric coefficient s; ; < 0.

4. Add a directed edge to E starting at v; and ending at v;
for each combination of species and reaction (i, j) € O X
R(O) that exists with stoichiometric coefficient s; ; > 0.

Let G(O) = (V, E) be the bipartite representation of O.
Note that all (v1,vs) € E either start from a reaction node
v1 = v4—p and end at a species node vo = v;, or start at a
species node v; = v; and end at a reaction node vo = v, B.
Hereafter a directed edge is notated as an ordered pair of
nodes (z,y) with the first element of the pair = being the
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start of the edge and the second element y being the end of
the edge. To demonstrate that every edge (v1,v2) € F must
be a part of a cycle for O to be an organisation, we must first
provide several definitions.

Definition 7. A sequence of nodes (v1, ..., v,) withv; € V
for 3 = 1,...,nis a path if all nodes in the sequence are
distinct and there exists an edge (v;,v;41) € E for j =
1,...,n—1. Note that each node v; € V could be a reaction
node va_, g or a species node v;.

Definition 8. A sequence of nodes (v1, ..., v,) withv; € V

forj=1,...,nisacycleifnodesv,...,v,_1 are distinct,
v1 = vy, and there exists an edge (v;,v;4+1) € E for j =
1,...,n—1. Note that all cycles will have a minimum length

of three because a reaction node or species node cannot be
connected to itself.

Definition 9. A reaction (A — B) € R(O) contains an
edge (v1,v2) € E if the edge ends or starts at reaction node
va_p. Formally, (A — B) contains (v1,v2) ifv1 =va_p
and therefore vo = v; with i € B or if vo = va_,p and
therefore vi = v; with i € A.

Definition 10. A sequence (z1,...,x,) contains an
ordered pair (y, z) if there exists an element of the sequence
xj suchthat y = x; and z = x;11.

Definition 11. A node y € V is reachable from node x € V
if y = x or there exists a path (v1, . ..,vy) with vy = x and
V2 =Y.

Definition 12. A node y € V is conversely reachable from
node x € V if y = x or there exists a path (vy, ..., v,) with
v1 =y and ve = .

Let V< (v) be the set of all nodes that are reachable from
v € V and let V7 (v) be the set of all nodes that are con-
versely reachable from v € V. To demonstrate that every
edge (v1,v2) € E mustbe a part of a cycle, we must identify
why the presence of an edge that is not part of a cycle pre-
vents O from being an organisation. A formal definition of
such an edge is provided.

Definition 13. An edge (v1,v2) € FE is an acyclic edge if
there is no cycle within G(O) that contains (v1, v2).

Lemma 1. Given any acyclic edge (v1,vs) € E, the set of
nodes conversely reachable from v do not intersect with the
set of nodes reachable from vs, otherwise a path would exist
from va to v1 which would mean that the edge is part of a
cycle. Formally, V= (v1) NV (vg) = 0.

We can partition the nodes of a bipartite representation
G(0O) = (V, E) containing an acyclic edge into two sets of
nodes (Vs, V;) such that there is no edge in F starting from
a node in V; that ends at a node in V. This will be used
to demonstrate that the set of species represented by nodes
within V; cannot collectively maintain themselves.

Definition 14. An acyclic cut partitions V' into two subsets
(Vs, Vi) based on an acyclic edge (e1,e2) € E such that
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V4 is all nodes reachable from node es and Vs is all other
existing nodes. Formally, V; = V* (e3) and Vs = V' \ V,.

Let (Vs,V;) be an acyclic cut based on acyclic edge
(e1,e2) € E and let E, be the set of all edges (vi,v2) € E
with v; € V; and vy € V4. Note that (eq,e2) € E. because
e1 € Vyand eg € V.

Lemma 2. All edges in E. are also acyclic edges.

Proof. All edges (v1,v2) € E. are acyclic edges because
vy € Vs and v € Vi If (v1,v9) is part of a cycle then
v; would be reachable from v, € V; and therefore v, € V;
because V; contains all nodes reachable from vs. O

Lemma 3. There is no edge in E starting from a node in V;
that ends at a node in V.

Proof. There cannot exist an edge (vi,v2) € E with vy €
V; and vy € V; because if v; € V; then vy € V; since vo
is reachable from v; which is reachable from e5 and V;, =
Ve (62). O

Lemma 4. A reaction j € R(O) cannot contain both an
edge in E, that starts at v; and an edge in E,. that ends at

’Uj.

Proof. For all edges (v1,v2) € E.,v1 € Vsandva € V4. So
a reaction j € R(Q) cannot contain an edge (vy,v3) € E.
with v; = v; and an edge (wi,w2) € E. with wy = v;
because this would mean v; € V; and v; € V; which is
impossible because V; NV, = 0. O

Let V(X)) be the set of species nodes for all species i € X
with X C O and let O(Y) be the set of species for all nodes
v; €Y withY C Vandi € O. Formally, V(X) = {v; |
i€ Xtand O(Y) = {i € O | v; € Y}. Let m(Y,5)
be the net change in mass for reaction j € R(O) and all
species ¢ € O(Y) with Y C V and let m(Y, ) be the net
change in mass for flux vector r and all species i € O(Y)
with Y C V. Formally, m(Y,j) = > ;co(y) si.jm: and
m(Y,r) =3, con)(Sr)im;. Also, let U(X) be the set of
distinct elements within multiset X. We can now show that
there is a net loss of matter for all species i € O(V5) for all
reactions involving these species.

Theorem 5. For any reaction j € R(O) containing an edge
in E., m(Vs,j) < 0and m(Vy, j) > 0.

Proof. According to lemma 4, a reaction j € R(O) can
contain edges in E, that end at v; if there are no edges in
E, that start at v;. Conversely, j can contain edges in I
that start at v; if there are no edges in F,. that end at v;. So
the theorem must be proven in both scenarios. There are no
other scenarios in which j can contain an edge in E,.
Consider the first scenario in which a reaction (A —
B) € R(O) contains at least one edge (v;,va_p) € E.
with ¢ € A. For every species ¢ € A with (v;,va_p) € E,
node v; € V; because edges in E. are acyclic (see lemma
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2) and s; 4. < 0 (see definition 6). For every species
i € B, sianp > 0 (see definition 6) and node v; € V;
because v; is reachable from node v4_.p € V;. Hence,
m(Vy, A — B) < 0 and therefore m(V;,A — B) > 0
because all species produced by the reaction are in O(V;), at
least one species consumed by the reaction is in O(V;) and
ina MCRN mS = 0.

Consider the second scenario in which a reaction (A —
B) € R(O) contains at least one edge (va_p,v;) € E.
with ¢ € B. For every species ¢ € B with (va_, p,v;) € E,
node v; € V; because edges in E,. are acyclic (see lemma 2)
and s;, 4 p > 0 (see definition 6). For every species i € A,
5;,A—»B < 0 (see definition 6) and node v; € V because
v; 1s conversely reachable from node v4_,5 € V. Hence,
m(V;,A — B) > 0 and therefore m(V;,A — B) < 0
because all species consumed by the reaction are in O(V;),
at least one species produced by the reaction is in O(V;) and
ina MCRN mS = 0. ]

Theorem 6. In R(O) there is a net loss of matter for all
species i € O(Vy). Formally, m(Vs,r) < 0 for any flux
vector 1 € II(R(O)).

Proof. We have already proven in theorem 5 that
m(Vs,A — B) < 0and m(V;,A — B) > 0 for any
(A — B) € R(O) containing an edge in E.. This means
that U(A) N O(V;) # () because there must be at least one
species i € O(V;) with s; 4, p < 0 which makes ¢ a react-
ant and U(B) N O(V;) # ( because there must be at least
one species ¢ € O(V;) with s; 4—,p > 0 which makes i a
product. Hence, O(V;) # 0 and O(V;) # 0 because E,
contains at least (e1, e2) which acyclic cut (Vs, V;) is based
on, and there exists at least one reaction containing an edge
in E, since all edges start or end at a reaction node.

If a reaction j € R(O) does not contain an edge in E.
then j must either exclusively contain edges (vi,v2) € E
with {v1,v9} C V; or exclusively contain edges (v1,v2) €
E with {v1,v2} C V; since there cannot exist an edge
(v1,v2) € E with vy € V; and v € V; (see lemma 3).
The equality ZieO(VS) s;,;7;m; = 0 holds for any flux
r; > 0 and for all reactions j € R(O) that exclusively con-
tain edges (v1,v2) € E with {v1,v2} C V. This equal-
ity also holds for any flux r; > 0 and for all reactions
j € R(O) that exclusively contain edges (v1,v2) € E with
{v1,v2} C V; because O(V;) N O(V;) = 0. The inequality
Zieo(vs) s3,575m; < 0 with r; > 0 holds for all reactions
j € R(O) that contain at least one edge in E. (of which
there is at least one). Hence, m(V,,r) < 0 for any flux
vector r € II(R(O)). O

Lastly, we prove that an organisation cannot contain an
acyclic edge.

Theorem 7. An organisation within a MCRN cannot con-
tain an edge within its bipartite representation that is not
part of a cycle.
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Proof. If a vector is taken from S for a species i € O and
multiplied by some positive scalar z > 0, then the sign
of the concentration change will not be altered. Formally,
sgn(z(Sr);) = sgn((Sr);) where sgn(y) = 1ify > 0,
sgn(y) = 0if y = 0 and sgn(y) = —1if y < 0. Hence,
if (Sr); > 0 then z(Sr); > 0 and if (Sr); < 0 then
x(Sr); < 0. If O is a closed set of species with a bipartite
representation G(O) = (V, E)) containing an acyclic edge
(e1,e2) € E, then there exists an acyclic cut (Vj, V;) based
on (e1,es). According to theorem 6, there is a net loss of
matter m(Vs,r) < 0 for any flux vector r € II(R(O)). If
m(Vs,r) < 0 for any such flux vector then there always
exists at least one species i € O with (Sr);m; < 0 and
therefore (Sr); < 0, because sgn((Sr);m;) = sgn((Sr);).
The existence of a negative concentration change (Sr); < 0
for a species ¢ within closed set O means that O cannot be
self-maintaining. Hence, any closed set O cannot be an or-
ganisation if its bipartite representation contains an edge that
is not part of a cycle. O

A decomposition theorem of organisations (Veloz et al.,
2011; Veloz and Razeto-Barry, 2017) provides a way of par-
titioning a reaction network or subnetwork into modules to
determine if it is an organisation. Matter-conservation has
implications for this theorem. The potential fragile-circuit
of a set of species O is defined as all species within O apart
from non-reactive, overproduced or catalyst species (Veloz
et al., 2011; Veloz and Razeto-Barry, 2017). A species is
non-reactive if it is neither a reactant nor a product of any
reaction in R(O). A species i € O is overproduced by flux
vector r € II(R(O)) if (Sr); > 0. A speciesi € Ois a
catalyst if s; ; = O for every reaction j € R(O) andi € A
for at least one reaction (A — B) € R(O). The potential
fragile-circuit of O is O — (N U C U F) where N C O,
C C O and F C O is the set of non-reactive, catalyst and
overproduced species, respectively. An organisation within
a MCRN has a net production of zero as it cannot contain an
overproduced species.

Lemma 8. If O is an organisation within a MCRN then
(Sr); = 0 for every species i € O and any flux vector
r € II(R(O)).

Proof. The equality } . (S7);m; = 0 holds for any flux
r € II(R(O)) because a MCRN is mass-consistent. This
means that if (Sr);m; > 0 for some species i € O,
then there must be at least one other species k& € O with
(Sr)my, < 0. Since sgn((Sr)ym;) = sgn((Sr),;) for any
species [ € O, if (Sr); > 0 for some species i € O there
must be at least one other species k € O with (Sr), < 0
which means O cannot be an organisation because it is
not self-maintaining. Hence, if O is an organisation then
(Sr); = 0 for every species i € O. O

One consequence of lemma 8§ is that aside from non-
reactive species and catalysts, all other species in O con-
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stitute the potential fragile-circuit of O. If O is an organisa-
tion, every species within the potential fragile-circuit must
be both consumed and produced within R(O) (see lemma 4
in Veloz et al., 2011). Note that in a MCRN, an acyclic edge
can exist within O’s bipartite representation which prevents
O from being self-maintaining even if every species within
(O’s potential fragile-circuit is both consumed and produced
within R(O). For example, in the following network

O ={a,b,c,d} 1
RO)={a—bb—ab—=c,c—d,d—c} (2

every species within O is both consumed and produced
within R(Q), but reaction b — ¢ induces an acyclic edge.
A potential fragile-circuit can be decomposed into many in-
dependent smaller fragile-circuits which are linked by cata-
lysts or overproduced species (Veloz et al., 2011; Veloz and
Razeto-Barry, 2017). Another consequence of lemma 8§ is
that in a MCRN, these smaller circuits can only be linked
by catalysts if the larger potential fragile-circuit is within an
organisation.

Algorithm Optimisation

We propose an altered version of an algorithm given in
Centler et al. (2008) for computing reactive connected or-
ganisations of a given reaction network. The original al-
gorithm is known as the constructive approach, and uses the
reaction network’s structure to find chemical organisations
more efficiently than simply testing all 2 combinations of n
species. We propose a version of the algorithm for MCRN5s
that more efficiently computes the organisations by taking
advantage of the fact that an organisation within a MCRN
cannot contain an acyclic edge in its bipartite representa-
tion. The algorithm consists of four main functions which
are shown as pseudo-code in Figs. 1-4. The algorithm first
finds all semi-organisations in the reaction network and then
determines which ones are organisations.

We will first redefine the concepts of semi-self-
maintenance and semi-organisation for MCRNs. The bi-
partite representation of O C M contains an edge that is
not part of a cycle if O contains a species that is only con-
sumed or only produced within R(O) (see definitions 3 and
6). According to theorem 7, O cannot be an organisation if
its bipartite representation contains an edge that is not part
of a cycle. Hence, semi-self-maintenance can be redefined
as follows:

Definition 15. Within a MCRN (M, R), a set of species
O C M is called semi-self-maintaining if all species s € O
that are consumed within implied network R(O) are also
produced within it and if all species s € O that are produced
within implied network R(Q) are also consumed within it.

A semi-organisation in a MCRN is closed and semi-self-
maintaining according to definition 15. Since this defin-
ition of semi-self-maintenance is more restrictive, the al-
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Function computeOrgs:

Input: MCRN (M, R)

Output: set of all organisations in result

result < 0;

SOsToCheck « {closure ({}) };

while SOsToCheck # ) do
current < getSmallest SO (SOsToCheck) ;
SOsToCheck < SOsToCheck U

CSOsDirectlyAbove (current);

SOsToCheck «+ SOsToCheck \ {current};
result < result U {current};

end

End Function

Figure 1: Returns all organisations within a reaction network

gorithm can ignore sets of species that only satisfy the ori-
ginal definition of semi-self-maintenance. Note that semi-
self-maintenance according to definition 15 does not imply
self-maintenance. For example, each species is both pro-
duced and consumed within the reaction network shown in
equations 1 and 2, so the network is semi-self-maintaining,
but reaction b — ¢ induces an acyclic edge, so the network
cannot be self-maintaining according to theorem 7.

Function computeOrgs (Fig. 1) represents the
main loop of the algorithm. It is identical to the
computeSemiOrganisations  function (Centler
et al., 2008) except it operates on a MCRN. The function
finds all semi-organisations within the reaction network.
The set SOsToCheck is initialised with the smallest
semi-organisation which is the closure of the empty set
(closure ({})). In a MCRN there are no inflow reactions
so closure ({}) is the empty set. closure (set)
computes the smallest closed set containing the set of input
species set. This is done by adding all species to set that
can be produced from all reactions (A — B) € R with
A C set and then repeating this process until no novel
species can be added. The function shown in Fig. 3 also
makes use of the closure function.

The SOsDirectlyAbove function (Centler et al.,
2008) is called by the computeSemiOrganisations
function and returns at least all semi-organisations directly
above input semi-organisation SO. A semi-organisation is
directly above so if it contains SO and does not contain
any other semi-organisations that contain so. However,
a combinatorial explosion can lead to a very large num-
ber of organisations. For example, a reaction network
containing n species but no reactions contains 2" organ-
isations because every combination of species is closed
and self-maintaining. Hence, it can be computationally
costly to compute all organisations. Also, enumerat-
ing sets of non-interacting species is unlikely to be of
interest to researchers investigating the chemical ori-
gins of life. The ConnectedSOsDirectlyAbove
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Function CSOsDirectlyAbove:
Input: semi-organisation S0, MCRN (M, R)
QOutput: set of all semi-organisations directly above
S0 in result

result < 0;
usable « 0;
if so = {} then

| usable + User{{s}}:
else
foreach u € R with reactants (u) Z sodo

if 3s € sowith s € reactants (u) U
products (u) then
usable + usable U
{reactants (u)\so};
end

end
end
foreach set € usable do
result < result U

SOsDirectlyAboveContaining (S0,

set);

end
End Function

Figure 2: Returns all semi-organisations directly above the
input one

function (Centler et al., 2008) is the same as the
original SOsDirectlyAbove function, except it
only returns reactive connected semi-organisations,
thereby ensuring the algorithm only returns or-
ganisations containing interacting species. The
CSOsDirectlyAbove function (Fig. 2) is identical
to the original ConnectedSOsDirectlyAbove
function (Centler et al., 2008) except it operates on
a MCRN and is called by computeOrgs. We
choose to wuse CSOsDirectlyAbove instead of
SOsDirectlyAbove because of its practical advantages.
However, it could be swapped with a function identical to
SOsDirectlyAbove that operates on a MCRN.

Function computeOrgs  takes the  smallest
semi-organisation ~ current  from  SOsToCheck,
adds the semi-organisations returned by
CSOsDirectlyAbove (current) to SOsToCheck,

removes current from SOsToCheck and then repeats this
entire process until SOsToCheck is empty. In practice,
SOsToCheck would be some kind of hash structure that
ensures the same semi-organisation cannot be added to
SOsToCheck more than once.

Function CSOsDirectlyAbove (S0) iterates through
sets of species that are directly connected to species in SO
and for each set finds all organisations directly above SO
that contain the set. To do this, CSOsDirectlyAbove
calls SOsDirectlyAboveContaining (S0,species)
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Function SOsDirectlyAboveContaining:
Input: semi-organisation SO, species set Species to
be contained in new semi-orgs., MCRN
(M, R)
Output: set of all semi-organisations directly above
S0 that contain species in result
result « ;
closure < closure (S0 U species) ;
if closure is semi-self-maintaining then
| result « {closure};
else
cSets +
producerAndConsumerSets (closure) ;
foreach set € cSets do
result < result U
SOsDirectlyAboveContaining (S0,
species U set) ;
end
end
End Function

Figure 3: Takes an input semi-organisation and returns all
semi-organisations directly above it containing additionally
specified species

to find a semi organisation containing both SO and species
set species. The SOsDirectlyAboveContaining
function (Fig. 3) is almost identical to the original
SOsDirectlyAboveContaining function (Centler
et al., 2008) except it functions slightly differently because
it operates on a MCRN. First, the closure of the union of
S0 and species is computed and stored in closure which is
then tested to see if it is semi-self-maintaining. If it is semi-
self-maintaining then a semi-organisation has been found
and the function returns.

If closure is not semi-self-maintaining then function
producerAndConsumerSets (Fig. 4) is used to
retrieve all possible species combinations that produce or
consume the species in closure that are only consumed
or only produced in closure’s implied reaction network
respectively. producerAndConsumerSets is sim-
ilar to the original producerSets function (Centler
et al., 2008). The difference is that producerSets
does not necessarily operate on a MCRN and therefore
only returns all possible species combinations that pro-
duce the species in closure that are only consumed in
closure’s implied reaction network. For each species com-
bination returned by producerAndConsumerSets,
SOsDirectlyAboveContaining (S0,species) is
called recursively but with the species combination added
to species.

Each semi-organisation returned by computeOrgs that
is self-maintaining is an organisation. Checking if each
semi-organisation is an organization is a linear programming
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Function producerAndConsumerSets:
Input: semi-organisation SO and matter-conserving

reaction network (M, R)

Output: set of all species combinations in result
that can produce (consume) all species that
are only consumed (produced) in SO

result < (;

foreach m € so0 where m is consumed and not

produced within R(s0) do
cSets,,, + 0;
foreach u € R with s,,, , > 0 do
| cSets,, « cSets,,U{reactants (u) \so};
end

end

foreach m € so where m is produced and not

consumed within R(s0) do

cSets,,, + 0;
foreach u € R with s,,, ; < 0 do

| cSets,, < cSets,,U{reactants (u) \so};
end

end

repeat

current « (;

foreach m € so for which 3cSets,, do

select a set cSetsM from cSets,,,;
current < current U cSetsM;

end

result « result U {current};

until all possible set combinations have been

considered,

End Function

Figure 4: Returns all combinations of species facilitating re-
actions consuming (producing) all species that are only pro-
duced (consumed) by the input semi-organisation

problem in which a flux vector » must be found that satis-
fies the conditions of self-maintenance (Centler et al., 2008).
Finding an optimal flux vector is not necessary since meet-
ing the condition of self-maintenance only requires (Sr); to
be non-negative (Centler et al., 2008). After all organisa-
tions have been identified, the algorithm completes.

Experimental Results

We conducted a short experiment to verify that the altered
algorithm presented in this paper works and is faster than
the original version of the algorithm. We randomly gener-
ate 100 Spiky-RBN (Krastev et al., 2016) chemistries, each
with 12 instances of 12 unique atomic particle species. We
will briefly summarise the Spiky-RBN AChem. Each atomic
particle species is a Random Boolean Network (RBN) with
12 nodes and 2 inputs per node. A bonding site, or ‘inter-
action list’, is a grouping of RBN nodes that can interlink
with the nodes of another interaction list. Each of these in-
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Figure 5: Execution time of both algorithms and number of
organisations found per reaction network

teraction lists has a “spike’ which is determined by the dy-
namics of the RBN. We attempt 10,000 reactions for each
chemistry in an aspatial, matter-conserving reactor {Kras-
tev et al., 2017). A single reaction attempt consists of ran-
domly picking two atomic particles, attempting to randomly
choose an unlinked interaction list on both particles, and in-
terlinking them if their spikes sum to zero. We infer that a
new link cannot form between two particles that are already
linked. Link formation changes the underlying RBN and can
therefore change the spikes. So, directly after link formation
every linked pair of interaction lists in the new composite
particle is checked to see if the spikes still sum o zero. Any
link that does not meet this criterion is removed by revers-
ing the interlinking process. A reaction network is gener-
ated for all reactions that take place. A reaction is ignored
if the multiset of products is equal o the multiset of react-
ants. Two particles or composite particles are considered the
same species if their underlying RBNs are identical. We find
the complete set of reactive connected organisations within
each chemistry’s reaction network using Centler 1 al.’s ori-
ginal algorithm for finding reactive connected organisations
(Centler et al., 2008) and the altered version of this algorithm
proposed in this paper. We will refer to Centler et al."s al-
gorithm as the original algorithm, and our altered version as
the alrered algorithm hereafter. For each reaction network,
both algorithms found the exact same set of organisations,

Fig. 5 shows the execution time of the original algorithm
(vertical axis) and the altered algorithm (horizontal axis) for
every reaction network, each of which is represented by a
single data point. A line shows where the execution times
of the algorithms would be equal. The shade of each data
point represents how many organisations containing at least
two species were found (crosses indicate zero found). Log-
arithmic scales were used except for organisation counts
between zero and one which were made linear (due to zero
counts). The plot clearly shows that in the majority of cases
the execution time of the altered algorithm is much faster
than the execution time of the original algorithm. This is
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not true for 16 out of the 100 reaction networks. In these
cases the cost of the altered algonithm’s iteration over com-
binations of consuming sets may outweigh the cost of the
original algorithm’s iteration over semi-organisation candid-
ates ignored by the altered algorithm. The altered algorithm
was 8,92 times faster than the original on average, This av-
erage was obtained by dividing the execution time of the ori-
ginal algorithm by the execution time of the altered one for
each reaction network and caleulating the mean of these val-
ues. The number of organisations found appears to increase
with execution time. This implies that there are more organ-
isations to be found in reaction networks which are more dif-
ficult for the algorithm to process. The mean number of or-
ganisations is 14338, although no organisations were found
in 31 out of 100 reaction networks, The difference in exe-
cution time between algorithms appears to increase with the
number of organisations found, which implies that the be-
nefit of using the altered algorithm increases as the reaction
network becomes more difficult o process,

Conclusions and Future Work

We have shown that it is possible to compute the complete
set of organisations in a reaction network more efficiently
if we know the network has been generated by a matter-
conserving chemistry. Adding conservation-of-matter to an
AChem has been shown to produce interesting behaviour
(Hickinbotham and Stepney, 2015; Krastev et al., 2017)
and the theorems and algorithm we provide could facilit-
ate further research into these behaviours. For example, re-
searchers may want to understand if adding conservation-
of-matter to an AChem changes the diversity and evolvabil-
ity of organisations, Such research could contribute know-
ledge about what factors may prohibit or permit the evolu-
tion of self-maintaining sets of molecular species on the way
to the emergence of minimal artificial lifeforms. We are cur-
rently using the altered algorithm to compare the diversity
and evolvability of organisations between different variants
of the Spiky-RBN AChem (Krastev et al., 2016). The wols
provided here can also be applied to reaction networks for
natural systems and may therefore be useful in other fields
of research. For example, COT has been used to study
atmospheric photochemistry models of Mars (Centler and
Dittrich, 2007) and models of sugar metabolism in E. coli
{Centler et al., 2007). Models of natural reaction networks
may exist which are matter-conserving and could therefore
be analysed using our more efficient algorithm. In future
research, theorem 7 could be further exploited o find the
complete set of organisations even faster.
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Introduction

The human gut microbiome is a complex network of bac-
teria, phage, and other microorganisms, all interacting with
each other in different ways. Many of these interactions oc-
cur between a host organism (such as a bacterium) and an
endosymbiont (such as a phage) that lives inside it. These
host-endosymbiont interactions range from mutualistic to
parasitic. In a mutualistic interaction, the host and endosym-
biont cooperate with each other and both benefit. In contrast,
in a parasitic interaction the endosymbiont steals resources
from the host and the host expends resources attempting to
defend itself, so both suffer. Over the course of many gener-
ations, the behavior of hosts and endosymbionts can evolve.

A central evolutionary question in this context is whether
hosts and endosymbionts will coevolve towards mutualism
or antagonism. To date, evolutionary theory concerning this
topic has focused on pairwise interactions (i.e. between a
single host and endosymbiont). However, most hosts are
home to vast numbers of endosymbionts, which co-evolve
with each other just as they co-evolve with the host. The
evolutionary consequences of this multi-level co-evolution
are not well understood (but see (Nelson and May, 2017) for
a preliminary mathematical modeling framework). Here we
conduct initial inquiries into how existing host-symbiont co-
evolution theory must change to accommodate the presence
of multiple symbionts.

A factor that is known to be important in determining
the course of pairwise host-symbiont co-evolution is verti-
cal transmission rate: the probability of the endosymbiont’s
offspring ending up in the host’s offspring as a result of the
host’s reproduction process. Prior research has shown that
higher vertical transmission rates promote the evolutionary
stability of mutualism (Vostinar and Ofria, 2019). However,
it is unclear whether this relationship will persist when mul-
tiple endosymbionts are allowed to inhabit the same host.

Methods

We addressed this question using Symbulation, an agent
based model of co-evolution between host organisms and
symbionts, as a simple environment in which to observe the
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(a) 10 symbionts per host

(b) 20 symbionts per host

Figure 1: Evolved interaction values with 10 symbionts
per host (top) and 20 symbionts per host (bottom). Box-
plots show distribution of evolved interaction values for
hosts and symbionts across vertical transmission rates.
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evolution of interactions between these organisms (Vostinar
and Ofria, 2019). In Symbulation, the behavior of each indi-
vidual is characterized by an “interaction value” between -1
(antagonistic) and 1 (mutualistic). This value determines the
relationship between each organism and its partners, if it has
any. At every time step, the host receives resources. Some of
these resources may be passed on to its symbiont(s), based
on the host’s interaction value. Similarly, if the symbiont
receives resources from the host, its interaction value deter-
mines whether it returns any resources back to its host. A
highly antagonistic host will invest its resources into its own
defense and not cooperate with the symbiont, while a highly
cooperative host will donate some of its resources to its sym-
biont partner(s). When an individual accumulates enough
resources, it reproduces. On reproduction, the offspring’s
interaction value is mutated by a value drawn from a normal
distribution; thus, interactions evolve over time.

We conducted a series of experiments (n=20 per condi-
tion) in which we varied 1) the vertical transmission rate,
and 2) the number of symbionts that were allowed to inhabit
each host. In each experiment, we observed the final evolved
interaction values for hosts and symbionts.

Results

Every increase in the number of symbionts per host led to a
further increase in the level of vertical transmission required

B0O00 G001

for mutualism to be an evolutionarily stable strategy. Figure
2 shows results for 10 symbionts per host and 20 symbionts
per host, but the effect was consistent across the full range
from 1 to 100 symbionts per host. After that point the ef-
fect largely saturated, with mutualism persisting at low lev-
els only when the vertical transmission rate was 100%.

We hypothesize that this effect is driven by a dynamic in
which parasites can be thought of as cheaters not only with
respect to the host, but also with respect to the other sym-
bionts. A mutualistic host is essentially a public good to
its internal symbiont population. By parasitizing the host, a
symbiont achieves short-term gain for itself at the long-term
cost of dis-incentivizing host mutualism. If a host popula-
tion is invaded by parasites, it will be incentivized to be-
come antagonistic, even if this hurts any remaining mutual-
istic endosymbionts. These preliminary results highlight the
potential for rich interactions among endosymbionts to play
a critical role in the evolution of host-symbiont interactions.
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Abstract

An understanding of analogy and the multiple realizability
of concepts, ideas, and experience is necessary to understand
cognition and the generation of behavior even at the most ab-
stract levels. One of the most fundamental questions one can
ask about a pair of neural circuits is whether they are doing
the same thing or different things. Our work addresses this
question by applying a model of sequential narrative analogy,
Net-MATCH, to neural circuits evolved to perform a simple
locomotion task. Along the way, we develop a measure of
the “experience” of a neural circuit performing a behavior we
call its functional trace. We find (i) that Net-MATCH reports
strong analogies between some, but not all, neural circuits
that perform the walking behavior, (ii) that it finds stronger
analogies between circuits of the same class (as reported in
previous work on this problem space) than circuits of dif-
ferent classes, and (iii) that it reveals strong analogies be-
tween circuits of the previously-reported BS-switch and SW-
switch classes, even though these classes are of different cir-
cuit sizes. We conclude that Net-MATCH is a powerful tool
for understanding the multiple realizability of behavior.

Introduction

Our work aims to address the question of how different in-
dividuals can qualitatively have the same experience, even if
it is realized differently on both the conceptual level and the
neural level. Among humans, by far the most common way
in which we share an experience with others is through com-
munication. If a crowd of people is told a story, no two peo-
ple will make sense of it in quite the same way. The sound
impulses hitting each person’s ear will be different, the way
these impulses are transduced into neural patterns will be
different, and the neural pathways that translate these fleet-
ing auditory patterns into words and then concepts are rad-
ically different. Still, in spite of all these differences, each
person’s experience will be linked with the others’ in its deep
and underlying structure.

While the multiple realization of ideas is commonly facil-
itated by communication, it can be understood even in indi-
vidual, isolated organisms or agents, provided that those in-
dividuals are representing the same information or generat-
ing the same behavior as each other. In fact, the isolated case
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is an ideal proving ground for understanding multiple real-
izability and analogy on an abstract level: it is easily con-
trollable, and model agents need not possess sophisticated
communication machinery. Living organisms represent an
extraordinary variety of stimuli, and generate an extraordi-
nary variety of behavior; as such, one organism might realize
the same experience or behavior as a vastly different organ-
ism. One important question in theoretical neuroscience is
whether and how one can detect that two neural systems are
having analogous experiences given only their patterns of
activity.

Approach

In this work, we study how a single behavior can be gen-
erated in multiple ways. There are many ways that neural
circuits can solve a simple walking task, but we would still
consider each of these circuits to generate the same behavior.
We draw on the idea of analogy to make sense of this phe-
nomenon, proposing that when two systems realize the same
concept, there ought to be a strong analogy between the two
systems’ realizations of the concept; when they realize dif-
ferent concepts, there ought to be weaker analogies. To op-
erationalize this intuition, we use a computational model of
analogy between sequential narratives to qualitatively and
quantitatively investigate analogies between the activities of
different neural circuits that solve the same problem. To ob-
tain a sequential narrative from neural activity, we introduce
a measure, functional traces, inspired by differential Heb-
bian learning. Our findings validate this model of analogy
and reveal its tradeoffs with other ways of understanding the
space of pattern generators for the legged walking task.

Our contributions in this work are threefold: (1) we pro-
pose an existing model of analogical comparison between
sequential narratives as a framework to characterize ways
that small neural circuits generate behavior; (2) we introduce
a mechanism, the functional trace, to transform a pattern of
neural activity into a sequential narrative; and (3) we make
use of analogical comparison to reveal structural similarities
between classes of 3- and 4-neuron circuits that generate the
legged walking behavior.
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Prior work
The single-legged walking behavior

In this work we use 3-, 4-, and 5-neuron CTRNNSs that gen-
erate the single-legged walking behavior to model neural be-
havior generation more generally. The single-legged walk-
ing behavior (Beer and Gallagher, 1992) is an abstraction
of earlier computational models of insect locomotion, repre-
senting the propulsion of a suspended body by a single leg.
While it may seem to trivialize the problem, this simplifica-
tion in fact makes it much more revealing as a substrate to
investigate behavior generation more broadly.

While the walking behavior is discussed extensively in a
number of well-known references, we will briefly describe
the task and a typical controller architecture for it. A single-
legged walker has a body attached to a frictionless one-
dimensional suspended track. Attached to its body is a sin-
gle straight leg. The leg’s tip can be pressed to the ground
(foot down state) or allowed to hang freely (foot up state);
this implies that the leg’s length is variable. The leg has op-
posing muscles that can either exert a torque to swing the leg
backwards, so that the foot moves from a position in front
of the body to a position behind the body, or to swing it for-
wards. When the foot is pressed to the ground, backwards or
forwards torques to the leg will propel the organism’s body
forwards or backwards, respectively. For technical details of
this system and its simulation, refer to Beer et al. (1999).

CTRNNs The legged walker is typically paired with a dy-
namical neural network such as a CTRNN (Beer and Gal-
lagher, 1992). A CTRNN, or continuous-time recurrent neu-
ral network, is perhaps the simplest generalization of a neu-
ral network as a continuous dynamical system. It consists
of a set of interconnected neurons, each of which has an un-
bounded real-valued internal state that is expressed through
its sigmoid-transformed output (ranging from O to 1). Each
neuron has a bias value as well as incoming connections
from the other neurons linearly weighted by a weight vector;
these together with any external input to the neuron deter-
mine the neuron’s target state, which it approaches accord-
ing to the neuron’s unique time constant. Thus, an n-neuron
CTRNN has n? + 2n parameters: its weight matrix, bias
vector, and time constant array. While CTRNNs are highly
simple, easy to program, and tractable to analyze, they are
also powerful and capable of serving as universal dynamics
approximators (Funahashi and Nakamura, 1993).

When using a CTRNN as a central pattern generator for
the single-legged walking behavior, one typically uses three
motor neurons. One (FT or “foot down”) controls whether
the foot is pressed to the ground or not. When FT’s output is
above 0.5, the foot is considered “down” and leg movements
will propel the body; when it is below 0.5, the foot is “up”
and the body is immobile (losing all momentum, in fact).
The others (BS or “back-swing” and FS or “fore-swing”)
control, in opposition, the torque applied to the leg. When
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the sigmoid output of BS is 1 and FS is 0, the leg will swing
back maximally, and when the output of FS is 1 and BS is O,
it will swing forwards maximally.

A neural system can generate the walking behavior by al-
ternating between having neurons FT and BS on and FS off
(to propel the body forward) and having FT and BS off and
FS on (to return the leg to the forwards position). The for-
mer state is called the stance, and the latter the swing. In
this work, we also refer to the prior as the BS phase and the
latter as the FS phase. This behavior is shown in Fig. 2.

Dynamics classes Previous analysis of the legged walking
behavior has split the most adaptive CTRNN pattern gener-
ators into categories based on their dynamic modules (Beer
etal., 1999). In this study, they found significant heterogene-
ity in solutions, such that the average (in parameter space) of
their solutions was not itself a solution capable of generating
the behavior. Suspecting that there might be a multimodal
structure to the systems’ parameter space, the researchers
found two primary classes of systems comprised of 3 neu-
rons — FS-switch and BS-switch circuits. The distinction
between the two is made on the basis of which neuron trig-
gers each transition between stages: because all of the neural
units in the system are motor neurons, one of them must act
as a timer and trigger the transition at the correct time.

A 4-neuron pattern generator, on the other hand, has the
benefit of a physically inert interneuron (INT1). As such,
using a motor neuron for timing is no longer necessary, and
all of the most adaptive 4-neuron circuits rely on INT1 for
the timing function. INT1 changes states to trigger the tran-
sition from the BS phase to the FS phase, and switches back
to trigger the reverse transition. Accordingly, the researchers
found a different primary distinction for 4-neuron pattern
generators, namely, whether the interneuron turns on during
the stance (BS) phase or during the swing (FS) phase. These
classes are given the names “stance switch” (ST-switch) and
“swing switch” (SW-switch) accordingly. Notably, averag-
ing the parameters of each class generated functional walk-
ing circuits.

The dynamical modules framework allows one to study
circuits more deeply by investigating how subsets of the neu-
rons trigger other subsets to transition using a dynamical
systems theory technique known as quasistatic approxima-
tion. However, this technique sadly becomes more difficult
to apply as the number of neurons that make their transi-
tions simultaneously increases. Additionally, and perhaps
even more problematically, the number of possible patterns
of interaction between neurons grows exponentially with the
number of neurons, utterly preventing the sort of neat di-
chotomy that can be achieved in the 3- and 4-neuron cases.

Analogical comparison

Analogy is central to the study of multiple realizability;
namely, analogy is the mechanism by which one can claim
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that two physical entities instantiate the same phenomenon,
Analogy has long been a focus of research in the cognitive
sciences (Gentner et al., 2001), and it has been proposed as
the “fuel and fire” of thinking (Hofstadter and Sander, 2013),
While different models of analogy-making incorporate a va-
riety of analogy’s sub-processes — including retrieval, map-
ping, abstraction, representation, and encoding — vinually
all aim 1o capture the fundamental mapping process that de-
fines analogy (Gentner and Forbus, 2011).

Computational models often side-step another component
of analogy-making — perception. SME (Falkenhainer et al.,
1989}, a seminal model of analogy-making, does so by us-
ing predicate logic representations, whereas some Bayesian
approaches rely on a grammar for rules relevam to a par-
ticular problem domain. On the other end of the spec-
trum, deep neural network approaches to analogy-making
often handle perception internally, at the expense of losing
interpretability, often failing to delineate perception from
analogy-making, and requiring significant domain-specific
training. While SME and deep learning approaches make
different trade-offs, the field is still far from generating and
analyzing analogies at a human-like level (Mitchell, 2021).

In this paper, we make use of a recently-presemed model
of the analogical comparison of sequential narratives (Bre-
ithaupt and Leite, 2021). This model. which we term Net-
work Model of Aligned Transitions over Core Histories or
“Net-MATCH”, is designed to assess the strengths of analo-
gies, where analogues can be grounded in multiple different
domains and modalities. The ol mitigates the possibility
of incompatibility between domains by representing poten-
tial analogues with sequential narratives: that is, sequences
of directed, weighted networks. (There is no need for a se-
quential narrative to be a temporal sequence, although it is
one for the purposes of this paper.) Representing an entity
of interest as a sequential narrative requires domain-specific
knowledge, but many domains vield natural network con-
structions and stage segmentations.

Net-MATCH dismisses the need for experiences to resem-
ble each other at the surface level (identity of components of
behaviors or events) and instead puts emphasis on the deeper
level of persistent structure throughout the namrative denved
from the experience (relationships between the components
over lime), We see this as a key feature that enables us 1o
scek common pattemns across the activity of neural circuoits
of different sizes. In the context of this paper, analogical
comparison describes the process of extracting the “experi-
ence” of a behaving neural circuit by seeking structural pat-
terns similar to those found in the dynamical modules anal-
ysis, and understanding how these patterns shift over time.
Two sequential narratives are analogous if their underlying
structures shift with similar trajectories over time.

While Net-MATCH exclusively focuses on the mapping
stage of analogy, it expects less of its perceptual system by
operating on the level of activation patterns rather than the
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Figure 1: Figure | depicts sequential narratives (A and 3,
left), and the narrative when collapsed by A, and 13, 's com-
munity structure (right), Both networks in A are isomorphic
e the comesponding networks in B, but only the isomor-
phism shown in green is common between the stages. When
the narratives are collapsed by community structure prior (o
alignment, the found isomorphism continues to work across
both stages. This indicates a strong analogy between narra-
tive A and narrative B, and the transformation that takes A,
to A4 is the same one that takes [7; o 35,

higher level of semaniic information. Unlike deep-learning
models of analogy, which start with raw sensory inputs and
require training, Net-MATCH relies on the intrinsic struc-
ture of its input, which has generally undergone some form
of neural pre-processing. This activation-based approach to
analogical comparison makes Net-MATCH well-suited for
comparing behaving neural systems.

Relative to other existing models of analogy-making, Net-
MATCH is particularly suitable for the domain of neural cir-
cuits due 1o (i) its applicability to temporal structures, (ii) its
invariance to the size of the system it is applied o, and (iii)
its domain-flexible network-based approach,

Computation The Net-MATCH algorithm consists of
three steps: (i) find the underlying structures of the networks
in each sequence; (ii) find the best alignment of the under-
lying structural elements ot each stage of the sequence; and
(1ii) evaluate how well the alignments from each stage trans-
late to the other stages in the sequence.

To unpack this process further and motivate ils sleps, we
provide a minimal example (Fig. 1). The colored sets of
lines going between Ay and 3y indicate two equally valid
alignments of the networks at stage 1 of the narrative, How-
ever, only the alignment shown in green agrees with an
dlignment between the networks at stage 2 of the narrative.

(i) To account for the possibility of there being several
strong ways of aligning the nodes between the networks at
cach of the stages, the tool first identifies communities of
nodes that behave similarly to each other (shaded together
in Ay and B4) on the basis of similar incoming and out-
going connections, and collapses them together to form a
single node (Fig. |, center right). Doing so both allows the
tool to be more robust to ambiguities in the alignments and
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allows it to handle networks of very different sizes. Similar-
ity in connections is assessed by summing the cosine sim-
ilarity of the nodes’ incoming weight vectors with that of
their outgoing weight vectors (with the exception that near-
zero vectors have a similarity of 1 with each other and 0
with all other vectors), and then communities are detected
by applying Louvain community detection (Blondel et al.,
2008) to the resulting similarity matrix. Communities are
collapsed into single nodes by summing incoming and out-
going weights.

(i1) Next, having grouped the communities of nodes to-
gether, the tool aligns the corresponding networks at each
stage of the narrative. (A;_, and B _, show the strong align-
ment between the networks of stage 1.) The alignment is
performed to minimize the Euclidean distance between the
weight matrices of the two networks. In the event that one
weight matrix is larger than the other, the least similar nodes
are discarded. In our current implementation, this is done
exhaustively using a backtracking algorithm with factorial
time complexity; however, heuristic graph alignment algo-
rithms could be used at this stage if there are many nodes.

(iii) To evaluate how well the underlying structure from
each stage translates to each other stage, the tool finally ap-
plies the communities and alignments derived from the net-
works at one stage (A;_, and B;_,) to the corresponding
networks of another stage (As_. and Bs_.) and scores the
alignment on the other stage using Euclidean distance. The
example demonstrates how the operation going from A, to
Ay . and B to By _, effectively applies both possible align-
ments (green and orange) from the first stage of each narra-
tive to the second. Repeating this cross-evaluation across the
length of the narrative and summing the resulting alignment
scores yields a final distance from a perfect shared trajectory.

Generalized analogy strength and significance testing
To reduce the effect of a narrative’s particular weight values
and normalize analogies across a range of networks, we have
introduced two statistical measures on top of Net-MATCH.
These enable the experimenter to understand how strong a
given analogy is relative to versions of the same mapping
where any common trajectories over the course of the nar-
rative have been disrupted. Concretely, this describes the
process of swapping out the identities of nodes at each stage
of the narrative so that the alignment at one stage no longer
carries over to the rest of the sequence.

We define the measure of analogy strength as being the
number of standard deviations the distance score of the orig-
inal analogy is below the mean of the scores of the disrupted
versions of the same pairing. To represent the probability of
detecting an analogy of this strength by chance, we assign
a p-value to analogies to denote the proportion of the time
that the distance score of the original analogy is greater (the
analogy is poorer) than those of random analogies.

These are each somewhat computationally intensive mea-

450

sures in that they rely on Monte Carlo sampling to represent
the space of possible analogy scores. We performed them
with 1000 repetitions, which yielded good numerical sta-
bility while still allowing our paper’s analyses to complete
within a few hours of computing time.

Methods

Functional network traces

Legged walking is a cyclic behavior for which each cycle of
behavior (one step) is comprised of two distinct behavioral
states (the stance and the swing) and many of the most in-
teresting network dynamics take place during the transitions
between these states. Taken together with the fact that Net-
MATCH operates on sequences of directed weighted net-
works intended to reflect temporality, our first task becomes
to split the behavior’s timescale into multiple discrete peri-
ods. To do so, we break the behavior of the walkers into four
stages — Back Swing (BS), Transition between Back Swing
and Front Swing (T1), Front Swing (FS), and Transition be-
tween FS and BS (T2).

These stages are split based on the following criteria: (i)
when BS — F'S > 0.5 and FT' > 0.5, we are in the BS
(stance) stage; (ii) when F'S — BS > 0.5 and FT < 0.5,
we are in the FS (swing) stage; (iii) in any other time, we
are in a transition stage. Additionally, in order to ensure
that the entirety of any essential transitions falls within the
transition phase, the transition phase is expanded until the
total rate of change of all neurons reaches a local minimum
(or a threshold value set to ensure that the FS and BS stages
are never consumed by T1 and T2).

To obtain a meaningful sequence of functional networks
out of each circuit’s behavior, we derive the functional trace
of the circuit during each stage using a technique inspired
by differential Hebbian learning (Zappacosta et al., 2018).
In order to approximate which neurons cause others to fire,
we ask which neurons are active when other neurons change
their state. By integrating this measure over the period of
the stage, we get a trace of directed correlations between
different neurons’ activations and rates of change. The com-
putation of a functional trace is illustrated in Fig. 2:

ty dO;
F,,;, = / 0;,—Ldt (1)
REE S dt

We want to emphasize two points regarding this novel
functional trace method. First, the functional trace does not
rely on any knowledge of the inner workings of the neural
circuit it analyzes beyond each neuron’s instantaneous acti-
vation. Second, the functional trace is a correlative and not
causative measure; it reflects patterns in how neurons change
configuration over time, but not necessarily ways that neu-
rons cause one another to change configuration.
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Figure 2: Evolved BS-switch circuit (seed 48) behavior (A), neural activities (B), neural activity rate of change (C), and
functional traces during each stage (D). Columns represent stages of behavior (88, T1, FS, and 72, italic type). Neuron
identities are FT, BS, and FS (non-italic).

In functional traces, outline color represents newron identity, lines represent directed functional trace weight between
neurons. Red lines represent positive weights and blue lines represent negative weights. Weight magnitude is represented by

opacity. Fill pattern represents neuron community, based on incoming and ouigoing weights in the functional trace,

The functional trace from neuron @ o neuron § (D) is obtained by multiplying newron @'s activation (B) and neuron j's
transition rate (C) at each time during a stage. and integrating the result over the length of the stage.
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Experiments and results

In order to analyze how well Net-MATCH and the func-
tional trace method apply to the legged walking behavior, we
evolved 150 CPG CTRNN circuits for single-legged walk-
ing, with 50 circuits each of size 3 (where the neurons are
linked with the motor actuators FT, BS, and FS), 4 (with
one interneuron), and 5 (with two interneurons). We used
a hybrid evolutionary algorithm with a population size of
250 and an elitist fraction of 10 individuals, where the non-
selected individuals were subject to mutation noise and re-
combination with the elitist fraction, with both increasing
as the non-selected individual’s rank in the population de-
creases. Our run indices refer to these original 150 seeded
runs, with indices 0-49 referring to 3-neuron circuits, 50-99
referring to 4-neuron circuits, and 100-149 referring to 5-
neuron circuits. Following Beer et al. (1999), we selected
the best 20 circuits of each size for further analysis. Every
one of the best 60 circuits quickly converges on a repeated
cyclic pattern of activation that corresponds with the walk-
ing behavior. We split the behavior into sequential narratives
as discussed above, aligned each narrative to the second full
BS-T1-FS-T2 cycle, and took functional traces.

Similarity within circuits
Our first experiment validates our intuition that Net-
MATCH applies to the small-circuit generation of behavior.

In this experiment, we evaluate the strength of the anal-
ogy between a neural circuit’s functional trace during a sin-
gle cycle of the walking behavior with its functional trace
during the following cycle. (As this is a cyclic behavior
and the neural circuit’s activation from one cycle to the next
is practically identical, this provides a ceiling for the anal-
ogy strength of a system of a given complexity.) Next, we
evaluate the strength of the analogy between its functional
trace during a single cycle with its functional trace during
the following cycle offset by either one, two, or three stages.
(That is, the BS phase would line up with the T1, FS, or T2
phase.) We evaluated the self-analogy strength at each offset
for all sixty top circuits, thus obtaining 4 sets of 60 analogy
strength values. Our expectation in designing this experi-
ment was that the properly aligned self-analogy would pro-
vide a benchmark for “strong analogy”, and that the offset
analogies would be weaker, though at this point we had little
reason to guess whether or not they would be significant.

In line with our expectations, we found that aligned
within-circuit analogies were the strongest, with a mean
strength of 3.38. (That is, the analogy distance was 3.38
s.d.s below the mean analogy distance when the persistent
structure of each narrative sequence was disrupted.) All 60
circuits’ properly aligned self-analogies were significant to
a p < 0.05 threshold.

This was followed by offset-two analogies (lining BS up
with FS), which had a mean strength of 0.58 and were 55%
significant (33/60 circuits). As seen in Fig. 3, there is sig-
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Trajectory structure aligns better on-cycle than off-cycle

Indiv. analogy strength
—— Mean analogy strength
41 —=-- 95% c.i. on mean strength

—

Analogy strength

BS-BS BST1 BS-FS BS-T2

Figure 3: The strength of on-cycle and off-cycle analogies
within individual circuits. On-cycle analogies consistently
display high analogy scores. Individual circuits’ analogy
strengths shown as green transparent points. Mean analogy
strength for each alignment shown as black solid line; 95%
confidence interval for each mean shown with dashed lines.

nificant variability and the appearance of bimodality among
these analogies, with a cluster of analogies centered around
2.5 and a cluster centered at 0. The difference in means be-
tween offset 0 and offset 2 is significant to 95% confidence.

Next were offset-one and offset-three analogies, lining BS
up with T1 and T2, which had mean strengths of -0.46 and
-0.35 respectively. Only 4 circuits had significant offset-one
analogies, and 8 circuits had significant offset-three analo-
gies. (Given our threshold of 0.05, this is not above chance
levels.) The difference in means between offset 2 and off-
sets 1 and 3 is significant to 95% confidence; the difference
in means between offsets 1 and 3 is not significant.

Cross-circuit analogies

Our second experiment shows that Net-MATCH can detect
meaningful similarities in the neural activity of different cir-
cuits engaged in the same behavior, but that it does not in-
variably do so.

To execute this experiment, we lined up each circuit’s
functional trace during a single cycle of walking behavior
with each other circuit’s, for a total of 1830 unique analo-
gies: 1770 between pairs of circuits and 60 self-analogies.

These analogies had a relatively high mean strength of
1.79 but a great degree of heterogeneity, with standard devi-
ation 1.40, minimum -3.40, and maximum 5.32. Out of the
1170 unique analogies between pairs of circuits, 1120 were
significant to a p < 0.05 threshold. Certain circuits, partic-
ularly those with the five-neuron architecture, were particu-
larly distinctive with strong patterns of analogy and disanal-
ogy. In our next experiment, we explore how this finding
reflects the dynamical properties of the circuits in question.
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Figure 4: Analogy strength between pairs of circuits by dynamics class. Distribution, mean, and c.i. plot shown on left with
same format as Fig, 3 and dynamies classes shown on x-axis: classwise heatmap shown on right with dynamies classes shown
on x- and yv-axes. Color legend shown at far right. 'Within-class analogies are generally stronger than cross-class analogies,
with the exception of the very strong analogies between BS-switch and SW-swilch classes.

Dynamics class and analogy

Owr third experiment shows that Net-MATCH agrees with
previous efforts 1o structure the space of legged walkers and
that it reveals novel cross-architecture patterns,

To explain the highly heterogeneous results in the previ-
ous experiment, we applied Beer etal. (19997 classification
of 3- and 4-neuron circuits generating the legged walking
behavior to understand whether the insignificant or negative
analogies resulted from cross-class comparisons.  Splitting
up 3-neuron circuits by which neuron timed each transition,
we found 10 BS-switch and 6 FS-switch circuits as well
as 4 unclassifiable circuits (one where FT played the role,
two where FT and FS alternatively played the role, and one
where BS and FS alternatively played the role). We excluded
these circuits from the analysis. Splitting up 4-neuron cir-
cuits by dynamics class, we found 14 ST-switch and 6 SW-
switch circuits, We then calculated the strengths of the pair-
wise analogies between all circuits of each of these 4 classes
and the mean analogy strength across each pair of classes.

The results of this analysis (Fig. 4) are highly informa-
tive, Most classes invariably produce strong positive analo-
gies among their members, with the exception of the analo-
gies involving one outlier ST-switch circuit whose interncu-
ron's off-on transition had been (misleadingly) astomati-
cally grouped with the motor neurons’ in the T1 phase rather
than on its own in the BS phase. With this exception, all
negative analogies and the vast majority (216/220) of in-
significant analogies among 3- and d-neuron circuits came
from the cross-class treatments. In order of mean analogy
strength, the within- and cross-class analogies were SW-5W
(3.08), BS-BS (2.91), 5T-8T (2.57), SW-B5 (2.43), F5-F5
(2.36), ST-BS (1.85), F5-BS (1.47), ST-FS (1.46), SW-F5
(1.28), and SW-ST (0.36).

It is particularly inmteresting that the functional races of
BS and W circuits are generally strongly analogous to each
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other. On reflection, this result seemed natural to us, First,
we discuss the underlying intuition for why this should be
the case, and second, we analyze a single representative
analogy from this population.

The intuition behind the analogy between SW-switch cir-
cuits and BS-switch circuits is that the interneuron (INT 1) of
a SW-switch circuit triggers FS to make the opposite transi-
tion o it, and triggers BS and FT to make the same transition
as it (That is, over a full loop, we see INT! off =85, FT off;
FS on—=INTI on—BS, FT on; F5 off.) This is precisely anal-
ogous to how in BS-switch circuits, BS triggers FS to make
the opposite transition to it and FT 1o make the same tran-
sition as it. (That is, BS off =FT off: FS on—85 on—FT
an; F§ aff.) To pre-empt any argument that one can contrive
a perfectly good analogy for any pair of classes, we assert
that this is a stronger analogy than can be made between ST-
switch and FS-switch circuits: in ST-switch circuits, INT1
triggers FS 1o make the same ransition and BS/FT to make
the opposite transition; but in FS-switch circuits, FS triggers
only BS/FT making the opposite transition. (Although we
did not explore this possibility, there may be a stronger anal-
ogy between BS-switch cirenit traces and timeshified ST-
switch circuit traces, as they have the same same/opposite
and on/off signatures. )

The discussed analogy is illustrated in Figure 5, which
depicts the analogy between traces of circuits 57 (SW) and
48 (BS). This analogy functions even though each stage has
a different optimal alignment because these alignments are
consistent with the overall trajectory discussed above: they
are compatible when applied across stages. During the BS
and FS stages, the interneuron (INT1) of circuit 57 aligns
with the BS neuron of circuit 48. During the transition
phases, the interneuron of circuit 57 goes unaligned and the
BS and FT neurens align as a cluster with the BS and FT
neurons of circuit 48,
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Figure 5: Evolved SW-switch circuit (seed 57) neural ac-
tivity rate of change (row 1) and functional traces (row 2).
Neuron communities correspond with those shown in Fig.
2, representing the common structure at each stage. These
alignments are in fact compatible across stages.

Discussion

In this work, we found that analogical similarity as a met-
ric in general and Net-MATCH in particular stand as pow-
erful utilities for understanding the multiple realizability of
a behavior. By drawing analogies between different neu-
ral circuits’ functional traces, we were able to replicate in an
emergent manner the dynamics classes devised by Beer et al.
(1999). In addition, we were able to extend their analysis by
drawing analogies between neural circuits of different sizes,
using Net-MATCH to discover a natural analogy between
BS-switch and SW-switch circuits.

As a tool for understanding the neural bases of behavior,
Net-MATCH has different use cases, strengths, and weak-
nesses than analytic tools like dynamical modules.

While analogy and dynamical modules can both be ap-
plied to a system with unknown synaptic weights, dynamical
modules provide the greatest benefit when used in concert
with dynamical systems analyses like quasistatic approxi-
mation that assume access to the parameters of the system.
In these cases, one can gain insight into the parameter space
tradeoffs and relative parameter sensitivity in a neighbor-
hood of the system parameters. In this regard, our work has
significant limitations; our application of analogical compar-
ison makes no predictions about behavior performance, and
it also cannot be used to infer anything about the parameter
space without generating new narrative sequences based on
perturbed versions of the original circuit.

One additional limitation of our approach is that we
needed to tailor our narrative stages specifically to this task,
and it may be particularly difficult to generalize it to tasks
that can be solved with different numbers of stages depend-
ing on the solution. In this situation, it may be necessary to
impose additional structure on the timeline of the solution.

At the same time, analogical comparison has some advan-
tages over dynamical modules analysis. It has fewer bound-
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ary cases, requiring no strict order of transitions or decision
about which neurons belong to the same module at any given
time. It can operate across different circuit sizes or archi-
tectures, and we have shown a case where it reveals shared
structure across this boundary. Theoretically, it can even find
analogies across different domains. We conclude that ana-
logical comparison is a powerful new tool for the analysis of
the space of circuits generating a behavior.

Future directions

We see three natural generalizations of this work.

First, our methodology can scale up to more complex
problems and neural circuits. Because it is designed to iden-
tify groups of similar neurons, Net-MATCH can naturally
scale up to reveal structure in the space of larger circuits
that solve any task. However, as tasks become more com-
plex, so does the problem of splitting up behavior into cy-
cles and stages and aligning the resulting sequences of func-
tional traces. In our present work, we made use of the
previously characterized swing and stance phases of single-
legged walkers. Moving towards more complex tasks, such
as visual categorization, this problem will become signif-
icantly more trying, particularly for tasks where different
valid solutions have different numbers of constituent stages.
Resolving it will take careful consideration of the task’s sub-
tleties. However, in cases where we consider two directly
analogous tasks, like two-legged and six-legged walking, we
would hope to uncover similar patterns of neural dynamics
due to the natural alignment between the time courses of
both cycles. It will be interesting to see how the neurons of
CPGs that control six legs will correspond with those in a
CPG controlling two or only one leg.

Second, one can generalize the techniques we have ap-
plied in the neuroscience of artificial organisms to biolog-
ical neuroscience. On the small-circuits level, one can ap-
ply analogical comparison to existing recordings of small
subcircuits of the nervous systems of model organisms like
C. elegans to understand (i) whether the same organism has
analogous, but not identical, neural readings when repeating
a behavior, and (ii) whether one can form analogies between
the neural traces of two organisms that have engaged in the
same behavior. One can alternatively go in a large-circuit
direction and consider system-level fMRI data from people
viewing similar or different scenes, from which functional
traces can also be extracted and compared.

The third natural generalization of this work is towards
multifunctional neural circuits. Can one use analogical com-
parison to detect which behavior a multifunctional circuit is
currently generating? Would one find stronger analogies be-
tween a multifunctional circuit’s traces during two behav-
iors, or between its trace in each behavior and that of a
single-function circuit performing the same behavior? These
are interesting and timely questions and we hope to explore
them further soon.
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Abstract

Maps are useful for navigation if (i) there is adequate known detail
provided on the map, (ii) your present location on the map is known
as is (iii) the location of your goal. Many natural examples of
successful navigation, such as seasonal bird migration across
continents and oceans, lack some or all of these. Success requires
some strategy for continuously governing the direction of movement
according to continuous sampling of available sensory cues. If
sensory cues are strictly local, an instantaneous snapshot often gives
insufficient guidance on the course to steer. Some form of active
perception is needed, where motion gives rise to cues as to whether
the current course needs to change. We illustrate with one old and two
novel examples of increasing complexity: (A) Run-and-Tumble
strategies, such as used by e. Coli, allowing the detection of local
gradients. (B) Swerve-Zone, a novel artificial life model of bird
migration showing how region-wide cues, even in the absence of
discernible local gradients, can nevertheless still guide. And (C)
Parting-the-Waves, a proposed strategy for exploiting the wave
patterns underlying long-distance steering as used by Micronesian
navigators, showing how the boat motion is essential for
discriminating between swells. All three depend on some default
motion; when stationary, you cannot sense where the goal lies. They
exploit motion in different ways, but all simplify navigational search
into tractable forms apparently amenable to evolution.

Introduction

All animals and humans have abilities to navigate locally in a
familiar neighbourhood, but some go further. Seabirds can
migrate between the Canadian Arctic and Madagascar in the
Indian Ocean (Harrison et al., 2022). Monarch butterflies,
weighing half a gram, can annually commute between Canada
and Mexico (Taylor et al., 2020); it may take 3 or 4
generations for them collectively to complete the round trip of
up to 5,000 kms. Traditional Polynesian and Micronesian
navigators, sailing without tools or maps, crossed the Pacific
Ocean between small remote islands with no land in sight for
days or weeks. The routes taken may vary between trips, e.g.
if disrupted by storms, but still arrive at their goals, both going
out and returning back; awe-inspiring examples of cognition
and regulation. ‘Govern’, like ‘cybernetics’, derives from the
Greek word for steering.

Many different navigating techniques may be combined in
such trips at certain stages, some may involve direct sight of
the target direction, or of an intermediate waypoint. But here
we focus on those long stages where the animal or human is
navigating blind. Though there may be some global
orientation indicator (maybe very approximate) to show e.g.
global North or global South, or perhaps the wave direction of
a longterm primary swell across an ocean, there is nothing
visible from any single static location to directly indicate the
target’s direction or that of a waypoint. We shall show where
motion of the agent turns out to be essential to guide its
steering.
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Wayfinding without knowing where you are

People use maps to accumulate, remember and share
knowledge for aims that include navigation. Find the current
(x, y) coordinates of the navigator, where you currently are on
the map, and likewise the (x, y) coordinates of the destination.
Look for plausible connecting routes. A route plan is a
sequence of identifiable places and directions along
identifiable routes between them.

Migrating birds, butterflies, eels, turtles are clearly mostly
doing something very different. Though they have identifiable
starting and ending places — let’s simplify by calling this a N
or S terminus since this typically fits in with seasonal
migration — there are often no specific intermediate places
they must pass through, and no identifiable tracks. The task is
more basic: how can purely local cues offer guidance on a
direction to steer, in egocentric polar coordinates?

We shall here ignore the sort of strategies that might well be
used near the termini — including identifiable landmarks,
dead reckoning, river-following — and focus on the central
parts where the animal (or human navigator) has no source of
information as to where it is. One can still navigate
successfully if environmental cues suggest the right sort of
direction to go in. What sort of cues, how might they work?
And since they are shared across a species, how does that
transmission work?

Here we discuss and analyse three different examples of
navigating blind. First is (A) Run-and-Tumble, well-known in
the biological literature. The second, and third examples are
presented here for the first time as Artificial Life models
illustrating novel potential strategies. (B) Swerve-Zones are
for long range migration over land and water using regional
cues that shape the trajectories taken. (C) Parting-the-Waves
models wave navigation across oceans, based on swells
reflected from islands.

(B) and (C) are inspired by real-life scenarios, respectively
bird navigation and traditional Micronesian navigation in the
Pacific. But we model these as Artificial Life scenarios in
idealised simulations. We do not aim to explain any specific
biological example, but by exploring the range of possible
strategies we hope that this may offer new ideas to those who
are trying to understand a specific example. In particular, this
demonstrates how such navigation has no need for anything
that looks like a map, and no need for an accurate sense of
direction. Simple alternatives are available.

(A) Run and Tumble

As our first simplest example of navigating blind consider
(Fig. 1) the case of chemotaxis where the target could be the
denser centre of some distribution of sugar solution that is
food for a bacterium. The figure shows us, the external
analysts, a map overview of the big picture with gradient-
climbing being an obvious strategy. But the map is not
available to the bacterium; how can it detect and act on a
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Figure 1. A snake with forked tongue can compare the
cues sensed at each tip and detect a gradient. A tiny
bacterium senses at a single point and can only detect a
gradient after each movement. Increase or decrease of cue
determines ‘Run’ (straight) or ‘Tumble’ (random turn,
white spot), hence tending to stay in the denser regions.

gradient direction when it can only sense locally at its current
position?

A snake with a forked tongue may be able to directly sense
the gradient between chemo-sensors on the left and right tips,
provided the cue strengths are different enough to be
discriminated over that separation distance. The two sensors
also need to be calibrated to match. A bacterium is too small
to have two sensors separated thus, and hence has to trade
time for space (Fig. 1). It discriminates between local cue
strengths before and after a movement over some short
distance. There is no need for left/right sensor calibration.

A Run-and-Tumble strategy may start anywhere, moving in
any direction; it works in 2 or 3 dimensions. The strategy has
two modes of action: a default Run mode of ‘continue as
before’, and a Tumble mode of veering to a random new
direction when triggered by a decrease in cue strength.
Though the figure suggests a choice is made between these
modes at regular intervals, this need not be so. An event-
driven version would have the Run mode continuing
indefinitely until a Tumble is triggered by a sensed decrease in
cue. We may note that the Run mode does not require a
perfectly straight course. So long as it is not chaotically
changing, a roughly straight-ish course, even a veering bias to
left or right, will still work.

This wayfinding method illustrates a key feature of active
perception. The cue provides zero information as to the
desirable direction to go in the absence of movement; it only
becomes meaningful when the organism is actively in motion.
Run-and-Tumble is easy to understand, and well-studied
(Armitage and Schmitt, 1997; Egbert et al., 2010). There is no
real distinction here between the signal used as a cue for
navigation and the target goal of that navigating; the former is
the local density, and the target need not be a unique goal, it is
any denser region. Our next two studies on navigation,
presented here for the first time, are more subtle and use
signals not so directly related to the goal.
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Figure 2. A tendency to migrate roughly south is modified
by multiple overlapping regional cues of 2 classes: ‘green’
and ‘red’ tend to swerve the course to left or right
respectively, thus channeling between the Swerve Zones.

(B) Swerve Zones

For our second example we propose a novel simple general
class of strategies for long distance migration that relies on
regional cues. Whilst this is inspired by real examples of bird
and butterfly migration, we limit this study to Artificial Life
simulations that may — or may not — correspond to one of
the many ways that such creatures navigate. It is the job of a
biologist to make such a determination, and these models are
intended to expand the range of hypotheses they have
available for analysing observed natural navigational skills.

Our minimal assumptions

Our world is for practical purposes 2D. Where e.g. a mountain
range forces a bird to fly higher, this third dimension can
provide a sensory cue ‘altitude’ in that 2D region. We assume
the animal has no idea where it is -- if it knew yesterday, a
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Figure 3. To ensure robustness to inaccurate directional
sense, up to +/- 81° from true, 10 runs are tested. ‘Radii’ of
Swerve Zones are indicated, modelled as hyperbolic
secants. Bars represent (genetically specified) maximum
perceived cue strength at the centre of a zone.

d-sBuipaadoid/|esi/npajiw-joauip//:dpy woly papeojumoq

0 € 1esl/6SySE0T/ L/¥E/2Z0TIEs!/Ip

20z Atenuep Lg uo Jesn O LNIHL 1A VLISHIAINN Aq ypd° 2G50



Migrating bo MORTH

.G ol S5 1

Q€

Figure 4. Example runs. Left side, migrating to South, 10
runs starting at (0,1) and aiming for (0,-1). Right side.
Reversing the direction and also reversing the left/right
sense of the Swerve Zones.

storm might have shifted it randomly today. We assume its
strategy is reactive, its chosen direction of movement now
depends solely on its sensory cues locally available now. We
assume that these cues include some crude and approximate
sense of global direction, such as might be provided by the
earth’s magnetic field, or some time-adjusted direction of the
sun. In fact below we shall show below that it will be
sufficient merely to be able to distinguish between North-ish
and South-ish.

Apart from such globally available directional cues, we
assume that all other cues are equivalent to regionally based
‘pheromone’ concentrations; strongest within some region
and fading away to zero with distance. As an indication of
scale, over a total range of 1000 to 2000 kms such regions
may well extend for 100s of kms, and may multiply overlap
each other. Flying over a mountain range can be treated as
providing graded height cues; over the sea or over the land
similar cues, here more sharply binary than graded. The air, or
water, may contain chemical signatures over extended regions.
We treat all such possibilities similarly. Only the local cue
strength is available, not its gradient. We assume all these
senses are noisy and unreliable.

We assume the direction taken is simply determined by the
grossly inaccurate general sense of North-ish or South-ish, as
modified by the strength of any currently perceived cues that
induce deviations left or right (Fig. 2): swerves shaped by
Swerve Zones (SZ). Thus an agent travelling South-ish in the
absence of cues would be deflected to (e.g.) the left as it
enters a ‘pheromone’ zone, the bigger the swerve for the
stronger the cue; and then reverts to its South-ish course after
it passes through the zone and moves out of range.

This is still sufficient to underwrite successful navigation
strategies, provided there are sufficient regional sources
spread around appropriately. We shall explore some minimal
simulations. A strategy will be a set of rules that translate the
currently sensed cues into the current direction to be followed.

Orientation and robustness

A guaranteed perfect global compass cue, and no storms on a
straight line from one terminus to the other, is an idealised
scenario that we must rule out. On a long journey even a small
dead-reckoning deviation accumulates to missing the target.
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Figure 5. Further example runs. See text box for
parameters.

Here we assume a global compass can afford to be up to 90°
inaccurate and there is no accumulation of errors. We model
the robustness that copes with this within our simulations by
testing each strategy 10 times with the ‘perceived South’
varying (at 18° intervals) between +/- 81° discrepancy with
‘True South’ (Fig. 3).

One of our SZs does not provide such a sense of direction,
but two (or more) can do something related. Suppose I am
moving within sensing distance of different regions A and B,
and I use one arbitrary parameter applied to the A-cue strength
to shift my direction to the right, and another arbitrary
parameter to the B-cue shifting me left. Multiple runs with
multiple start positions and parameter choices will generate a
phase portrait characterised by the gathering of a bundle of
trajectories to pass between region A (on left) and B (on
right). The robustness to parameter choices (and hence to
sensor noise) is an example of Rein Control (Harvey, 2004),
balancing opposing forces.

We can note that such an AB channel that directed
southbound trajectories would do a similar job directing
northbound if the swerves were reversed.This suggests that
the same cues can be used both ways, subject to some simple
internal switch. We now need to find an orientation strategy
that uses such environmentally available cues, and decides
which to ignore and which to attend to; are these left-shifting
or right-shifting (subject to the seasonal north-south switch),
and what relative strengths should be allotted to each cue?

How does the strategy get learnt?

In some biological species the strategy may be passed on
through lifetime learning. Follow mum and dad on a round
trip or two, remember what happened. This only defers the
question of how their ancestors first learnt, and anyway for
many species lifetime learning is not possible. Monarch
butterflies in general do not individually complete a round trip
of up to 5,000 km, it may take 3 generations to make the
circuit. Eels may travel 7,000 km from the Sargasso Sea to the
European stream their parents knew - but their parents are
unavailable to show them the way, they are dead. So we
assume the strategy is passed down the generations
genetically, and must have been originally acquired and
subsequently modified through evolution.

We can model this (Fig. 4) with an evolving population of
agents in a 2D world with the North terminus at (0,1) the
South at (0,-1). Success is measured by how close to x=0 the
agent is when crossing the y=1 or -1 lines. The environment
contains an assortment of ‘Swerve-Zones’ (SZ) that notionally
emit ‘pheromones’ or cues. We here use SZs that are circularly
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Figure 6. The summed swerves, as sensed by an agent
producing the trajectories of Fig. 5.

symmetrical, either with a central circle of uniform cue
strength, this tailing off to zero over an outer region, or using
a hyperbolic secant function; but other SZ shapes can be
considered.

Each agent in the population has a genotype that essentially
specifies which of the SZs it is capable of sensing; and for
each of these, whether it will be left- or right-shifting, and the
factor by which the cue-strength is multiplied. An agent is first
tested running N-S, and then the return S-N with the left/right
shifting reversed. If we focus on the N-S run, the agent is
modelled as having a highly inaccurate sense of where global

0.5

! _:', 5 | a5 o (K] 1
Figure 7. For a southbound agent that accurately
perceives south, the swerves of Figs. 5, 6 induce a
large basin of attraction (cyan dots) with trajectories
leading towards the target area around (+/- 0.1,-1).
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south is by testing it 10 times over a wide range of ‘perceived-
south’ values; success is required for all such variants. When
out of range of any other cues, this perceived-south will
determine the agent's direction. On coming into range of one
or more cues, these will start to modify the perceived-south
bias through the deflections they induce. The perceived-south
bias was set at a relatively low level so as to only dominate
when distant from any zone.

We can display an individual’s performance through the 10
southbound tracks and the 10 northbound tracks, against an
indication of the size, placing and perceived handedness (left/
right) of the SZs emitting cues. The overall evaluation of
fitness is taken as minimising, over these 20 tracks, the
average distance from target when crossing the respective
finishing lines. This fitness was used within a simple
Microbial Genetic Algorithm (Harvey, 2011).

Artificial evolution turned out to be remarkably easy, with
successful runs appearing from the start. With a population
size of 30, the equivalent of around 30 generations was
typically sufficient to produce successful strategies, provided
there were enough randomly provided SZs to be exploited.
Figures 5, 6 and 7 illustrate one scenario where 8 out of 20
available SZs were to be selected as either green or red. The
parameters used are given in the text box.

Successful runs were achieved with many variants, but
here is one example set of parameters used in Figs 5, 6, 7.

20 potential SZs were randomly positioned with centres
(x, y) within -1.0 <x < 1.0, -1.5 <y <1.5, and with nominal
radii varying in the range 0.1 < rad < 0.3. The strength of
each such cue diminished as a hyperbolic secant of the
distance from its centre, sech(5*distance/rad). This implied
a strength of 1.0 at the centre, 0.0135 at the nominal radius
as shown in Figures.

The strategy of an individual agent was determined by a
genotype that specified just 8 cues for SZs (from the
potential 20) that the agent could sense; and specified for
each of these a weighting factor in the range [-20.0,+20.0].
These perceived weighted cues were summed to give a
total Swerve (measured in radians), capped within the
range +/- n/2 radians, i.e.+/- 90°.

Each agent was tested 10 times on southbound
migrations, with ‘Perceived South’ varying between +/- 81°
discrepancy from ‘True South’. The direction moved by the
agent is then Perceived South + Swerve; likewise
(reversed) for 10 northbound migrations.

The robustness is apparent. It may be noted that some
tracks, with a highly skewed perception of ‘global South’,
make significant detours yet still manage to home in on the
ultimate target. Runs (not shown here) where the agents were
midway given large random shifts East or West — the
equivalent of a storm disruption — were similarly robust. The
results were so much better than anticipated that some
explanation, with a reality check, was felt necessary.

Why might Swerve Zones be so effective?

Although it sounds very difficult to achieve pin-point
accuracy in finding a destination after 1000s of kms, this is
actually an overstatement of what is required. We are here
only considering getting within some ‘ballpark’ distance after
1000s of kms of going ‘vaguely’ in the right direction. Let us
put some scale on this, and illustrate with real examples.
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Figure 8. Complexity or specificity of map based navigation
needing both start and end co-ordinates scales around O(C#).
Egocentric navigation can scale around O(C).

We need a scale S of size, eg in kms, and a scale C of
complexity. Very crudely we can take S as the size across of
the target destination -- the region wherein we assume some
recognition of ‘place’ kicks in and different navigational
strategies are available. We compare this S to the size across
(eg diameter of an idealised circle) for the whole area
available for potential migratory routes, and use the ratio as
the scale measure S. So a chessboard might have a size
measure S= 2cms (across each cell) and complexity measure
C=8 (cells per side).

Traditional Micronesian navigators of outrigger canoes
across an area of Pacific ocean 1000 km across have the
concept of etak of arrival, entering the region where they can
detect their destination atoll, through perhaps seeing a change
in illumination of distant clouds, or through atoll-based birds
flying to their daily fishing grounds. This can easily be 100
km across; S=100 km, C=10.

Many Monarch butterflies overwinter within an area of
Mexico perhaps 120 km across (Taylor et al., 2020), and we
might estimate their potential range across N. America as
4000 km; implying S=120km, C=30 to 40.

A map-based strategy for finding one's way to a destination
might assume the difficulty of search scales something like
C4 On a chessboard of side C cells, discriminating where
your start-cell is scales by C2, and likewise for the end-cell.
But the class of strategy we are considering is nothing like as
complex: start anywhere on the North side of a chessboard,
head very roughly south and see where you arrive on the south
edge. Out of C possibilities, just one is your target. If we
assume that arrival within the neighbourhood of the target will
be recognised, whereupon some different short-range
navigation strategies will operate, then the difficulty of the
long-range navigation scales with C, not C4 (Fig. 8).

So consider the example of Fig. 5, where some 20
dispersed potential Swerve Zones were available to be
exploited. If we crudely consider the evolutionary choice for
each SZ to be ternary, between ignored/green/red (neglecting
the cue strengths) then the evolutionary search space is
(underestimated at) size 320. But the great majority of these
strategies will channel the noisy tracks of migrating agents
into crossing the ‘finishing line’ within some fairly restricted
region of x-values — since the Swerve Zones inevitably tend
to converge such tracks somewhere. And the proportion of
these converged tracks that are within range of the target (e.g.
for Fig.7 within +/- 0.1) is going to be closer to 1 in 100 than
1 in 320,

There is the need for the northbound strategies to work as
well as the southbound; but the natural symmetries make this
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relatively easy. With the benefit of hindsight, the framing of
this navigational problem in terms of Swerve Zones made the
search space computationally simple, and the immediate
success of the evolutionary simulations is unsurprising.

(C) Parting the Waves

Our third example of ‘navigating blind’ is drawn from people.
Among the greatest feats of human navigation, as with the
migrating birds achieved without instruments or maps, has
been traditional Micronesian and Polynesian wayfaring in
small sailing outrigger boats across the Pacific ocean. Near to
islands there are visible signs, perhaps clouds forming over
land, or birds on their daily flights out at dawn to their fishing
grounds and back at dusk to their land base. But far from land
there are no such signs, perhaps for many days voyaging. At
night with any clear sky, the stars provide directional cues for
pilots without a magnetic compass; in cloudy weather even
this is unavailable. One of the key navigation strategies used,
distinctive to this Pacific voyaging, was the exploitation of
patterns of interacting swells, as they are reflected and
refracted around islands.

Such wave navigation skills were lost in Polynesia long
ago, but lasted longer in Micronesia (Hutchins and Hinton,
1984). One of the last traditionally trained navigators in the
Marshall Islands, Captain Korent Joel, before he died in 2017
passed on some of his experience to Western scientists (Genz
et al, 2009; Genz, 2016; Huth, 2013; Huth, 2016). There
remain several mysteries as to what wave patterns are being
exploited, and how they are sensed by the pilot. The dominant
primary swell provides a background against which secondary
swells — reflections of the primary from individual islands —
may play a key role (Fig. 9). A previous study (Harvey, 2018a,
2018b) offered speculations as to large-scale invariant
pathways stretching all the way from the origin island to
destination island, tracks potentially visible from satellite
photos. In this study we take instead a purely local focus. A
typical voyage is long distance between small islands, mostly
with no land in sight — but what wave based cues are available
locally to a pilot navigating blind on an isolated boat?

PRIMARY k

ECONDARY

@

sW ELL A

Figure 9. An idealised picture of a boat midway between
two islands A and B, perhaps 100km apart. A Primary
swell is shown from the NE. Weaker reflected Secondary
swells of the same period radiate out from A, B.
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Figure 10. The Primary and two Secondary swells, with the
same periods, cannot be separately distinguished at a
stationary location. But when the boat is moving (here E at
2m/s), the perceived frequencies separate and can be
distinguished apart. Swell is here 0.125Hz, period 8s,
wavelength 100m.

Roll, pitch and heave

We assume that the waves in the open ocean are dominated
by a long slow primary swell that is fairly consistent in period
and direction over several days. Such swells are often
seasonal and predictable; or may perhaps arise from some
severe weather event 1000 kms distant. Mixed with this will
be any number of lesser swells and local wind waves, of
different periods, amplitudes and directions; including
crucially some secondary swells reflected from islands. We
assume that, apart from some approximate idea of the
direction of the primary swell relative to the boat, the only
cues available are from the felt motion of the boat dancing on
the waves. We can conceptualise this in terms of a smartphone
with an internal accelerometer fixed flat on the deck aligned
with the fore-aft axis. This can detect roll, around this fore-aft
axis; pitch, around the port-starboard axis; and heave, the
vertical acceleration as the boat rises and falls on the water. A
smartphone (and a smart navigator) may also sense yaw
(rotation about a vertical axis), surge and sway (linear
acceleration along fore-aft and port-starboard axes); but first
we show how far we can go with just roll, pitch and heave.

Whilst the boat is stationary on the ocean, the frequency of
the primary swell should clearly stand out in the heave records
sampled over a few minutes. For our examples in simulation
we shall take this to be a sine wave at 0.125 Hz, i.e. with an 8
second period. An essential principle for deep water waves of
period P (applicable when the water depth is more than half
the wavelength W; Barber and Ghey, 1969) is:

W = P2g/2x
where g is gravitational acceleration (9.8m/s2). This means our
primary swell with an 8s period has a wavelength of (nearly
exactly) 100m, and a speed of 12.5 m/s.

A smartphone with its heave sensor could readily use a Fast
Fourier Transform (FFT) to identify a peak in the frequency
spectrum identifying this primary swell, and thus its
wavelength. It is unlikely that the human brain directly
implements an FFT algorithm, but we know of brain
mechanisms that have somewhat equivalent functionality in
the auditory domain. The cochlea in the inner ear is a spiral
bony tube filled with fluid: as auditory vibrations pass along
this, different regions resonate with different frequencies, and
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sensitive cells placed along the cochlea can identify where this
occurs, effectively filtering as a mechanical FFT.

Ocean swell frequencies (0.02Hz to 0.2Hz) are on a very
different scale to the auditory frequencies (20Hz to 20kHz)
that the cochlea samples, but we assume that somehow they
can be detected and recognised. We need to know the
direction of a swell as well as its frequency, which is why
pitch and roll must also be used. If we have heave, pitch and
roll — filtered at the Primary swell frequency — in synchrony
with each other, then the relative phase of pitch and roll
indicates the Primary wave direction, If the boat rises to an
approaching crest with bow rising together with the port side,
then the wave is clearly coming onto the port bow (in Figs. 9
and 10, from the NE quadrant). All 3 sensors, roll, pitch and
heave, are needed to make this discrimination.

In an ideal world, with no noise and a circularly
symmetrical boat, comparing the amplitudes of pitch and roll
would give a fine resolution for the direction within that
quadrant. But the world is not ideal, pitch and roll operate
differently because the shape of the hull affords different
angular momentum about the different pitch and roll axes. The
finest discrimination of swell direction, relative to the boat, is
going to be when one axis of symmetry, e.g. the fore-aft axis,
is facing directly into the swell; then the relevant roll should
be zero, with any small deviation left or right showing up in
some roll amplitude, in phase or anti-phase with the pitch.

Splitting the frequencies

What the navigator really wants to know is not the direction of
the Primary swell, but rather the directions of much weaker
Secondary swells; definitely from the destination island as the
target to be aimed for, and perhaps also from the starting
island so as to assess the track being made good and hence
any possible side currents. These Secondary swells are weaker
than the Primary as energy is lost in reflection, and they
further dissipate with distance as they expand radially from
their source island. The task will be to distinguish these very
weak Secondary signals from the Primary. At the boat, the
combination of Primary swell with such weaker secondary
swells — with the same periods but different phases and

haas over B0, boat staSionary 1t of hearws, boat stationsry

n o dn an 1
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Figure 11. Top: heave experienced from combined swells
at a stationary boat, and a Fast Fourier Transform showing
the single peak at 0.125Hz. Bottom: when the boat moves
E at 2m/s, the FFT now splits the frequencies, with the
weaker secondaries at FAM=0.105Hz, FBM=0.145Hz.
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directions — will (if they can be treated as sine waves) add up
to one single wave with the same period. The sum will be not
too different from the dominant constituent, the Primary swell
(Fig. 11, Top left). From local sensors for roll, pitch and heave
located at a single location, it is in principle impossible to
disentangle the component swells from their sum.

A wide sensor array, spanning several 100m wavelengths,
could in principle collectively discriminate between the
different component swells. This is not feasible on a small
boat of a few metres long. But just as the bacterium, with its
Run-and-Tumble, uses motion to compensate for its lack of
separated sensors, the moving boat can do likewise.

Fig. 9 presented a snapshot of a stationary boat amidst
primary and secondary swells. Fig. 10 shows the difference
sensed where the boat is moving, here at 2 m/s E over 80
seconds, which corresponds to 10 wavelengths. The boat will,
having moved 160m, pass 10 - 1.6 = 8.4 waves of secondary
swell A, and 10 + 1.6 = 11.6 waves from B in those 80s; hence
registering their sensed frequencies at 0.105Hz and 0.145Hz
respectively. Given that the primary swell is coming from the
NE obliquely at 45°, the boat will pass 10 + 1.6*cos(45°) =
11.1314 primary waves in those 80s, for a sensed frequency
of 0.1391Hz.

Thus the frequencies of Primary and Secondary swells are,
as perceived from the moving boat, now split apart and
distinguishable (Fig. 11) via differing Doppler effects. If one
filters out the now altered Primary frequency, the Secondary
swell frequencies for heave — and also pitch and roll — are
made clear (Fig. 12). Any detectable roll will indicate that the
boat’s heading is not aligned with the desired course.

The Navigator’s set of Procedures

So the algorithm to be performed, by smartphone program or

navigator’s trained intuition, is:

« With the boat stationary for several minutes, estimate the
period of the Primary swell. In our example this is 8s,
equating to a Primary-Frequency-Static FPS=0.125Hz, a
wavelength of 100m, a wave speed of 12.5 m/s.

* Note which quadrant the primary swell comes from, and
roughly estimate theta, the angle relative to boat direction.

* Then sail in the current direction as steadily as possible,
assessing the experienced swells. Explicitly or implicitly do
the equivalent of an FFT analysis, looking for frequency
peaks each side of FPS. Identify the new observed
Frequency of the Primary-in-Motion, here shifted by a
Doppler effect to FPM=0.1391Hz.

» The shift implies that in 8s the component of the boat’s
motion in the primary direction is an extra (FPM-FPS)/FPS
of the 100m wavelength. The boat’s speed is unknown, but
8*speed*cos(theta) = 100*(FPM-FPS)/FPS, and hence
speed*cos(theta) = 1.400

» We can use this to roughly estimate the speed, dependent on
how well we have estimated theta. This in turn points to
where in the frequency domain we can seek Frequency
spikes (as perceived from the boat in Motion) for secondary
swells A (FAM=0.105Hz) and B (FBM=0.145Hz).

* Once FAM and FBM are identified, they mutually confirm
the earlier rough estimates, making them more precise. We
note that (FAM+FBM)/2=0.125Hz=FPS, and (FBM-
FPS)=0.020 multiplied by the wavelength of 100m gives us
an accurate estimate of 2 m/s for the boat’s speed.

» Hence from speed*cos(theta) = 1.400 we derive cos(theta) =
0.700 and thus theta=45.5°. Close enough to the true value
of 45°, given the precision used in the intermediate steps.
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Once the key frequencies FAM and FBM for the secondary
swells (as perceived from the boat in motion) are identified,
the remaining task is straightforward. Take either one, e.g.
FBM for the secondary swell from island B, and filter out the
pitch and roll signals around that frequency. Cross correlate
these filtered pitch and roll signals, and positive or negative
correlation indicates that the bow of the boat is left or right of
heading directly into that oncoming swell.

Such an algorithm could be explicitly programmed into a
smartphone secured to the deck of a boat. Did Micronesian
navigators use comparable strategies? — a key indicator is
that this strategy requires the observation from the moving
boat over several minutes to ‘Part the Waves’, to allow the
frequencies to be separately distinguished.

After filtering in frequenay domain

=—0.105Hz
— (L 145Hz

A

008 009 01 041 042 043 044
Hz

Figure 12. The boat’s motion allows the (now differing)

Primary frequency to be filtered out. The perceived

Secondary frequencies can be clearly identified.
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Similarities between the Examples

We can characterise what is common between these three
examples — (A) Run-and-Tumble in bacteria, (B) Swerve
Zones in models of large-scale seasonal bird migration, (C)
Parting the Waves in proposals for explaining Micronesian
wave-navigation — in that they illustrate strategies for
wayfinding towards distant goals that are out of sight, using
strictly local sensing.

Ambiguous location, resolved through motion

In all these examples, the locally available cues give little or
no clues about the agent’s current location — and this is not
needed. Local cues also give (A) no clue as to the target
location or (B, C) little clue, beyond the vaguest global sense
of direction. The target’s location only becomes eventually
identified through motion towards the attractor of the
navigational dynamics.

No dead reckoning

Any dead-reckoning strategy will break down if there is a
single break in the chain of updates. In contrast, the strategies
here are viable without any such need for a reliable history.
They only need a basic relationship between currently
available cues and current course to steer.

Proximal sensing

They may perhaps use a crude and approximate global sense
of direction — where North and South lie (for migrating
birds) or the rough direction of the primary swell (for
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Micronesian pilots) — but none of these examples use distal
sensing of the target such as vision provides; hence we
describe this as ‘navigating blind’. In the absence of motion,
there are either no cues as to the target direction (bacteria and
birds) or insufficient cues (Micronesians).

Move and orient, not orient and move

Often a navigation task is initially framed as a static problem,
typified by the use of a map: first the appropriate direction
from the current position, taken as static, is estimated. Only
then is the next move initiated.

Our three examples all reverse this procedure, analysis is
based on some initial default motion. In case (A), Run-and-
Tumble, this can be in any random direction. In cases (B) and
(C), such default motions can be imprecisely based on a
general sense of direction, North or South for migrating birds,
orientation to a primary swell for the wave navigator.

Cues for the wrong directions, not for the right one

In the absence of any cues, all these three example strategies
direct a course of ‘carry on as before’. It is only the presence
of a cue that stimulates a change of direction: Tumble or
Swerve or respond to the Roll. Such cue signals are not acting
as beacons, as waypoints to aim for. Instead they act as anti-
beacons to avoid: (A) decreasing cue strengths, (B) swerve
zones or (C) roll cues at the identified secondary frequency.

Cue responses can be Sloppy, crude and basic ...

Responses are limited to swerving left or right — and in the
Tumble case it does not even matter which choice is made.
The size of the swerve may fluctuate with weightings of the
cues, but the simulations demonstrate that the strategies are
tolerant to a wide range of such parameters. A slight nudge for
as long as is needed will be as good as a strong brief nudge.
Suppose an agent is consistently deviating by 45° off-course.
Rather than heading directly for the target, it gently spirals in
towards it. It might take some 41% longer along such a spiral,
but safe arrival is still achieved and that is the main criterion.

... Which implies Easily Evolvable

Fragile complex systems pose a challenge for evolution,
whether natural or artificial. In contrast the inherent
sloppiness in all these three examples offers easy incremental
evolutionary phylogenetic trajectories from even simpler
precursors. (A) is already basic. With (B) just a couple of
Swerve Zones offers navigation better than random, and
complexity scales incrementally as extra zones are co-opted.
Our simulations demonstrated easy evolvability. With (C), the
secondary swells radiating from a destination island are weak
from afar but easily discernible when close in. This suggests a
learning trajectory for both evolution and a novice navigator.

Differences between the Examples

In the bacterial example (A), there is not a single target to be
aimed for. A distributed layout of ‘food’ can take any form,
with any number of dense areas; a Run-and-Tumble strategy
is indiscriminate in its tendency to climb any local density
gradient. No global sense of direction is needed. In contrast,
both the bird migration (B) and the wave navigation (C)
examples have identifiable point targets, with choices to be
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made: migrating N or S, navigating from island A to B or vice
versa. In both cases some global sense of direction is required,
whether from the sun or the known direction of the primary
swell. But it appears that such a global sense of direction can
be very approximate, since its role is little more than breaking
symmetry between migrating NS and SN, between navigating
AB and BA.

Both examples (B) and (C) have the effect of setting a
direction to steer for, but in allocentric terms they differ in
significance. With (C) this direction is indeed directly towards
the destination island, or directly away from the island of
departure; ideally the whole route would be a straight line.
However with (B) this is not the case; as can be seen in
Figures 4 and 5, multiple twists and turns may be expected.

Conclusions

Migrating birds and navigating sailors have plenty of different
strategies in their toolbox, with different ranges of application.
Our examples focus on just one subset, appropriate for long
range navigation where both the location of the target and the
location of the agent itself is not known, and the link between
proximal sensing and steering choice can afford to be sloppy
since it is self-correcting.

Though inspired by such natural examples, we have
restricted ourselves here to Artificial Life models in abstract
settings. The aim is to expand the range of possible
explanations available to scientists studying these natural
phenomena, and indeed offer new tools for robotic
navigational studies. The principles underlying (B) Swerve-
Zones and (C) Parting-the-Waves appear to be novel and are
presented here for the first time.

A main theme is that navigational problems using only
proximal cues may seem difficult or indeed intractable when
viewed in a static framework. But adding in the motion of the
navigator and then analysing their moving perceptions can
transform these problems and make them radically simpler.

A key observation was how surprisingly easy it was to
quickly evolve effective strategies for Swerve Zones -- at least
in our idealized toy models. The real world is messier, so we
should consider how this approach might scale. As the
environment changes, e.g. through climate change, evolution
must adapt to suit. The selection pressure on migration is
severe, basically arrive-or-die, but fortunately it looks like this
class of strategy scales really well.

The Parting-the-Waves scenario is at first sight a niche
topic associated with ocean swells. But our natural senses of
vision and hearing are based on wave phenomena. The
principles behind trading time for space, afforded by all kinds
of active perception, extend across these senses also. We have
focussed here on ‘navigating blind’ in the sense of using
strictly proximal sensory cues. But even distal sensing such as
vision and hearing is ultimately based on local sensing within
the eyes and ears; aided by legs and wings and sails.
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Abstract

This paper describes a potentially rewarding research program
aimed at designing, modeling, analyzing and experimentally
realizing artificial cells in the werware demain endowed with a
‘meural network"-like module for achieving minimal perception.
In particular, we present a possible implementation based on
bacterial phosphorvlation signaling networks  (dubbed as
“phospho-neural network™ by Hellingwerf and collaborators in
1995 ). At this iminal stage only preliminary discussions are
possible, The scenanio we devise mimmizes unrealistic
assumptions and it is based on the state-of-the-art of
contemporary adificial cell technology. This contribution s
intended as a plan to forster the construction and the theoretical
analysis of next-generation artificial cells.

Wetware Artificial Cells

Tremendous advancements in artificial cell (AC) research
have been reported in the past years, thanks to the joint efforts
of several communities (for example, the MaxSynBio, Build-
a-Cell, BaSyC, FabrnCell initiatives), attracted by the novel
idea of constructing cell-like systems by assemblage
processes. The latter differ from conventional synthetic
biology because a “bottom-up” approach is employed.
Complex cell-like structures are literally built from scratch by
cmploving molecules such as DNA, RMNA, ribosomes,
enzymes, lipids, ete., or allegedly primitive molecules (fanty
acids, ribozymes, short peptides, ...). or even completely
artificial molecules (amphiphilic molecules and/or polymers,
ad  hoc  designed  transition  metal-based  catalysts,
organocatalysts, ete.). A distinctive element that charactenizes
bottom-up approaches to ACs is the focus on basic scientific
questions {e.g., what is the minimal complexity for life? What
is the minimal genetic information required to sustain cellular
self-reproduction? Can we build a minimal cognitive chemical
systemn?). Because AC technology does not resemble any
other existing technology, the entire field 15 expenencing a
momentum and a wide variety of results are continuously
reported. It is possible to bet about the central role that AC
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technology could play in future, if properly developed in
theoretical and applied science arenas.

Following the pionecring phase of the early 2000s,
recent efforts have shown that it 15 possible to design and
construct ACs that perform a variety of cell-like functions. It
is beyond the scope of this abstract to summarize the state-of-
the-art (interested readers can find more information in
excellent recently published reviews [1-4]). For the presemt
discussion it 15 enough to say that today it is possible to
reconstruct several basic cellular functions, including those
related to crucial mechanisms such as gene expression, DNA
replication,  signaling, transport, bioenergy generation,
morphological transformations, small enzymatic pathways,
transmembrane protein functions. Untill now, most of these
processes have been demonstrated one at a ime, while one of
the mext challenging goals refers to the integration of these
different “modules™ inte a whole, in order to reach higher
complexity levels.

In this contribution, we will make one step forward,
and describe a new research goal in AC research. We base our
discussion on realistic expectations about what it will be
possible to build in the near future, under the hypothesis that
conditions will be found o allow the different coexisting
“modules” of this hypothetical system work smoothly
together.

A Wetware Embodied Al?

A fruitful scientific ficld for developing the present research
plan is “Embodied AI™: the area of Al that focuses on the role
plaved by the body in cognitive processes, and thus uses, as
synthetic models of natural cognitive systems, “complete
agents” — i.e., agents that, differently from computers, have a
body, and, through this body, can perceive and react to their
environments, accomplishing cognitive tasks [5,6]. Since its
birth in the late 80s, Embodied Al has been working on
modeling  cognitive  embodied  agents  mainly  through
hardware models — electromechanical robots. Intrigued by the
opportunity  of developing Embodied Al in the wetware
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domain, we therefore asked whether, and to what extent, ACs
can constitute a platform for the theoretical and experimental
investigation of a “Chemical Embodied AI™

In this respect, there are different nteresting
modeling options. The first one derives from the fact that ACs
are  expected w0 be  developed  within systems-level
frameworks, ¢.g., autopoiesis [7]. Accordingly, if ACs were
autonomous, they would display a cognitive dimension [8,9],
and then would represent very interesting models for
Embodied Al The problem with this approach is that current
ACs do not wet realive the organizational closure, the
prerequisite for autonomy [10]. A second compelling option
can be conceived in terms of ACs that do not have an
organizational closure in itself, but their modular organization
is thought as a part of a larger organizational closure (whose
comstruction must be approached stepwisely).

Here we consider the implantation of an upstream Al
“module™ to control gene expression inside ACs. In particular,
Mewral MNetworks (WMs) draw our attention. In Al NNs are
generally implemented in the logical domain of software [11].
Our main research question becomes: 15 11 possible 10 devise
chemical NNs (chemical perceptrons) implemented in the
wetware domain and in particular in the field of Embodied
Al? And, by means of modeling, what 15 the minimal NN
complexity that would generate interesting behavior?

Phospho-Neural Networks

A brief review on the attempts of constructing chemical NNs
can be found in [12,13]. Here we will move straight to the
point that we consider of relevance for AC technology.
Hellingwerf and collaborators, in 1995, have put forward a
lucid discussion about interpreting the bacterial signaling
systems (the so-called two-component systems. TCSs) as
chemical NNs [14]. These authors actually called them
“phospho-NNs", because their functioning s based on
malecular phosphorylation.

TCSs enable bacteria to sense, respond, and adapt 10
their environments, letting the cell perceive chemical signals
present in their surroundings. In a typical TCS, a membrane
protein (sensor, 8) with histidine kinase activity catalyzes its
autophosphorylation in the presence of a stimulus. Next, the
sensor is capable of transferring the phosphoryl group to a
response regulator (R). which ecan then affect cellular
physiology by repulating gene expression or by modulating
protein activity {Figure la). This series of reactions can be
interpreted as a transmassion of information, from outside 1o
the genome (and, in turn, o the profile of proteins present in
the cell}.

Generally cach TCS transmits information in a linear
way, i.c.. the j-th signal 15 sensed by the i-th cognate sensor,
which self-phosphorylates and in turn phosphorilates, later,
the i-th cognate regulator, affecting one or more gene
expression mechanmismis). To function properly, however,
some TCSs involve convergent or divergent branched
pathways. Moreover, and this is a relevant observation for our
proposal, crosstalk between TCSs is also possible, at the level
of sensors andior regulators, leading o a NN-like system
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(Figure 1b), Normally, discussions about sensing and the
molecular biology of well-functioning TCSs emphasize in
which conditions crosstalk is reduced or eliminated. In the
new perspective of implanting artificial TCSs inside ACs
(Figure l¢), however, crosstalk becomes essential, and thus
the interest goes to conditions for favoring and conirolling its
ocewrrenee [15].
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Figure 1. Phospho-NNs inside ACs. {a) The structure of a
TCS; P represents the phosphate group. (b) When two TCSs
crosstalk (shown dashed amows), a NN-like system is
generated. (¢) Schematic drawing of a phospho-NN, based on
three TCSs, implanted into an AC.

At this initial stage we identify two relevant goals,
summarized as it follows. (1) Analysing the feasibility of
intra-AC phospho-NNs, which will depend both on the right
selection of TCSs and on the technical capability of building
ACs endowed with the required molecular components.
Critical elements are the transmembrane histidine kinase
sensors, which should be reconstructed in functional form and
in the desired orientation. Recent results on transmembrane
protein reconstitution in ACs [16-18] constitute the starting
point for design and expenmentation. (2) With respect to
numerical models, recognizing that chemical embodiment
implies an intrinsic heterogeneity of AC physicochemical
microenvironment. In tumn, this generates the coexistence of
many conformations (and activities) for the macromolecules
constituting  the phospho-NNs. The suggestion is  that
chemical perceptrons should be modeled by placing side-hy-
side both binary and not binary (fuzzy [19]) input/outputs.
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Abstract

We emulated an experiment that shows the Einstellung-effect
by building an agent-based model and developed a new
heuristic that helps to overcome the effect.

Introduction

The “Einstellung-effect”, also called the “Expertise Rever-
sal Effect”, is a phenomenon where a high degree of knowl-
edge or expertise can decrease performance (Luchins, 1942;
Bilali¢ et al., 2009; Kalyuga et al., 2012). This seems coun-
terintuitive, as expertise in a domain usually increases per-
formance in that domain (Vicente and Wang, 1998). The
Einstellung-effect was first demonstrated in a series of ex-
periments involving puzzles about measuring water using
differently sized jugs (Luchins, 1942). Participants learned
a specific method to solve problems, but when confronted
with a similar problem that could not be solved using the
specific method, they were unable to solve it. Naive par-
ticipants, who did not go through the learning phase, were
able to find the solution at a higher rate. Trained participants
overlooked the solution because they had a certain mindset
(German: “Einstellung”) that prevented them from seeing
it. Since then, the Einstellung-effect has been replicated in
many different contexts (Levitt and Zuckerman, 1959; McK-
elvie, 1985, 1990), such as anagrams (Ellis and Reingold,
2014) and even magic tricks (Thomas et al., 2018), albeit the
most studied context is arguably within the game of chess
(Bilali¢ et al., 2010; Sheridan and Reingold, 2013).

One instance of the Einstellung-effect was shown in an
experiment that we replicate for the study at hand (Gold-
stein and Gigerenzer, 1999). German and American partici-
pants where quizzed about which of two American cities had
the higher population. It was observed, that German par-
ticipants outperformed American participants when asked
about American cities. The explanation for this surprising
finding was that Germans often only knew one of the two
American cities that were shown. They then picked the
city that was familiar to them. Such reasoning is called
“recognition heuristic” (Gigerenzer and Goldstein, 2011),
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and worked in this case. In contrast, Americans often knew
both cities, were not able to use this heuristic, and conse-
quently performed a little worse.

Our study aims at replicating this experiment in an agent-
based model. We also present a simple heuristic, the “first
contact heuristic” (FCH), that can mitigate this effect. We
suggest that, given sufficient meta-cognition, Americans
could have guessed the correct city by using this heuristic.

Self-Organization in Evolution
Methods

We designed an agent-based model that emulates the exper-
iment done by Goldstein and Gigerenzer in 1999. Thus, we
use terms such as “Germans” and “Americans” or “cities” to
refer to “agents” and “objects that can be known”. However,
the model can be generalized to other domains.

One American and one German agent are generated and
function independently from and analogously to each other.
There are 25 German and 25 American cities. At each time
step, agents have a 90% chance to learn about a city corre-
sponding to their nationality (i.e. German agents learn about
German cities, analogously for American agents), as well
as a 10% chance to learn about other cities. Agents learn
by saving the cities’ ID in a list that serves as their mem-
ory. The cities have exponentially distributed random popu-
lations, and cities with higher populations are more likely to
be learned by agents. After 100 repetitions of this process,
agents are asked 25 questions about American and German
cities each. Questions consist of two randomly drawn cities
(from the same country) and for a correct answer agents
must pick the city with the higher population. Agents can be
in one of two groups: either not using the first contact heuris-
tic (groups G1 and Al) or using the first contact heuristic
(G2 and A2). G1 and Al guess randomly if they have both
or neither of the cities mentioned in a given question in their
memory. If they have exactly one of the cities in their mem-
ory, they pick this city, using the recognition heuristic. G2
and A2 function exactly as G1 and Al, except that they do
not guess randomly in cases in which they have both of the
cities mentioned in a given question in their memory. In-
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Figure 1: On a quiz about American cities (QA, left half)
Germans (G1, orange) have higher scores than Americans
(A1, blue). In agents using the FCH (striped), Americans
(A2) have higher scores than Germans (G2). The results are
reversed in the quiz about German cities (QG, right half).
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Figure 2: Group Al (circles, no FCH) shows an optimum of
correct answers at around 14 known cities, while group A2
(squares, using FCH) has increasing correct answers with
increasing known cities before plateauing at 18 known cities.

stead, they pick the city which they learned about first, using
the first contact heuristic.

Results

We report mean correct answers of German (G) and Ameri-
can (A) agents, without (1) and with the first contact heuris-
tic (2) after 500 runs. In the first group (G1 and A1), Ger-
mans score higher than Americans in the quiz about Amer-
ican cities (QA), and vice versa. Agents using the first con-
tact heuristic (G2 and A2) have higher scores, see figure 1.
Mentioned differences were found to be statistically signif-
icant (p < .00001) using a Mann-Whitney U Test. Further,
we report correct answers and known cities of American
agents without (A1) and with (A2) the first contact heuristic,
see figure 2. Al shows a maximum of correct answers at 14
known cities, and a decreasing percentage of correct answers
with further increasing known cities. A2 has increasing cor-
rect answers with increasing known cities. Groups G1 and
G2 are not shown here but behave very similarly.
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Discussion

In our study, a surplus of information prevents agents to
use the recognition heuristic. Consequently, agents with
less knowledge perform better, as they can overcompensate
their relative lack of knowledge by using this heuristic. This
is shown in figure 1, in which German agents have better
scores on a quiz about American cities and vice versa. Be-
yond a certain point, more knowledge does not lead to more
correct answers, see figure 2. Agents often recognize both
cities in questions about their own country, but only one of
the cities in questions about the foreign country. In the for-
mer case, they cannot use the recognition heuristic, since
they recognize both. In the latter case, they choose the city
that they recognize. The heuristic works well because the
likelihood of hearing about a city is, in the real world as well
as in the model, linked to its size: Larger cities usually are
more well known. Our results replicate the “Less-is-More”-
effect, shown by Goldstein and Gigerenzer 1999.

Given that, one can analyze situations where the likeli-
hood of knowing a given entity (e.g. a city) is related to
a property (e.g. the population size) as trade-off situations.
A high amount of knowledge is beneficial, but comes with
a cost: a lesser ability to use the recognition heuristic. In
cases as the study presented here, the cost of knowledge be-
yond a certain point is higher than the benefit. To counteract
this effect, we propose a new heuristic that needs no fur-
ther external information but instead uses meta-cognition:
agents using our “first contact heuristic” (A2 and G2) pick
the city they heard about first. The recognition heuristic im-
plicitly assumes that one is more likely to hear about larger
cities. Analogously, our “first contact heuristic” assumes
that one likely hears about larger cities first, and only later
about smaller cities. In contrast to the recognition heuristic
however, it can be used even if both cities are known. This
is shown by the higher scores of A2 compared to Al in the
QA condition, as well as the higher scores of G2 compared
to G1 in the QG condition, shown in figure 1.

The recognition heuristic can be useful, but fails when the
probability of recognition is inversely related, or not con-
nected at all, to the property in question: if one would be
asked about which of two cities has the smaller population,
and only recognizes one out of two options, then one should
not pick the recognized option. Our results suggest that the
recognition heuristic can be an effective method to draw in-
ferences when used in the right situation. However, when it
cannot be applied, the “first contact heuristic” can fulfill a
similar role and is a valuable piece of the cognitive toolkit
of simulated as well as real persons alike.
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Abstract

This study addresses the problem of combining insights from
artificial life, artificial intelligence, and biology in an efficient
way to form a holistic unified view of life and living systems.
Today, the study of biological life has a common root object —
the cell — although lacking a formal definition of it. The theory
of artificial life and artificial intelligence lacks this type of a root
object. Here, we present a generalized model of the real
biological cell in terms of a framework that is derived from
theoretical studies of life. The framework is conceptualized
generally as the MIC framework (Metabolism, Information,
Compartment). The result is an autopoietic model with generic
systemic properties and a network structure that can be examined
further from a formal system-theoretic perspective. This study
introduces a new way of describing the cell, providing new kind
of access to existing biological knowledge of life. It may provide
new tools for more efficient utilization of biological data and
knowledge in the design and study of artificial life.

Introduction

It is widely acknowledged that the study of Artificial life
(ALife) is not only about mimicking the design principles of
biological life. The science of ALife is already moving in many
new directions fully in its own right. Many of the new
approaches are not directly tied to the basic principles,
constraints, or to the material realm of biological objects.
Research has proceeded well also in the absence of a formal
definition or a basic concept that would link the applied field of
AlLife directly to biology and thereby to the natural foundation
of all organismic life on earth.

However, as the result of the latest technological and
computational advances, ALife is entering a new era. There is
significant current interest for developing new kinds of life-
like, physical machines that can interact intelligently and
adaptively not only with humans, but also with many other
kinds of biological life-forms. There is real need for new kind
of understanding of biological life from an engineering
perspective. This should preferably involve a formal
integration of the wider perspective of living systems to the
general picture in such a way that it can cover all instances
(biological and artificial).
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There is today no universal way of studying life using general
formal approaches or models that would capture the essence of
what a living system is. There is no general way of describing
life by using a general methodology based on systems theory
or mathematical methods that could offer a common
perspective for scientists with different backgrounds. A general
model should be applicable at least in the natural sciences and
engineering. Abstracting biological behavior as computational
behavior (Regev & Shapiro, 2002), reverse engineering of
biological systems (Villaverde & Banga, 2014) or using
principles of theoretical physics (Grenfell et al., 2006) have
been suggested as possible ways forward.

A major theoretical problem is linked to the fact, that the
biological sciences do not have a consistent formalism for
describing the life of living cells or organisms in an abstract
way. This is not a major problem among most biologists, but it
hinders the possibility of using the full potential of currently
existing biological knowledge in ALife research.

Theories of life

Many different theories and definitions try to capture the
essence of life from a scientific perspective (for reviews see
Cornish-Bowden & Cardenas, 2020; Letelier et al., 2011).
Explanations may derive from chemistry, mathematical study
of life as abstract systems of organization and relations,
cybernetics, molecular biology and more recently systems
biology. Several of the theories focus on the circularity of
metabolism and how it leads to metabolic closure at whole-
system level. Notably, these theories have been developed
independently, but there are similarities between them.
Especially three of them attracted our attention and inspired us
to conduct this study. The theory of autopoiesis (Maturana &
Varela, 1980) Focuses on the ability of the living system to
synthesize the components of which it consists of, while setting
aside the question about the precise nature of the realizing
mechanisms. Instead, it does highlight the importance of a
physical separation of the system from its environment and how
the living system can influence the properties of the
environment (known as structural coupling). The Chemoton
model was introduced by Tibor Ganti as an abstract model of a
minimal chemical system that can be considered to be alive
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(Génti, 1975, 2003). It features three interconnected, cyclic
processes that support metabolism, membrane synthesis and
information processing. These are according to Ganti the three
main properties that all living cells have in common. The
metabolism-repair (M,R) systems approach was developed by
Robert Rosen. It belongs to a field of biomathematics that is
known as relational biology, established by Nicolas Rashevsky
(Rashevsky, 1954). Rosen developed his theories over several
decades, during which some of his views also changed as
reflected in books that he wrote about life (Rosen 1985, 1991,
2012; reviewed in Pattee, 2007). The focus was on examining
how a living system, that consists of components that have
limited lifespans, needs to be internally organized in order for
it to be able to (re)produce copies of all kinds of components
that it consists of, thereby managing to repair and maintain
itself against detrimental forces that would otherwise lead to
the death and decay of the organismic entity.

Rosen emphasized the purely formal nature of his approach
and did not connect it to any real-life examples. (M,R) systems
have been contrasted against autopoietic systems and they are
considered to form a more general class of systems that
includes autopoietic systems as a subset (Letelier et al., 2003).
Another study (Cornish-Bowden, 2015) has compared them
against the Chemoton model. It ended with a general plea for
the scientific community to form a holistic general synthesis of
as many living systems theories as possible.

A new approach

In this study, we have tackled the problem of modeling life and
living organisms conceptually by formulating a description of
the real biological cell from a general systems perspective. We
took as our starting point the one thing for which there seems
to be a wide consensus—that the biological cell is the basic unit
of natural life. We focused specifically on the question of how
to describe the cell in a generic manner so that broad classes are
included, taking advantage of existing theoretical views to life
(reviewed above). This resulted in a general model of cellular
biomolecular organization that is presented in the form a
tailored network formalism. Our model provides an orderly
foundation for the development of more rigorous mathematical
formalism and understanding of the cell’s biomolecular-level
system-organizing properties, while remaining connected to the
biological reality.

Overview of the MIC Framework

In the study of Alife and minimal modeling of living cells, there
exists a certain general consensus, that for a cell or a cell-like
system to be considered alive it must at least exhibit the
following  properties:  metabolism,  information  and
compartmentalization (e.g., Banzhaf & Yamamoto, 2015;
Fellermann et al., 2007; Ganti, 1975; Rasmussen et al., 2016;
Solé, 2009; Solé¢ et al., 2007). We conceptualized these
properties collectively for practical modeling purposes of this
study as the MIC properties of life.

We used this conceptualization as a framework for
considering what are the most relevant aspects of cell biology
to be focused on. These topics form the main body of textbook
literature on molecular cell biology and many details are known
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at the atomic scale of resolution (e.g., Alberts et al., 2014;
Stryer, 1988). The outcome of this survey was, that despite the
many differences that exist between the three main types of
biological cells (archaeal, eubacterial, eukaryotic), one may
postulate that there is a universal biomolecular foundation on
which the cellular realization of the MIC properties is based on:

(1) Compartmentalization is provided by a cell
membrane that separates the cell from the outside
environment. The two main types of components found in
all biological cell membranes are phospholipids and
membrane-bound proteins. Structural assembly of the lipid
fraction of the cell membrane depends universally on the
physical behavior of phospholipid molecules in liquid
water environment. Signal recognition particle (SRP)
mediated mechanisms attach cell membrane proteins to the
lipid fraction of the membrane. These mechanisms have an
ancient basis and include protein and RNA components
that are universal for all cells (Nagai et al., 2003).

(2) Cellular metabolism produces complex chemical
compounds from simple raw materials. In all modern cells
this is predominantly based on chemical reaction pathways
and networks that are catalyzed by protein enzymes. All
cellular protein strands are produced by the translation step
of gene expression, involving ribosomes (complexes of
rRNA molecules and ribosomal proteins), mRNA
molecules that provide the genetic message to the site of
protein chain synthesis, and tRNA molecules that carry
amino acids to the site of protein chain synthesis.

(3) Chromosomal double-stranded DNA molecules are
the universal physical carriers of genetic information in all
living cells. Cells synthesize new DNA predominantly
through the well-characterized mechanisms of semi-
conservative DNA replication.

We set out to model this system from a holistic self-production
perspective. The MIC conceptualization of life was included by
considering these properties in a theoretical way as abstract
components of a modeling space, in terms of which the most
relevant aspects of cell biology for realizing these universal
properties of cellular life could be described in a generic way.
We divided this system-conceptual modeling space into
thematic partitions, as described in table 1. Note, that the table
lists four partitions. We extended the MIC paradigm by adding
a partition named Embodiment to the bigger picture for
practical modeling purposes. It accommodates the description
of the main events of cell membrane assembly that all living
cells have in common.

Furthermore, we adopted guidelines from the autopoietic
theory of life (Maturana, 2002; Maturana and Varela, 1980) and
set out to organize the model from the perspective of cellular
material production pathways. The autopoietic theory describes
living systems as self-producing entities that use simple raw
materials that they acquire from the outside environment to
synthesize the complex components from which they consist
of. It recognizes the biomolecules of the cellular MIC
properties as the main material foundation of living cells
(Maturana, 1980). While the autopoietic theory is well
recognized in ALife research (e.g., Beer, 2004, 2015; Ikegami
and Suzuki, 2008; Masumori et al., 2020; Suzuki and Tkegami,
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2009), it is not part of the current description paradigm of
molecular cell biology in the biological literature.

Results

Our model, shown in figure 1, provides a general way of
describing the biological cell from a holistic living systems
perspective. The model refers to general aspects of molecular
cell biology that all living cells have in common. It provides a
visual representation of the type of system-level network
connectivity that organizes the production of the material
components on which the cellular MIC properties are based on.

The layout of the network is a particularly important aspect
of our model and clarity of the visual representation was of
specific interest to us (Polanci¢ and Cegnar, 2017). We have
arranged the model so that it is organized as a process
flowchart. This gives it an appearance that is structurally very
consistent even though the biochemistry that it describes is very
complex. The network contains substance nodes (rounded) and
process nodes (rectangular) that are connected by directed
arrows. The nodes were defined and organized relative to each
other so that there is a regular alternation of the two types. Solid
arrows indicate a formal direction of process flow from the
perspective of complexity increase of the material products.

Going through the network in the direction of the arrows,
increasingly more complex organizational states of matter
occur. Each type of product is formed from components that
were produced by the events of the previous process step(s) of
the network. The type of products that are formed have
functional roles in the network. They are needed as components
of the machineries through which the process node events are
operated in real cells. Based on this, the model includes dotted
directed arrows that describe how the core types of components
that are formed by cells (blue nodes) effectively form a system-
wide control network organization via the type of products that
they form. Connection to real biology is maintained by labeling
nodes using biological or biochemical terminology. Nodes are
also numbered to enable easy referencing of specific parts of
the model.

The abstract modeling space, which is divided into four
system-conceptual partitions, is an important constituent part
of our model. It makes it possible to assign higher-level system-
related attributes to the characterization of the type of material
components of cell biology that form the network. Each
network components has a location in the system space relative
to the partitions that provide system-level coordinates for how
the components are distributed across the abstract system-space
that represents the MIC properties of life. For example, the cell
membrane (node 22) is formally localized to the C-partition as
the main type of substance of molecular cell biology that
provides a physical barrier between the cell and its
environment. At the same time we know, however, that the
membrane also has many channels (formed by protein
molecules) and these are needed for the membrane to be able
to realize its system-level function of providing raw materials
from the environment to the living cell (node 2). In the model,
node 2 is also a higher-level connecting element that joins the
C and M-partitions together. In a similar manner, the 20
different kinds of natural amino acids are referred to by one
substance node (node 7). On one hand, the node represents
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Thematic Heuristic description

partition

Metabolism (M) The biochemical reactions that distrib-
ute energy and matter in the cell, pro-
ducing biomolecular chemical sub-
stances.

Information The material components that contain

management (I) the genetic hereditary information of
the cell, and the cellular components
and events that process it for cellular
usage and storage.

A compartment defines the cell as an
object in space, establishing a barrier
between the cell and its physical envi-
ronment, influencing the flow of ener-
gy and matter into and out of the cell.
The mechanisms through which the
cell’s biomolecular components come
to share a system-wide interface, that
connects them to the external environ-
ment and gives them a holistic exis-
tence as an integrated cell-level entity.

Compartment (C)

Embodiment (E)

Table 1: Theoretical partitioning of molecular cell biology into
operating units, that together provide the kind of organization
for the cell that formally (in the light of the autopoietic theory
and the MIC properties of life) makes it a living system entity.

products that are formed by cellular metabolic reaction events
(node 4) and that are used by the cell to synthesize protein
strands (node 10). On the other hand, node 7 has a systemic role
in our theoretical abstraction of the cell. It is an important
connecting element at the description level of the abstract
partitions, with a specific location in the intermediate system
space between the M and the I-partition of the cell model.

Our model also clearly shows, that real molecular cell
biology of the I-partition is organized as an autocatalytic subset
of network functions and process events: DNA is used as the
molecular template both for the synthesis of DNA during DNA
replication and for the synthesis of RNA strands during gene
expression; RNA molecules participate in DNA synthesis as
so-called primers and in protein synthesis as mRNA, tRNA and
rRNA molecules; Proteins are needed as components of the
biomolecular complexes that form the cellular machinery for
the synthesis of new DNA, RNA, and protein strands. These
functional connections, formally operating within the
theoretical I-partition of the model, are visualized by directed
dotted arrows. Autocatalytic sets (Kauffman, 1993) are an
important theory for the modeling of gene regulatory networks
and chemical-level reaction networks of cell metabolism. This
interesting network motif emerges here at a high level of
abstraction. It is a real organizational property of molecular cell
biology that can be clearly seen in our model where chemical
reaction events and many intermediate steps are abstracted
away.

It is possible to also consider other kinds of ways of describing
our network model. Figure 2a shows a version of the model
where the system-wide network organization, including the
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The biclogical cell: Self-production perspective / self-organizing system

Figure 1: Diagrammatic model of the cell that describes it from a holistic perspective as a network of parallel processes. The
description is given from an unconventional material production perspective, motivated by the autopoietic systems view that living
cells produce the complex biological material components from which they consist of. The grey areas in the background describe an
abstract modeling space and its system-theoretic partitioning into four parts (see table 1). The network describes knowledge that can
be found in current textbooks of molecular cell biology. It features key aspects of molecular cell biology that all living cells have in
common regarding the production of the main types of material components on which the cell’s physical existence formally as a MIC
(Metabolism, Information, Compartment) system entity is based on. The model is given in the form of a process flowchart with
regularly alternating substance nodes (rounded) and process nodes (rectangular). Blue nodes indicate the main types of complex
biomaterial products. Additional network elements are solid arrows that show the direction of process flow and how the different
types of products and their system-wide distribution across the abstract modeling space of the thematic partitions. Dotted arrows
indicate functional contribution coming from the type of material components that are formed for the execution of the target node
events. Nodes are connected to the biological reality by the labeling. Numbering (1-22) enables easy referencing of specific parts of
the model. dNTPs = the four types of deoxyribonucleotides, the monomeric substrates for DNA strand synthesis. INTPs = the four
types of deoxyribonucleotides that are the monomeric substrates of RNA strand synthesis. Node 7 refers to the 20 natural amino acids.
REP = the process of semiconservative DNA replication. TRIC = the process of RNA synthesis during transcription step of gene
expression. TRAL = the process of ribosomal protein synthesis during the translation step of gene expression. ip-PROT = information
partition proteins, the set of proteins that are involved in the molecular mechanisms of the process node events of the I-partition. 9’
is a duplicate of node 9 (replacing a solid arrow to enhance visual clarity of the diagram). The network components of the I-partition
(nodes 8-13) form an autocatalytic subset in real biological cells. The dotted link 12—10 covers the contribution of mRNA, tRNA as
well as rRNA molecules to the mechanisms of cellular protein synthesis. SRP = signal recognition particle dependent system for
attaching cell membrane proteins to the lipid fraction of the membrane (see Nagai et al. 2003 for additional information). H>O =
reference to liquid water as the universal medium in which cells exist as physical entities, and as the main driving force behind
biological self-assembly of lipid films.
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self-referential aspects, can be seen more clearly. Figure 2b
provides another kind of version of the model, where only the
system-wide network connectivity that emerges at the highest
possible description level of the MIC partitions is shown.

Discussion

Our model describes general knowledge of molecular cell
biology in a new way by reorganizing it according to existing
theoretical viewpoints to life and living systems. The
conventional way of describing the cell from a holistic
perspective is by using images that reflect the visual appearance
that the cells have under the microscope as concrete physical
objects. There is currently no universal model in general
scientific use, that would describe the cell in a generic way.
Thus, our model is a significant attempt to change this situation
and provide new kind of access to biological knowledge about
the system-level aspects of the natural biomolecular
organization of the cell—the basic unit and (using our
terminology) the formal root object of natural life.

An important design principle of graphical network
representations is to keep the number of network components
(especially the links) as low as possible (Polanci¢ and Cegnar
2017). This provided a modeling constraint that influenced the
selection of appropriate levels of abstraction and the choice of
terminology that was used for labeling the nodes especially in
those parts of the system where the amount of detailed
biochemical knowledge is particularly high. Each node in our
model captures a level of description that is at the same time
sufficiently detailed as well and as general enough for the
modeling purposis of this study (judged by the overall purpose
to form a holistic, yet reasonably simple general model for the
description of natural biomolecular organization of living cells
from the MIC system perspective).

Our model integrates several viewpoints that exist for the
theoretical study and modeling of life and living organisms. It
describes the cell as an autopoietic system (that can synthesize
the complex components from which it consists of), organized
as a MIC system entity (a reflection of the Chemoton theory),
and one part of the model is organized as an autocatalytic set.
The (M,R) system formalism is another framework that is of
interest to ALife research.

The model that we have provided features interactions and
parallel mappings of process events and the resulting network
has a system-level functional role in connecting distinct parts
of the abstract cell-system modeling space (the partitions
shown in Figure 1). These properties connect it to the
theoretical domain defined by the (M,R) systems and relational
biology. (M,R) systems focus on the functional relationships of
components and products that together form a living system
that can (re)produce the type of components that it consists of.
Based on Letelier et al. (2003), (M,R) systems in deal with
concepts such as input materials, that are transformed into
output materials, that include catalysts that operate process
events of material production, components that select for the
synthesis of (biologically) meaningful products, and an agent
that is referred to as the efficient material cause because it
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Figure 2: Two variations of our system-theoretic holistic cell
model (see figure 1 for the full description). (a) A short-hand
version of the model that highlights the system-level process
flow aspects for the synthesis of the complex material products
from which the cell consists of. Circles represent substance
nodes and squares represent process nodes. The blue nodes
correspond to the blue nodes of figure 1. The autocatalytic set
of the information management (I-partition) components forms
the bottom part of the graph. (b) Description of system-level
network closure that arises at the abstraction level of the
systemic cell partitions (see table 1). C, M, I = Compartment,
Metabolism, Information management. This is an ultimate
reduction of the model into a form that can be analyzed, for
instance, in the light of network motifs of complex networks
(Milo et al. 2002). The diagram shows how the three partitions
support each other, in addition to which the information
management partition also produces the types of material
components from which it consists of (shown by the self-
referential link [-1]).

defines what products are meaningful for the organism. Two
specific problems have been identified regarding the modeling
of cells from the (M, R) systems perspective: (1) (M,R) systems
do not account for the cell membrane, yet it is unrealistic to
imagine real cells that have no cell membrane and (2) (M,R)
systems seem to lack the ability to capture information
processing aspects of living cells (Cornish-Bowden, 2015).
However, Rosen has described an outline for dealing with
properties of cellular information. He defined three categories
of information—genomic, phenotypic and environmental—
that are not equivalent which has consequences for the
possibility of extrapolating results from formal models into the
concrete realm of physical realizations (Rosen, 1986).

Based on our model, we divide the problem of applying the
(M, R) system formalism to the modeling of living cells into two
parts. First we focus only on the information management part
of the model (the I-partition) and consider how (M,R) system
viewpoints can be connected to the knowledge of molecular
components and process dynamics of molecular cell biology
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that are associated with this part of the network. For modeling
purposes, the rest of the cell can then be viewed relative to I-
partition as byproducts. The result is a bipartite view of cellular
organization. Then attention is shifted to the whole-cell level
and to the reciprocal mutual inter-dependences that exist both
between as well as within these two theoretical parts of cellular
system organization (the I-partition versus the rest of the cell,
see figures 1 and 2a). This is an even higher-level systemic
view to the organization of the living cell than the one provided
by the four partitions (figure 1). It assigns a certain kind of
asymmetry to the biological organization of the living cell,
where the rest of the cell can be considered to constitute an
acquired environment for the components and processes of the
I-partition.

But all four parts (compartment, metabolism, information
management and embodiment) are needed to form a real living
cell. Each of them depends on the other parts for the supply of
input materials as well components of the molecular machinery
that is needed for realizing the process node events assigned to
them. They support themselves by supporting each other, and
all this together supports the life and survival of the cell as a
holistic, autopoietic MIC system entity.

Our modeling formalism combines theoretical viewpoints and
descriptions of reality in a way that may allow expanding the
use of formal methods of systems biology (Machado et al.,
2011; Szallasi et al., 2006) to the whole-cell level. The (M,R)
systems theory has already been brought to the attention of
systems biologists (Gatherer & Galpin, 2013). By examining
from the holistic perspective of living systems theories what is
already known about natural cells and molecular cell biology,
important general systemic properties of higher-level organiza-
tional aspects of living systems may be discovered and properly
characterized.

A particularly interesting topic for future study is to conduct
a system-theoretic analysis of the higher-level structural and
dynamic properties of the material components and interaction
mechanisms that form the autocatalytic set of the I-partition in
real cells. This is a nonconventional way of studying the
mechanism and events of cell biology that form the foundation
for the cell’s information related properties and genetic
inheritance.

Our model contains feedforward and feedback loops and the
general structure that we have presented in this study resembles
the network structures of communication networks and control
systems (Machado et al., 2011; Milo et al., 2002). These aspects
can be studied further from the perspective of complex
networks (see, e.g., Basler et al., 2016; Liu & Barabasi, 2016).
The system dynamics of this network in the concrete physical
realm are influenced by the recycling and repurposing of the
type of materials that are formed. A related issue is to find good
ways of presenting energetic and thermodynamic aspects of
real cellular life in relation to our model. We aim to extend our
modeling approach with a method(ology) for including systems
biological knowledge of gene regulatory networks and
metabolic pathways. An eco-evolutionary framework needs to
be developed for studying evolution of life from the living
systems perspective using our model as a connecting element
between theory and reality of life’s complexity evolution—
After all, living cells are evolutionary adaptive entities and can
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only fully be understood in relation to their living environment.
We also need a way to describe cellular reproduction as a key
operation that the components perform together as an
organismic whole. We continue our search for practical ways
of linking further living systems viewpoints, such as symbiosis
(King, 1977), cooperation (Stewart 2019) and hypercycles
(Eigen & Schuster, 1977, 1978a, 1978b), to our model.

Conclusion

The MIC model describes parallel processes and flows in a
generic cell. It combines several existing theories of life. It is
possible to extend the model to a broad class of biological and
life-like systems.
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Abstract

One of the defining, foundational axes of enactivism was its
emphasis on the necessary relation between cognition and
phenomenological experience, assumedly rooted on the par-
ticular, organizationally recursive nature of autonomous sys-
tems. However, in spite of many advances, there is no con-
clusive understanding about the emergence of this experien-
tial dimension yet; a conundrum that has lead to contrast-
ing positions within the framework. In this context, we sug-
gest that an enactive, not fully committed interpretation of
ideas from the Integrated Information Theory of Conscious-
ness (IIT) may result fruitful; In particular, the formal notions
of intrinsic information and integration as indicative of an in-
trinsic perspective and emergence respectively.

Autonomy and phenomenology

Maturana and Varela (1973) claim that, given their recur-
sive nature, autopoietic systems possess an intrinsic iden-
tity underlied by the autonomous subordination of struc-
tural changes to the preservation of their organization; de-
termining an independent and self-contained (biological)
phenomenological subdomain (Maturana and Varela, 1973,
p.69,p.110). In later work, and in order to account for a gen-
eral notion of autonomy beyond cellular specificities, Varela
(1979) introduced the formal concept of organizational clo-
sure, characterizing autonomous behavior in terms of oper-
ations within a self-referential space of transformations.

In The Embodied Mind (Varela et al., 1991) autonomy
is characterized in enactive terms, in light of an embod-
ied and embedded view on cognition. This is illustrated
with Bittorio, a minimally autonomous cellular automata
described as capable of bringing forth a domain of signif-
icance by selectively enacting external regularities (hence,
displaying cognitive behavior), but considered obviously de-
void of experience (e.g. in contrast to color perception)
(Varela et al., 1991, p.150-157). This gap is the crux of the
matter; why/how some varieties of autonomy would entail
phenomenological experience and not others? While Varela
(1997) claims that is the autonomy of living systems that pro-
vides a referential perspective for meaning and intentionality
in phenomenological terms. And that experience, as for us,
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results from the particular nested and sensorimotor nature of
the autonomy of the nervous system; there is still no deci-
sive justification for this assumption. This has lead to, very
broadly speaking, traditional positions (Di Paolo, 2005; Eg-
bert and Barandiaran, 2014; Barandiaran, 2017; Di Paolo
et al., 2017; Froese and Taguchi, 2019), more or less radical
positions (Hutto and Myin, 2012, 2017; Abramova and Vil-
lalobos, 2015; Villalobos and Silverman, 2018), and other
approaches leaning towards more representational explana-
tory stances (Clark, 2016; Seth and Tsakiris, 2018).

Formalizing autonomy

For an autonomous system, its dynamic interactional se-
lectivity will determine different state transitions, mediated
by environmental circumstances, so that (st;,er) +— sty
(where st; and st, are states of the system, and ej is an
environmental state). Because every system is influenced
by environmental interactions, such mappings are normally
many-to-one; therefore, whenever an enaction takes place,
there is a categorization determined by the particular nature
of the autonomy, which implicitly specifies a certain struc-
tural instantiation, with some inherent sensitivity and pos-
sibilities for action; It is in this sense that an enaction is si-
multaneously a distinction and an action. For a deterministic
case, we can define an enaction set as the set of all environ-
ments enacted in the same way, a related function that maps
pairs of states to these sets, and sets of enaction categories
containing the valid transitions available to a system:

es(st;, sty) = {ex : (sti,er) — stz } (1)
fes(sti, sty) == {ex : (sti,er) — sty }. 2)
ec(sti, sty) := (Sti, Sty fec(Sti, sts)). 3)

In spite of their simplicity, these definitions allow us to
determine relevant properties of a (relatively simple) au-
tonomous system, such as its organization, selectivity, or
structural degeneracy. An exhaustive (and wonderful) illus-
tration of the dynamic properties of autonomy, in the context
of autonomous patterns in the Game of Life, can be found in
(Beer, 2004, 2014, 2020a,b).
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Integrated information?

Even if powerful, our current formal descriptions of au-
tonomous systems seem unable o caplure some important
qualities associated to a phenomenological dimension: in
particular, the above mentioned notions of phenomenolog-
ical {operational) domain and the emergence of a global co-
herence. In this context, to explore the possibility of incor-
porating concepts from the Integrated Information Theory
of Consciousness (1T), such as intrinsic information and in-
tegration, probably by making an enactive reinterpretation,
may result fruitful,

The IIT considers selectivity to be a requirement for in-
trinsic information, as it underlies the capacity of a mecha-
nism to constraint past and future system’s states: s cause-
effect power. Cause-effect information is conceived as a
measure of how relevant a change is, from the perspective
af the svstem irself” (Oizumi et al., 2014) which is given by
the minimum (shared) between cause (ci) and effect (ei) in-
formation, For simplicity’s sake, we will make use of the
example system presented in Oizumi et al. (2014) (fig. 1),
where, given a system of mechanisms A,B and C; cause and
effect information can be obtained from:

ci = D(p(ABC?

A" =1} || p"(ABCT))  (4)
ei = D(p(ABCY | A° = 1) || p“*(ABCT))  (5)

Here, p{ ABC? | A= 1) and p{ ABCT | A°= 1), called
cause and effect repertoires, are the constrained probability
distributions Tor past and future system’s states, given that
A= 1; the superscripts .” and ' stand for past, current and
future, and ** denotes unconstrained distributions; whereas
[, represents the distance between distributions, measured
using the earth mover's distance { EMD) method.

In turn, integration implies that a system able to support
emergent experience must be an irreducible whole, not far
from the enactive premise of an emergent identity, even if
the specific sense of emergence (Chalmers, 2011} is not al-
ways unequivocal. Unfortunately, as described by Mediano
et al. (2008), different methods for measuring the integra-
tion of a system yield inconsistent results, which is obvi-
ously problematic for conclusive interpretations. Although
less specific, we could consider using a more reliable mea-
sure for integration like that from De Rosas et al. {2020):

W (V) = I(Vis Vi) = 3 T(XF: Vi) (6)

While both approaches consider systems to exist intrin-
sically and to be intrinsically determined (even if suscepti-
hle to external perturbations) by means of their organization
(causal structure); practically, this can be implemented in
different manners. Indeed, IIT's repertoires are evaluated by
fixing the environment and defining a new transition matrix
whenever is needed; this however, if we conceive system’s
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Figure 1: Minimal example system introduced by Oizumi
etal, (2014) in the last (3.0) version of [IT.

transitions in terms of enaction, would be obscuring the fact
that such transitions entail (syntactic, but phenomenologi-
cally relevant) distinctions. More concretely, if, for instance,
we change the environment (element D=(0/1) from figure 1,
we could certainly specify two transition matrices, but iso-
lated these are unable to reflect the full range of available
enactions, which are closer to be the actual distinctions from
the perspective of the system (see table 1),

| ec | st; | ENUL | sty |
el | 000 {ene } 0
e2 | 000 {envs} 100
ed | 001 | {envy,enva} | 100
ed | 010 | {envy,enve} | 101
e5 | 011 | {envy,ena} | 101
et | 100 {env } 001
e? | 100 {enw } 101
ed | 100 | {envy,enve} | 111
e? | 110 | {envy, ena} | 100
eld | 111 | {envy,enva} | 110

Table 1: The superset of enaction categories available to
the system ABC after 1aking both environmental conditions
(ABCD, for D=0 and D=1) into consideration

Thus, we could define a slightly different cause and effect
repertoires as distributions of the enaction categories that
have led to-, or will inform of affordances with respect to
the current state of a mechanism. Of course, in order to en-
sure congruence when guantifying information, the uncon-
strained distributions must change accordingly.

d-sBuipaaoold/jes)/npajiwioallp//:dpy wouy papeojumoq

€ |BSl/6GYSE0T/ L/VEICZOZIES! /P

20z Atenuer g uo Jesn OLNIYL I V.LISHIAINN Ad 4pd 26500



References

Abramova, K. and Villalobos, M. (2015). The apparent (ur-
)intentionality of living beings and the game of content.
Philosophia, 43:651-668.

Barandiaran, X. (2017). Autonomy and enactivism: Towards a
theory of sensorimotor autonomous agency. Topoi, (36):409—
430.

Beer, R. (2004). Autopoiesis and cognition in the game of life.
Artificial Life, (10):309-326.

Beer, R. (2014). The cognitive domain of glider in the game of life.
Artificial Life, 20:183-206.

Beer, R. (2020a). Bittorio revisited: Structural coupling in the
game of life. Adaptive Behavior, 28(4):197-212.

Beer, R. (2020b). An integrated perspective on the constitutive
and interactive dimensions of autonomy. Proceedings of the
ALIFE 2020: The 2020 Conference on Artificial Life, July
13-18:202-2009.

Chalmers, D. (2011). Strong and weak emergence. In: The Re-
Emergence of Emergence: The Emergentist Hypothesis from
Science to Religion. Oxford University Press., pages 244—
256.

Clark, A. (2016). Surfing Uncertainty: Prediction, Action and the
Embodied Mind. Oxford University Press.

De Rosas, F., Mediano, P., Jensen, H., Seth, A., Barret, A., and
Carthart-Harris, R. (2020). Reconciling emergences: An
information-theoretic approach to identify causal emergence
in multivariate data. PLOS. Computational Biology, 16(12).

Di Paolo, E. (2005). Autopoiesis, adaptivity, teleology, agency.
Phenomenology and the Cognitive Sciences, (4):429-452.

Di Paolo, E., Burhmann, T., and Barandarian, X. (2017). Sensori-
motor Life: An enactive proposal. Oxford University Press.

Egbert, M. and Barandiaran, X. (2014). Modeling habits as self-
sustaining patterns of sensorimotor behavior. Frontiers in Hu-
man Neuroscience, 8(590):1-15.

Froese, T. and Taguchi, S. (2019). The problem of meaning in ai
and robotics: Still with us after all these years. Philosophies,
4(2).

Hutto, D. and Myin, E. (2012). Radicalizing Enactivism. Basic
minds without content. MIT Press.

Hutto, D. and Myin, E. (2017). Evolving Enactivism. Basic Minds
Meet Content. MIT Press.

Maturana, H. and Varela, F. (1973). Autopoiesis: the organiza-
tion of the living. [De maquinas y seres vivos. Autopoiesis:
la organizacion de lo vivo]. 7th edition from 1994. Editorial
Universitaria.

Mediano, P, Seth, A., and Barret, A. (2018). Measuring integrated
information: Comparison of candidate measures in theory
and simulation. Entropy, 21(1):17.

Oizumi, M., Albantakis, L., and Tononi, G. (2014). From the phe-
nomenology to the mechanisms of consciousness: Integrated
information theory 3.0. PLOS Computational Biology, 10(5).

480

Seth, A. and Tsakiris, M. (2018). Being a beast machine: The
somatic basis of selthood. Trends in Cognitive Sciences,
22(11):969-981.

Varela, F. (1979). Principles of Biological Autonomy. North Hol-
land.

Varela, F. (1997). Patterns of life: Intertwining identity and cogni-
tion. Brain cognition, (34):72-87.

Varela, F., Rosch, E., and Thompson, E. (1991). The embodied
mind: Cognitive science and human experience. The MIT
Press.

Villalobos, M. and Silverman, D. (2018). Extended functional-
ism, radical enactivism and the autopoietic theory of cogni-
tion: prospects for a full revolution in cognitive science. Phe-
nomenology and the Cognitive Sciences, 17:719-739.

#20z Atenuer Lg uo Jesn O LNIHL 1A VLISHIAINN Aq 4pd° 26500 € 1eSI/6G7SE0Z/L/vE/2Z0zIes!ypd-sBulpaadoid)les)/npajiw-joalip//:diy woly papeojumoq



Towards Hierarchical Hybrid Architectures for Human-Swarm Interaction

Jonas D. Rockbach!2, Luka-Franziska Bluhm', and Maren Bennewitz?

'Human-Machine Systems, Fraunhofer FKIE, Wachtberg, Germany
2Humanoid Robots Lab, Computer Science VI, University of Bonn, Germany
jonas.rockbach @fkie.fraunhofer.de

Abstract

This contribution summarizes an integrated view on human-
swarm interaction which investigates how human cognition
should be joined with the distributed intelligence of robot
swarms. From our perspective, a capable human-swarm hy-
brid that is embedded in the world can be formalized as nested
agent interaction matrices that are hierarchically organized.

Human-Swarm Interaction

A joint human-swarm loop (JHSL) is a hybrid agent where
humans are joined with a robot swarm via interfaces to
solve particular tasks in the world (Hasbach and Bennewitz,
2021). While swarm engineering is the discipline that fo-
cuses on the design of robot swarms (Dorigo et al., 2021),
human-swarm interaction (HSI) investigates how the cogni-
tive decision making capabilities of humans can be merged
with the distributed intelligence of robot swarms (Hasbach
and Bennewitz, 2021; Kolling et al., 2016).

In general, a JHSL is made of at least three interdependent
facets; humans, swarm robots, and interfaces. Recently, we
have proposed a view on HSI that aims at integrating these
different facets, or views, of the JHSL (Hasbach and Ben-
newitz, 2021). From this integrated perspective, humans,
robot swarm and interfaces are considered to be the build-
ing blocks for designing an intelligent hybrid agent that is
situated in the world. We therefore proposed that HSI could
also be interpreted as (hybrid) human-swarm intelligence.
Fig. 1 shows a simplified summary of the human-swarm in-
telligence design space.

In this contribution, we summarize an aspect of our previ-
ous work by elaborating on how a JHSL can be formalized
as nested interaction matrices that are hierarchically orga-
nized and what this means for the design of HSI.

Hierarchical Hybrid Architecture
Intelligent Hybrid Agents

AJHSL L = {H,S,C, I} can be described as a set of hu-
mans H, swarm robots S, components C C {H, S}, and
local interaction matrices I. A component c; is a group of

481

interface

interaction
design

HSI

operator
training

swarm
engineering

human swarm
Figure 1: The triad of human-swarm intelligence summa-
rizes its main facets and design dimensions: human (opera-
tor training), swarm (swarm engineering), and interface (in-
teraction design, e.g., user experience). Adapted from Rock-
bach and Bennewitz (2021).

locally interconnected human and swarm agents that must
interact to achieve subgoals as a collective. The agents may
participate in multiple components simultaneously. The set
of local interaction matrices I defines the information ar-
chitecture of the JHSL, i.e., the (possible) local interactions
inside and between agent components C' (Hasbach and Ben-
newitz, 2021; Heylighen, 2001; Simon, 1982). For exam-
ple, a subswarm engaged in a collective decision making
task (Hamann, 2018) in a local area can be considered a
component ¢; that is determined by the locally dense agent
interaction matrix ¢; that in turn is a subset of the overall
agent interaction possibilities 1.

In general, an intelligent JHSL L must deal with the dy-
namics in the world F by implementing sensory-action rules
that enhance the probability of reaching a desired target state
€goal € E (Russell and Norvig, 2016; Wooldridge, 2009).
Therefore, the interaction possibilities I between humans
and the robot swarm should not be the design goal itself but
rather the means in order to maximize the capabilities of the
JHSL that gets the tasks done in particular situations (Holl-
nagel and Woods, 2005). More specifically, the complex-
ity of the interaction dynamics should be kept as minimal as
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possible while the capability of the JHSL to reach goal states
should be as maximal as possible (Hasbach and Bennewitz,
2021). This design principle is vividly demonstrated by the
sparsely connected interaction matrix of the human nervous
system (Geng et al., 2018).

In sum, three layers of nested interaction networks are de-
fined in our framework:

1. Layer 1: The sensor-decide-action loops in each partici-
pating agent that determines the behaviour of a single hu-
man or robot agent.

2. Layer 2: The sensor-decide-action loops combined by the
participating agents in each component that determines
the behaviour of a functional subgroup of interacting hu-
man and robot agents.

3. Layer 3: The sensor-decide-action loops combined by the
components that determines the behaviour of the overall
JHSL.

Thus, layer 1 is nested in layer 2 which in turn is nested in
layer 3. Note also that the layers refer to modelled abstrac-
tions of the JHSL, rather than to actual physical differences.

Hierarchical Hybrid Architecture

Consider a JHSL that is part of a search-and-rescue sce-
nario (Hasbach and Bennewitz, 2021; Murphy, 2014). The
main purpose of such a hybrid disaster response team is to
locate, evacuate and treat a maximum number of victims
while minimizing the risk for the own participating agents.

C2 base

robot ad-hoc network
: swarm components

humans €1

Figure 2: Example of a JHSL situated in a world with a
search-and-rescue scenario. The C2 base is coupled with
relevant task features of the environment, such as the health
state of victims, via the robot ad-hoc network where humans
and robots form local components that act in the environ-
ment. A possible path between C2 and the task feature fo
via the JHSL components is shown in blue.

Fig. 2 shows an example of a search-and-rescue JHSL in a
simplified N2 environment. A socio-technical command and
control (C2) base is placed at a save location in the west with
the role of coordinating different assets (Bluhm et al., 2021).
Similar to the control architecture of the nervous system (Al-
bus, 1981; Hasbach and Bennewitz, 2021; Hohwy, 2013),
C2 constitutes a higher-order structure that has a broad view
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of the situation but also needs time to decide. On the other
hand, the two deployed search-and-rescue operators that can
be seen in the centre have a more narrow-detailed view of
the situation while they can act directly, and therefore faster,
in the environment. The robot swarm subsets in turn are lo-
cated directly at relevant but hostile parts of the environment
F, F C FE, in the east and have once again a narrower view
with shorter reaction times. The robots participating in ¢y
and ¢ form two dense interaction submatrices that render
them a component, or a team, nested inside the larger hybrid
interaction matrix.

To conclude, the swarm S can take the role of interfac-
ing higher-order human agents with relevant task features
in order to extend the human sensory-motor range (Has-
bach and Bennewitz, 2021; Rockbach and Bennewitz, 2021;
Sheridan, 1992). This hierarchical hybrid architecture of the
JHSL is shown in Fig. 3.

broad slow

human teams

reaction
time
subswarms

fast

situational
view

buttom up
top down

narrow | task features

world

Figure 3: Model of layer 3 that shows the hierarchical hybrid
architecture for HSI with narrow-fast loops at the front-end
to relevant task features and slow-broad loops at the back-
end of the organizational hierarchy.

As adaptation is considered the underlying principle of
decision making in complex worlds (Ashby, 1960; Hasbach
and Witte, 2021; Hollnagel and Woods, 2005), the JHSL
must be able to dynamically adjust its interaction matrices
to different situations. For example, imagine the situation
where a search-and-rescue team locates possible victims that
it cannot treat by its own capacity. How should the hybrid
interaction matrix of layer 2 and layer 3 adapt? If available,
the local team could call for other assets in the area that may
either allocate by themselves or are guided by the C2 ele-
ment. When these allocated assets join the first-responder
team, they will start working together (Coucke et al., 2020;
Salas et al., 2008), i.e., form a new enhanced component‘ in
terms of a locally denser interaction matrix compared to the
rest of the system.

Importantly, it should be remembered that the organiza-
tional structure of the JHSL (Fig. 2) should be adapted to
the current situation. The design of HSI must take such con-
siderations of hybrid intelligence into account.

!The enhancement of a subsystem by joining other agents is a
simplification, see Hamann and Reina (2021).
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Abstract

Spatial resolution is relevant for many processes in population
dynamics because it may give rise to heterogeneity. Simulating
the effect of space in two or three dimensions is
computationally costly. Furthermore, in Euclidean space, the
notion of heterogeneity is complemented by neighbourhood
correlations. In this paper, we use an infinite-dimensional
simplex as a minimal model of space in which heterogeneity is
realized, but neighbourhood is trivial and study the coexistence
of viral traits in a SIRS — model. As a function of the migration
parameter, multiple regimes are observed. We further discuss
the relevance of minimal models for decision support.

Spatial Resolution in Population Dynamics

It is well known that population dynamics in spatially
resolved systems show features not observed in homogeneous
systems (Sun et al., 2021). Spatially structured systems enable
microenvironments that give rise to local “symmetry
breaking” or spatial heterogeneity. Not all microenvironments
have to be in the same state, even if the fundamental laws
governing the local dynamics are the same everywhere. This
spatial heterogeneity may result from stochastic effects and/or
reaction-diffusion processes, e.g. shown in (Turing, 1990) or
the complex dynamics emerging in seemingly simple bacteria
(Govindarajan et al., 2012; Shapiro et al., 2009).

A broad class of processes combine colocalization of
individuals with the transfer of an attribute from an individual
with this attribute to one without it. This transfer can conserve
the attribute or replicate it. The former case is relevant in the
study of conserved quantities in physics or economics,
whereas the latter represents processes that one can
understand as infections or, regarding information in societies,
as knowledge transfer or teaching processes.

As application, we study a minimal model of spatial
resolution to a variant of the SIRS — model with two traits:

S+1,—%—>21,
.
R+, —E>2I;
R —%S 1)
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As usual, the variable S represents susceptibles, [, infected,
and R, recovered. The index k € {1,2} represents the multiple
traits. We set k=1,2=k =2,1. The parameter «, models
the infection, p, recovery, v, waning immunity and &,
cross-infection. We emphasize that models as given in egs. (1)
are not restricted to diseases but can be transferred to, e.g., the
spread of cultural innovations (Walker et al., 2021).

In egs. (1), the infection processes are modelled by a single
parameter «,,&, respectively. As a motivation for the
presented minimal model relevant, these parameters combine
(at least) three variables: The infectivity of the [, the
susceptibility of S,R, and the contact rate of the infected and
the susceptibles.

In a conventional SIRS model, there is no easy way to
disentangle physiological parameters (infectivity,
susceptibility) from the influence of the contact rate. One
could think that doubling the contact rate can be represented
by a twofold increased infection rate ¢, . This holds for low
physiological  infection/susceptibility =~ parameters,  but
saturation effects kick in for higher values. This can easily be
understood if one considers that it is not the number of
contacts alone but also the time of exposure that influences
the risk of infection. Transmission processes which require
proximity and time of exposure (thereby limiting the number
of potential sources of infection) eventually reach a saturation
level for the infectivity.

Minimal Models: Epidemiology on an Infinite
Dimensional Simplex

Besides understanding a specific situation, we claim that there
is an interest in studying generic phenomena resulting from
spatial resolution. Whereas a study that aims to understand the
details of a specific epidemiological development should map
the real world as precisely as possible (complete models), a
study focusing on generic properties should work with a space
as simple as possible.

The notion of “space” combines a variety of mathematical
structures; first, the concept of space implies that one can
distinguish between here and there. Furthermore, spaces such
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as the three-dimensional Euclidean space allow to quantify the
“theres” (means ‘“non-heres”) by a notion of distance and
thereby invoking the notion of neighbourhood and
neighbourhood correlation. Studying such spaces gives
detailed insight into the processes taking place in them but is
computationally expensive.
Probably the simplest structure that allows some form of
spatial heterogeneity but with only a trivial notion of
neighbourhood is an infinite-dimensional simplex. For our
purposes, a simplex is a set of discrete locations or nodes that
are all mutually connected. If the number of these locations
goes to infinity, one speaks of an infinite-dimensional
simplex. In our investigations, a location contains two sites,
see Fig. 1. Each site is occupied by a representative of the five
species S,1,,R, or empty (occupied by a V). As discussed in
(Fiichslin et al., 2019; McCaskill et al., 2001), the key point of
such a simplex is that it enables to implement a mean-field
formulation of a dynamics as given in eq. (1). The
fundamental observation underlying this is that since all
locations experience the same neighbourhood (all locations
are mutually connected), the probability of being in a specific
state is equal for all locations. Influx of a representative X of
one of the species into a location is determined by a mobility
parameter m , the number of empty sites on the location and
the average X on all other locations, see Fig. 1.
More formally, if U denotes the set of all allowed states
u=(s,i,i,,n,1,) and x(u) gives the number of x in a state
ueU, we must calculate the (time-dependent)
probabilities P(s,i,,i,,%,%;t) . Because we have two sites per
location, it must hold O<s+i+i,+r+r<2. The
probabilities P(s,i,,i,,%,%;t) are combined into a vector P(¢)
, and one writes the dynamics of the system as:

PO _ acPaypa) @

dt
Here A(P(1)) is a matrix that depends on P(¢). To illustrate
the construction of A(P(t)), we analyze the dynamics of the
state s = 1,7, =1,i, = 0,7, =0,, =0 . This state can be reached or
left either by internal epidemiological dynamics (egs. (1)) or
by influx from some other site.
vz A B c o

TR ne0 4 B 0
Figure 1: Longterm Averages as a function of the migration parameter
m . The other parameters are: o, =3.0,a,=2.0,5=0.03,£,=0.04,

p,=0.12,p,=0.04,v, =v, =0.01 . Time is given in days. The inlet shows

a simplex of six locations with two sites at each location.

For the internal dynamics, we get:

dP(1,1,0,0,0;1)

=—a,P(1,1,0,0,0;¢) +v,P(0,1,0,1,0;¢
7 ( )+viP( )(3)

epi

+,P(0,1,0,0,1;7)
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For state changes induced by migration, we get:

dP(1,1,0,0,0;7)

" =mSP(0,1,0,0,0;¢)+mI,P(0,1,0,0,0;¢)

mig
-2mVP(1,1,0,0,0;¢)
The averages X are (with?7 =2—-8 -7 ~1,-R -R,):

1

X = x(u)P(u;t) (5)
uel

As an example, we use this formalism to study an essential
effect of spatial heterogeneity, namely the coexistence of
different traits in a population. In recent times, questions
concerning the coexistence of different traits of viruses gained
attention in epidemiology (Ackleh et al., 2016; Guo & Wang,
2022; Roberts et al., 2015). As it turns out, the coexistence of
traits appears in our model, see Figure 1, where the averages
the system approaches after long time are shown as a function
of m . We distinguish regions A, B, C, and D in which either
no, one or both traits exist. The simple model we present
illustrates an effect which is relevant with respect to public
health: In case of co-existing traits, reducing m may decrease
one trait, but lead to an increase of the other trait. This
phenomenon is no surprise but needs to be considered, if the
two traits differ in the severity of the disease they cause.

Discussion

It is clear that the presented model is not suited for predicting
the course of an actual pandemic. The model is much too
simple (no age dependency, et cetera), and the spatial
structure does not reflect any actual geography. However, it
still teaches us some important lessons: First, the coexistence
of different viral traits is potentially possible but depends on
the migration rate m (equivalent to the contact rate). Second,
and more important for decision support, a decrease in the
contact rate may suppress one trait that is dominant at higher
contact rates. The decrease may, however, give room for a
trait with different properties.

The SARS-CoV-2 pandemic resulted in a massive increase of
interest in mathematical and model-based epidemiology. In a
recent review (Gnanvi et al., 2021), the authors compare
different simulation techniques for modelling the dynamics of
the SARS-CoV-2 pandemics (Compartment models of the
SIR- or SEIR type (46%). Only 1.3% of the studies used
agent-based models). Most of these studies focused on a
particular case in a specific geographic setting. This approach
is sensible, particularly because the contact structure of the
populations in different countries is known with a resolution
concerning age and type of activity (Fumanelli et al., 2012;
Prem et al., 2017). These are “complete” models in that they
try to include as much of reality as possible. This comes at a
price: The models contain many parameters and, in
consequence, are difficult to calibrate. In contrast, minimal
models may give only qualitative insight into the processes
they analyze. However, this comes with the advantage that it
is often easy to relate cause and effect. More concretely,
concerning epidemiology, even if minimal models are not
suited as tools for prediction, they justify a detailed scrutiny of
variants of minor importance. This is because these variants
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may become relevant after changing system parameters, e.g.
via non-pharmaceutical interventions.

Giving a justification for (expensive) observations is highly
relevant in decision support; it is an example of the value and
importance of modelling for politics and society and helps
strengthen the role of science and artificial life, in particular.
Acknowledgments. This work has been partially supported
by the EU — funded project ACDC (Grant Agreement No.
824060) and a project of the FOPH (Federal Office of Public
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Abstract

To feed the growing human population we require increased food
production and security, while using less land and causing less
environmental damage. Significant changes in agriculture are
needed to meet these demands. One widely touted solution is smart,
Al-enhanced Agricultural Technology. In this article we argue that
improved technology is insufficient to address the needs of many
farmers, but that by taking a whole-of-system approach native to
Artificial Life we can shift towards creating sustainable, ethical and
effective AgTech. This can innovate industrial agriculture in
developed nations and benefit small landholders from vulnerable
communities, whilst reducing the environmental impacts of food
production globally.

Introduction and background

The rapidly increasing human population demands more food,
and more reliable food production, but significant changes in
agricultural practices are needed to meet these demands under
urban intensification, in an increasingly unpredictable climate,
whilst reducing poverty, resource consumption and
environmental damage [1, 2]. The majority of the world’s
farmers operate very small plots in developing nations [3].
Agricultural Technology (AgTech) can potentially reduce their
poverty, increase their well-being and food security [4], and
drive economic development [5], but it hasn’t yet, and it won’t,
unless changes are made in how it is created, applied and
socially integrated. “AgTech” encompasses electronics and
algorithms for monitoring, managing and harvesting crops and
livestock, agrochemicals and biotech for growing and breeding
robust nutritious food, even processes for marketing and
distributing food [6, 7]. The data-driven digital technological
aspects of AgTech are being prominently disrupted and
improved by Artificial Intelligence (AI) [8-10]. However, the
impacts of AgTech on food security and poverty are
exceedingly complex, context-specific, and have little to do
with the technological components of the situation that Al
addresses most directly [4, 11]. Consequently, increased data
availability and naive AgTech enhancements via Al miss key
factors relating to trust, reliability and social integration
required especially for adoption by small-holder and
subsistence farmers [8, 11]. They can generate substantial
environmental footprints when used by large scale industry that
may be forced upon developing nations (although, see [12]). Al
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and data-enhanced AgTech is therefore no silver bullet. A new
approach is needed to lessen social and technological division.
Relevant factors that must be incorporated into AgTech
research include cultural, social, political and economic
concerns that determine the relationship between humans, food,
and environment [13]. Improved technology is only one issue
for sustainable and ethically feeding people (e.g. [14, 15]).

Here, we link ideas from within the field of Artificial Life (AL)
to sustainable, ethical and effective AgTech. These ideas aren’t
unique to AL, some are explored in fields addressing
agriculture’s social and environmental aspects. However, the
multi/inter/trans-disciplinarity of AL links these aspects and
technology, and this is specific to the field. Below we classify
and discuss AL’s potential contributions to AgTech.

Why should Artificial Life focus on AgTech?

Artificial Life is a scientific research field that studies natural
living phenomena (e.g. organisms, ecosystems, social systems)
through research and experimentation with artificial processes,
often synthesised in software [16, 17]. Through its concerns
with dynamics, synthesis, interactions and complex adaptive
systems, AL offers broad, powerful perspectives for AgTech
beyond Al-enhanced smart technology (e.g. [10]) and
attainment of quantifiable engineering goals. AL principles
point AgTech towards ethical food production situated within
a whole-of-system context. We classify its contributions as: (i)
Understanding and perspective; (ii) Simulation and modelling;
(iii)) Design and innovation; (iv) Intervention. This
categorisation is counter to our intuition as AL researchers that
linearity is appropriate, but it is selected for alignment with
product lifecycle stages: requirements solicitation, design,
development and testing, manufacture, sales, deployment, and
customer relationship management.

(i) Understanding and perspective. As noted above, a key
point brought home by AL’s attention to complex adaptive
systems, is that AgTech operates within a hybrid social,
economic, technological, agricultural, climatic, ecological,
biological system. If overall system behaviour is poorly
understood, technological intervention will be unpredictable
and failure prone. AL, as a “systems thinking” native, explores
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cascades of causal effects of technology beyond a myopic
focus, e.g. on profit or crop yield, to encompass users’ changes
of practice and thinking as they interact with AgTech within
extended social and environmental feedback loops. An AL
perspective implies transdisciplinary co-design and a
requirement to understand AgTech’s consequences for people,
land and environment [13] by unravelling the system's
hypothetical trajectories — even if this approach is not (yet)
widely adopted within the field itself. This can be achieved via
participatory modelling strategies (e.g. (Evolved) Double
Diamond [18], Companion Modelling [19]) that link relevant
simulations (see (ii) below), stakeholders and researchers in
design processes to aid social learning and innovation and to
generate new, sustainable and just social, technological,
environmental processes.

(ii) Simulation and modelling. AL often adopts interactive
computer models and simulations to acquire a preliminary
understanding of complex adaptive system behaviour [17, 20].
Only when this has been achieved is it sensible to decide what
real challenges should be addressed, what system components
or processes are suited to intervention, and what tools are best
for intervention. This last point is important because AgTech is
only one potential element of food security. Other options
include improved land management processes [21, 22] social
technologies [23-25], even the avoidance or removal of
counter-productive or toxic technology [26, 27].

AL’s diverse simulation techniques (e.g. agent-based models,
cellular automata, L-systems, network-models) have been
applied to bee-pollination [28], land use [29], plant/herbivore
interactions [30] and livestock movement [31]. Spatial
ecological interactions, information exchange, trade and
cooperation in social systems and technology innovation, also
form relevant streams in AL simulation research [32-35]. Such
approaches can shift AgTech to explore new ideas, promote
engagement, and anticipate implementation outcomes.

(iii) Design and innovation. The design, development and sale
of current AgTech falls largely within engineering and
technology industries. Examples include data platforms, smart
farm tractor control and coordination, UAVs, greenhouses,
water / nutrient supply systems, monitoring tools, and robotics
[8, fig.4]. If tech-focused design processes dominate,
manufacturers may entice farmers into ongoing, potentially
unsustainable, complex relationships of dependence, such as
sowing crops engineered for resistance to glyphosate [36].
They are also likely to develop technology assuming farms aim
for profit and increased yield, underlying assumptions that can
further divide largescale industrial wealth from subsistence
farming poverty [37]. AL simulations can explore how the
design and diffusion of technology alters unfolding societal
technological dependencies, economies and ecosystems [38].

In software industries software-as-a-service contracts with
individual users may support companies to maintain products
and customer satisfaction [39]. Iterative user experience
surveys can help technology address customer requirements
within changing application landscapes [40]. AgTech can
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potentially extend these approaches to sustain interactions
between technology and local, dynamic, social and ecological
environments after roll-out. However, the diversity of
stakeholders, from rural subsistence farmers to multinational
corporations, makes this a costly proposition since with it
comes vast differences in literacy, digital connectivity and
communication preferences or constraints. If these hurdles are
not leapt, AgTech risks increasing social division by ignoring
the voices of the majority of farmers, who operate plots of less
than 2 ha. [3, 41], and forcing them into unsustainable
practices. This eventually has ramifications felt by industrial
agriculture through international cascades of environmental
destruction, famine, war and mass migration (exacerbated by
climate change) — scenarios that AL simulations can explore
[42, 43]. The preferred scenario is an AgTech that doesn’t
impose a-contextual technology’s limitations on local
practices. By investing in co-design and flexible (perhaps
simulation-informed) implementation at a local scale, industry
facilitates the shift of farmers from users to “active agents” (a
prominent AL topic) who learn as they design relevant,
sustainable, culturally coherent agrisystems [44]. This ethical
approach empowers farmers to appropriate technology on their
terms, adds to its longevity and immeasurably improves its
value [45].

(iv) Intervention. If stages (i-iii) lead a co-design team to agree
on technological intervention, this doesn’t imply a “set and
forget” mentality will succeed. Beyond initial intervention too,
the principles of complex systems guidance familiar to AL
researchers suggest that the farmer must continue to participate
[46, throughout] in continuous iterative monitoring and
adaptation of the dynamical system with novel technology as
an untried component. User engagement and empowerment are
key to managing this responsibility. Even if the system is
understood prior to intervention, no model can predict
behaviour subject to as many external influences, feedback
loops and degrees of freedom as technology situated within
agriculture; an exemplar of complexity. We also expect
adaptation and evolution, of both biological and social
components to occur. Stakeholders must continually learn and
renegotiate the role of AgTech within the agrisystem — the
system must be tweaked interactively from inside, a
requirement with which many AL researchers are familiar — if
food security is to be achieved. AL could further contribute
experience with evolving complex systems to developing new
adaptive management processes and tools.

Conclusion

Embedding approaches (i-iv) into participatory adaptive
management processes [46], enhanced by technology, with
stakeholders as full partners, would be a revolutionary vision
of people empowered by AgTech to adaptively manage and
steer their complex agricultural systems. Artificial Life’s
approaches have the potential to establish the paradigms to
achieve this. We challenge the community to embrace
participatory approaches and combine them with our unique
technological expertise to make this vision a practicable reality.

#20z Atenuer Lg uo Jesn O LNIHL 1A VLISHIAINN Aq 4pd° 26500 € 1eSI/6G7SE0Z/L/vE/2Z0zIes!ypd-sBulpaadoid)les)/npajiw-joalip//:diy woly papeojumoq



10.

1

—_

12.

13.

14.

References

Tallis, H.M., et al., An attainable global vision for
conservation and human well-being. Frontiers in Ecology and
the Environment, 2018. 16(10): p. 563-570.

Vagsholm, 1., N.S. Arzoomand, and S. Boqvist, Food
Security, Safety, and Sustainability—Getting the Trade-Offs
Right. Frontiers in Sustainable Food Systems, 2020. 4(16): p.
1-14.

Lowder, S.K., M.V. Sanchez, and R. Bertini, Which farms
feed the world and has farmland become more concentrated?
World Development, 2021. 142(105455).

Delanvry, A. and E. Sadoulet, World poverty and the role of
agricultural technology: direct and indirect effects. Journal of
Development Studies, 2002. 38(4): p. 1-26.

Tripp, R., Technology and Its Contribution to Pro-Poor
Agricultural Development. 2005, Agriculture and Natural
Resources Team - UK Department for International
Development. Available from:
https://www.fao.org/sustainable-food-value-
chains/library/details/en/c/267205/.

Watz, E., Digital farming attracts cash to agtech startups.
Nature Biotechnology, 2017. 35: p. 397-398.

Murase, H., Special issue on Artificial intelligence in
agriculture. Computers and Electronics in Agriculture, 2000.
29(1-2): p. 1-178.

Southwood, R. and K. Wong, Building a Data Ecosystem for
Food Security and Sustainability in AgTech V3.0.2021,
International Center for Tropical Agriculture (CIAT) /
CGIAR: Cali, Colombia. p. 1-35. Available from:

https://hdl.handle.net/10568/111666.
Spanaki, K., et al., Disruptive technologies in agricultural

operations: a systematic review of Al-driven AgriTech
research. Annals of Operations Research, 2022. 308: p. 491-
524.

Smith, M.J., Getting value from artificial intelligence in
agriculture. Animal Production Science, 2018. 60(1): p. 46-
54.

. Victor Galaz, et al., Artificial intelligence, systemic risks, and

sustainability. Technology in Society, 2021. 67: p. 101741.
Hasegawa, T., et al., Risk of increased food insecurity under
stringent global climate change mitigation policy. Nature
Climate Change, 2018. 8(8): p. 699-703.

Marin, A., A. Ely, and P.v. Zwanenberg, Co-design with
aligned and non-aligned knowledge partners: implications
for research and coproduction of sustainable food systems.
Current Opinion in Environmental Sustainability, 2016. 20: p.
93-98.

Marco V. Sanchez Cantillo, et al., The State of Food and
Agriculture 2019: Moving forward on food loss and waste
reduction, in The State of Food and Agriculture (SOFA).
2019, Food and Agriculture Organization of the United
Nations: Rome, Italy. p. 182.

489

15.

16.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

Gustavsson, J., et al., Global food losses and food waste:
Extent, causes and prevention. 2011, Food and Agriculture
Organisation of the United Nations: Rome. p. 37.

Boden, M.A., Artificial Life, in The MIT Encyclopedia of the
Cognitive Sciences (MITECS), R.A. Wilson and F.C. Keil,
Editors. 2001, MIT Press: MA, USA / London, England. p.
37-39.

. Bedau, M.A., Artificial Life, in The Cambridge Handbook of

Artificial Intelligence, K. Frankish and W.M. Ramsey,
Editors. 2014, Cambridge University Press: Cambridge,
United Kingdom. p. 296-315.

Pyykko, H., M. Suoheimo, and S. Walter, Approaching
Sustainability Transition in Supply Chains as a Wicked
Problem: Systematic Literature Review in Light of the
Evolved Double Diamond Design Process Model. Processes,
2021.9(12): p. 2135.

Barreteau, O., Our Companion Modelling Approach. Journal
of Artificial Societies and Social Simulation, 2003. 6(1).
Bromwich, B., et al., Systems Analysis for Water Resources.
Report to Defra, The Department for Environment, Food and
Rural Affairs, UK Government 2020. 2020. Available from:
http://randd.defra.gov.uk/Document.aspx?Document=14947
WT15121.FinalReport.pdf.

Kamalongo, D.M. and N.D. Cannon, Advantages of bi-
cropping field beans (Vicia faba) and wheat (Triticum
aestivum) on cereal forage yield and quality. Biological
Agriculture & Horticulture, 2020. 36(4): p. 213-229.

Baum, C., W. El-Tohamy, and N. Gruda, Increasing the
productivity and product quality of vegetable crops using
arbuscular mycorrhizal fungi: a review. Scientia
horticulturae, 2015. 187: p. 131-141.

Tortia, E.C., V.L. Valentinov, and C. Iliopoulos, Agricultural
cooperatives. Journal of Entrepreneurial and Organizational
Diversity, 2013. 2(1): p. 23-36.

Khandker, S.R. and G.B. Koolwal, How has microcredit
supported agriculture? Evidence using panel data from
Bangladesh. Agricultural Economics, 2016. 47(2): p. 157-
168.

Andersen, R., et al., Community seed banks: sharing
experiences from North and South. 2018: Paris. p. 44.
Available from:
https://cgspace.cgiar.org/handle/10568/92510.

Carson, R., Silent Spring. 1962, Great Britain: Penguin
Books.

Gleadow, R., J. Hanan, and A. Dorin, Averting robo-bees:
why free-flying robotic bees are a bad idea. Emerging Topics
in Life Sciences, 2019. 3(6): p. 723-729.

Dorin, A., et al., Simulation-governed design and tuning of
greenhouses for successful bee pollination, in Artificial Life,
T. Ikegami, et al., Editors. 2018, MIT Press: Tokyo, Japan. p.
171-178.

Gomes, E., et al., Modelling future land use scenarios based
on farmers’ intentions and a cellular automata approach.
Land Use Policy, 2019. 85: p. 142-154.

#20z Atenuer Lg uo Jesn O LNIHL 1A VLISHIAINN Aq 4pd° 26500 € 1eSI/6G7SE0Z/L/vE/2Z0zIes!ypd-sBulpaadoid)les)/npajiw-joalip//:diy woly papeojumoq



30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44,

Hanan, J., et al., Simulation of insect movement with respect
to plant architecture and morphogenesis. Computers and
Electronics in Agriculture, 2002. 35(2-3): p. 255-269.
Stricklin, W., et al., Artificial pigs in space: using artificial
intelligence and artificial life techniques to design animal
housing. Journal of Animal Science, 1998. 76(10): p. 2609-
2613.
Dobbie, S., et al., Agent-based modelling to assess community
Jfood security and sustainable livelihoods. Journal of Artificial
Societies and Social Simulation, 2018. 21(1): p. 1-23.
Lansing, J.S. and J.N. Kremer. Emergent properties of
balinese water temple networks: co-adaption on a rugged
fitness landscape. in Artificial Life Il1. Studies in the Sciences
of Complexity. 1994. Addison Wesley p. 201-223.
Schliiter, M., B. Miiller, and K. Frank, The potential of
models and modeling for social-ecological systems research:
the reference frame ModSES. Ecology and Society, 2019.
24(1): p. 1-31.
Rebaudo, F. and O. Dangles, Adaptive management in crop
pest control in the face of climate variability: An agent-based
modeling approach. Ecology and Society, 2015. 20(2): p. 1-
18.
Powles, S.B., Evolved glyphosate-resistant weeds around the
world: lessons to be learnt. Pest Management Science, 2008.
64(4): p. 360-365.
Bronson, K., Looking through a responsible innovation lens
at uneven engagements with digital farming. NJAS -
Wageningen Journal of Life Sciences, 2019. 90-91: p.
100294.
Berger, T., Agent-based spatial models applied to
agriculture: a simulation tool for technology diffusion,
resource use changes and policy analysis. Agricultural
Economics, 2001. 25(2-3): p. 245-260.
Choudhary, V., Comparison of Software Quality Under
Perpetual Licensing and Sofiware as a Service. Journal of
Management Information Systems, 2014. 24(2): p. 141-165.
Kujala, S., et al., UX Curve: 4 method for evaluating long-
term user experience. Interacting with Computers, 2011.
23(5): p. 473-483.
Lowder, S.K., J. Skoet, and T. Raney, The Number, Size, and
Distribution of Farms, Smallholder Farms, and Family
Farms Worldwide. World Development, 2016. 87: p. 16-29.
Shults, F.L., et al. Artificial Societies in the Anthropocene:
Challenges and Opportunities for Modeling Climate,
Conflict, and Cooperation. in Winter Simulation Conference
(WSC). 2021. IEEE p. 1-12.DOI: doi:
10.1109/WSC52266.2021.9715391.
Berger, T. and C. Troost, Agent-based Modelling of Climate
Adaptation and Mitigation Options in Agriculture. Journal of
Agricultural Economics, 2014. 65(2): p. 323-348.
Marin, A., P.V. Zwanenberg, and A. Cremaschi, Bioleft: A
collaborative, open source seed breeding initiative for
sustainable agriculture, in Transformative Pathways to
Sustainability: Learning Across Disciplines, Cultures and

490

45.

46.

Contexts, A. Ely, Editor. 2021, Routledge, Taylor and
Francis: London. p. 90-108.

Van Zwanenberg, P., et al., Seeking unconventional alliances
and bridging innovations in spaces for transformative
change: the seed sector and agricultural sustainability in
Argentina. Ecology and Society, 2018. 23(3): p. 1-11.
Roling, N.G. and M.A.E. Wagemakers, eds. Facilitating
sustainable agriculture: participatory learning and adaptive
management in times of environmental uncertainty. 2000,
Cambridge University Press: Cambridge, United Kingdom.
348.

#20z Atenuer Lg uo Jesn O LNIHL 1A VLISHIAINN Aq 4pd° 26500 € 1eSI/6G7SE0Z/L/vE/2Z0zIes!ypd-sBulpaadoid)les)/npajiw-joalip//:diy woly papeojumoq



A Participatory Complex Systems Modelling Approach Towards Rewilding in the

UK

Imran Khan' and Christopher Sandom?

L School of Physics, Engineering, and Computer Science, University of Hertfordshire, Hatfield, UK, AL10 9AB
2 School of Life Sciences, University of Sussex, Brighton, UK, BN1 9RH
i.khan9 @herts.ac.uk

Introduction

The year 2021 marked the start of the United Nation’s
Decade of Ecosystem Restoration (Fischer et al., 2021). Na-
ture recovery efforts aim to bring back the diversity of life to
areas that have been degraded by humans: to change how
people interact with the environment, and to allow more
plants and animals to thrive alongside humans. For land
owners/managers (i.e. those responsible for managing land
resources), there is an increasing interest in adopting a more
nature-friendly land management approach (Suding, 2011).

Numerous options to nature recovery exist, including
“regenerative agriculture” (farming approaches that aim to
have lower or net-positive environmental and social impacts)
(Newton et al., 2020) to the more recent approach of “rewil-
ding”, which aims to “restore self-sustaining and complex
ecosystems with interlinked ecological processes that pro-
mote and support one another while gradually minimising
human intervention” (Perino et al., 2019). One approach to
rewilding, called “trophic rewilding”, looks to achieve this
through the (re)introduction of missing “keystone” species:
species that, despite having a low abundance, play a crucial
role in improving ecosystem connectivity, increasing trophic
complexity and biodiversity, and restoring the autonomy of
natural processes (Perino et al., 2019).

For land managers and restoration professionals inter-
ested in rewilding, there remains uncertainty around the
best-suited rewilding options for a particular ecological con-
text. While practitioners are considering taking more data-
driven decisions towards nature restoration, the underly-
ing science for understanding precisely who the keystone
species are, what populations are required, and what effects
these changes may have on their wider ecosystem, remains
difficult to access, understand and, therefore, apply.

Researchers and practitioners in Artificial Life (i.e. AL-
ifers) are well-positioned to address this issue. While na-
ture recovery is fundamentally a complex, ecological prob-
lem, (the science underpinning) rewilding efforts can be ap-
proached through the lens of complex systems modelling.
The question of “What are the effects of species X on
ecosystem Y given its properties Z?” can, with sufficient in-
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formation about the constituent components, be modelled as
a complex system. These modelling approaches can be cou-
pled with local, expert ecosystem knowledge, to provide a
starting point in tackling one of the “grand ecological chal-
lenges” of systems ecology (Martinez, 2020).

Current Work

We describe ongoing work where we look to approach this
challenge. Working with ecologists and real-world stake-
holders, we have (co-)developed an interactive tool to as-
sist land managers or owners in their rewilding efforts: by
helping them explore and engage with their rewilding op-
tions and opportunities, as well as to understand some of the
potential effects that the (re)introducion of (several) species
may have on their local ecosystem.

Taking a participatory approach towards the development
of this tool through regular stakeholder engagement and par-
ticipatory workshops, we place real-world stakeholders and
local community experts at the heart of our approach. As
part of this project, we aim to address issues around the ac-
cessibility of underlying science, the competency in engag-
ing with, and interpreting, complex systems models and to
improve the autonomy of end-users for making data-driven
decisions when approaching ecological problems.

Our intention is not, however, to develop a strictly pre-
scriptive or predictive tool. Moving from the “myth of
the technological fix” (Oelschlaeger, 1979), the tool aims
to complement, not replace, the knowledge of real-world
stakeholders—local ecologists, restoration experts, and land
owners—by synthesising knowledge from on-the-ground
experts with ALife-inspired modelling approaches, in an at-
tempt to improve ecosystem recovery efforts.

Tool Development though Participatory
Modelling and Design

Through a series of workshops and ongoing engagement
between January-March 2022 with stakeholders—who in-
clude experts in conservation ecology and nature restora-
tion (via Rewilding Britain Network, who work closely with
land managers in the UK)—we identified three core require-
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ments that the proposed tool sought to meet. Specifically,
these stakeholders need a solution to help them understand:
(1) which species might be suitable for (re)introduction
given the properties (size, net primary productivity, veg-
etation type) of their land, (2) the possible and appropri-
ate population densities for each available species, and (3)
the possible resultant interactions between species and on
the wider ecosystem resulting from (re)introducing (sev-
eral) species. These form the starting point of the tool de-
velopment, which can be broken down into two distinct,
(concurrently-developed) parts: the construction of the com-
plex system (i.e. the underlying mathematical models), and
the user interface, to provide stakeholders with the ability to
interact directly with the model to run their own simulations,
and to provide comprehensible outputs of the results.

The system was modelled through collaborative efforts
with one key stakeholder—a restoration ecologist (CS)
working as an advisor to land managers in the UK—who
also provided access to the necessary data to construct the
model. Properties of system components (i.e., different car-
nivore and herbivore species) were modelled using a range
of existing datasets (Middleton et al., 2021; Lundgren et al.,
2021; Kissling et al., 2014; Sandom et al., 2017; Faurby
et al., 2018; Santini et al., 2018; Middleton, 2021) which
included data related to a species’ dietary requirements, its
natural density distributions, and physiological data (e.g.
mass, metabolic rates). Additional datasets related to habi-
tat suitability and additional dietary preferences of species,
were compiled in collaboration with CS. Interactions be-
tween system components (such as how herbivore traits af-
fect different types of vegetation) were derived through rel-
evant ecological literature (Carbone and Gittleman, 2002),
and constructed as mathematical models between system
components. Regular evaluations of the system was per-
formed by CS, with the intention of both enhancing the
stakeholders’ understanding of the underlying system to im-
prove the confidence in its final results (Penn et al., 2013),
but also to identify (and rectify) any (potential) erroneous
modelling that may have occurred.

Similarly, the (co-)design of the user interface as well
as the outputs of the simulation were developed through
a combination of previously-established user requirements
(provided by CS), as well as engagement with end-
users/stakeholders during workshops: with further feedback
provided by an expert in human-computer interaction and
participatory design. Taking feedback from these work-
shops, the user interface underwent numerous iterations,
with respect to both design and usability, as the complexity
of the tool evolved. Involving key stakeholders throughout
the course of the interface development ensures that those
issues related to accessibility and comprehension of the un-
derlying data are addressed, allowing these end-users to de-
rive the intended value from the tool. A prototype of this
tool is available at rewildingdemo.imytk.co.uk.
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Concluding Remarks

The UN’s Decade of Ecosystem Restoration has reignited
nature recovery efforts, with rewilding efforts being con-
sidered as an option towards driving desirable outcomes
for ecosystems. While the science of nature restoration is
slowly improving, it still remains difficult to access and
understand for practitioners. Ecosystems are remarkably
complex. These complexities and uncertainties around the
longer-term outcomes of rewilding interventions may make
it difficult for restoration experts to fully realise and explore
their options based (solely) on their expert knowledge.

The nature of such a complex (dynamical) system makes
it near-impossible to construct a complete model that accu-
rately accounts for all of its components and interactions.
These incomplete systems may give rise to potentially-
attractive phenomena for ALifers, such as chaos or emer-
gence. However, it is these same, inexplicable outcomes
that may cause some end-users (particularly those engag-
ing with real-world problems and whose decisions have sig-
nificant ecological and financial consequences) to approach
these models with caution, or may hinder their buy-in alto-
gether. Central to our approach, therefore, is ensuring that
the expert knowledge provided by stakeholders remains a
key component in the development of the model. At the
same time, we maintain transparency of the (current) incom-
pleteness of our system, instead allowing end-user expertise
to complement, and even supersede, its recommendations.

Our present approach does not aim to be prescriptive in
its recommendations, nor does it currently attempt to predict
the long-term ecological effects of rewilding interventions.
Rather, it provides a snapshot in time: immediate insights
into “what if?” questions which, when coupled with the con-
textual knowledge of a local ecosystem, can empower real-
world stakeholders to make data-driven decisions, by being
able to use data and knowledge that has previously been in-
accessible to them. In this way, ALifers are able to lend their
“ALife tools”—those that have allowed us to instantiate our
own thought experiments—to other disciplines and beyond.

Far from providing technological solutions to socio-
ecological problems, ALifers interested in tackling these is-
sues may instead benefit through collaborative efforts and
participatory approaches with other disciplines and real-
world stakeholders. With due consideration for the exper-
tise provided by both academic and non-academic experts
in other fields: as we demonstrate, ALifers may be able to
bridge the gap for real-world stakeholders into better access-
ing, understanding, and engaging with the underlying sci-
ence that may facilitate action. Our ALife-inspired methods
and perspectives, then, can be used as a catalyst in finding
solutions for some of the grand societal and ecological chal-
lenges that concern us at this present moment.
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Understanding social fragmentation transition, i.e., transition
of social states between many disconnected communities with
distinct ideas and a well-connected single network with
homogeneous ideas, is a timely research topic with high
relevance to various current societal issues (Blex & Yasseri,
2020; Kozma & Barrat, 2008; Levin et al., 2021; Sasahara et
al., 2021). We had previously studied this problem using
numerical simulations of adaptive social network models
(Sayama, 2020) and found that two individual behavioral
traits, homophily (i.e., tendency to strengthen connections to
similar agents and weaken those to dissimilar ones) and
attention to novelty (i.e., tendency to strengthen connections
to agents whose opinions stand out compared to others),
among others, had the most significant impact on the
outcomes of social network evolution. Specifically, when
homophily was strong, the social network evolved into
fragmented states of many disconnected clusters with diverse
opinions, but when attention to novelty was strong, the social
network evolved to well-connected yet informationally
homogeneous states. However, the previous study was rather
limited in terms of the range of parameter values examined,
and possible interactions between multiple behavioral traits
were largely ignored, especially about the other behavioral
trait, social conformity (i.e., how strongly agents assimilate
themselves to social neighbors).

In the present study, we have examined a broader spectrum
of social network behaviors through a larger-scale numerical
experiment with expanded parameter sweep ranges by an
order of magnitude in each parameter dimension. Specifically,
each of the five model parameters (¢ for conformity, / for
homophily, a for attention to novelty, and two other threshold
parameters; see (Sayama, 2020) for details) was varied over
{0.003, 0.01, 0.03, 0.1, 0.3, 1} and each parameter value
combination was simulated five times with independently
generated random initial conditions. The whole set of
simulations was conducted for three network sizes (n = 30,
100, 300). This resulted in a total of 116,640 simulation runs,
taking a substantial amount of computational time and
resource. The simulations were conducted in Python.

In order to capture nontrivial, nonlinear interactions among
behavioral parameters, we have modeled and visualized the
outcome dependence on parameters using neural networks
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using Wolfram Research Mathematica 12’s neural network
predictor. The following five outcome measures were
obtained and modeled from the final configuration of each
simulation: average edge weight, number of communities,
modularity, range of average community states, and standard
deviation of average community states (Sayama, 2020). The
first three outcome measures captured the network topology,
while the last two did the opinion states of the social network.

Results are shown in Figure 1 for modularity and range of
average community states. The competition between
homophily (4) and attention to novelty (a) is still observed as
the primary determinant of social fragmentation in a low-
conformity (c¢) regime (top rows in Fig. 1a and 1b), seen as the
diagonal phase transition line in the plots. However, another
vertical transition line emerges at an intermediate homophily
level in a high-conformity regime (bottom rows in Fig. 1a and
1b), which was not previously known. This new result shows
that, when agent’s social conformity is sufficiently strong,
social homogenization can occur even without attention to
novelty. This also implies a previously unrecognized
competition between social conformity (¢) and homophily (/)
in low-a regions (near the bottom edge of each plot in Fig. 1).
Namely, when c¢ is low, social fragmentation dominates, but
when ¢ is high, social homogenization emerges for
sufficiently small values of 4.

This study has detected new phase transition points in the
adaptive social network model and demonstrated nontrivial,
nonlinear interactions among the multiple behavioral
mechanisms. In particular, the competition between social
conformity and homophily (observed in the absence of
attention to novelty) is intriguing because both behaviors have
very similar effects at an individual agent level (i.e., they both
make ego and alter similar to each other) and their differences
are often vague and undetectable in empirical social network
studies (Shalizi & Thomas, 2011). Meanwhile, those two
behaviors are mathematically distinct since social conformity
is about node dynamics while homophily is about edge
dynamics. The finding that their competition may lead to very
different societal outcomes down the road, offers a lot of
implications for how we should rethink/redesign our social
interactions in this highly interconnected world.
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Figure 1: Phase diagrams of adaptive social network evolution. Results of large-scale parameter-sweep numerical simulations
were modeled and visualized using neural networks. Each plot shows outcome dependence on homophily (%, horizontal axis),
attention to novelty (a, vertical axis) and conformity (c, varied from top-left to bottom-right). (a) How final network topology
(modularity) depends on %, a and c. (b) How final opinion diversity (range of average community states) depends on /4, a and c.
Red and blue regions correspond to fragmented and homogenized network states, respectively. Number of nodes n = 300.
Similar patterns were observed for other outcome measures and network sizes.

495

d-sBuipaaoold/jes)/npajiwioallp//:dpy wouy papeojumoq

0 € 1esl/6SySE0T/ L/¥E/2Z0TIEs!/Ip

20z Arenuer ¢ uo Jesn OLNIYL I V.LISHIAINN Ag 4pd°2550!



Acknowledgments

This work was supported in part by JSPS KAKENHI Grant
Number 19K21571.

References

Sayama, H. (2020). In ALIFE 2020: Artificial Life Conference
Proceedings, pages 113-120. MIT Press, Cambridge, MA.

Blex, C., & Yasseri, T. (2020). Positive algorithmic bias cannot stop
fragmentation in homophilic networks. The Journal of
Mathematical Sociology, 1-18.

Kozma, B., & Barrat, A. (2008). Consensus formation on adaptive
networks. Physical Review E, 77(1), 016102.

Levin, S. A., Milner, H. V., & Perrings, C. (2021). The dynamics of
political polarization. Proceedings of the National Academy of
Sciences, 118(50).

Sasahara, K., Chen, W., Peng, H., Ciampaglia, G. L., Flammini, A., &
Menczer, F. (2021). Social influence and unfollowing accelerate the
emergence of echo chambers. Journal of Computational Social
Science, 4(1), 381-402.

Shalizi, C. R., & Thomas, A. C. (2011). Homophily and contagion are
generically confounded in observational social network studies.
Sociological Methods & Research, 40(2), 211-239.

496

#20z Atenuer Lg uo Jesn O LNIHL 1A VLISHIAINN Aq 4pd° 26500 € 1eSI/6G7SE0Z/L/vE/2Z0zIes!ypd-sBulpaadoid)les)/npajiw-joalip//:diy woly papeojumoq



Innovation and informal knowledge exchanges between firms

Juste Raimbaul

{1,234

ILASTIG, Univ Gustave Eiffel, IGN-ENSG, Saint-Mandé, France
2Centre for Advanced Spatial Analysis, UCL, London, United Kingdom
3UPS CNRS 3611 ISC-PIF, Paris, France
4UMR CNRS 8504 Géographie-cités, Paris, France

juste.raimbault@polytechnique.edu

Abstract

Firm clusters are seen as having a positive effect on inno-
vations, what can be interpreted as economies of scale or
knowledge spillovers. The processes underlying the success
of these clusters remain difficult to isolate. We propose in
this paper a stylised agent-based model to test the role of ge-
ographical proximity and informal knowledge exchanges be-
tween firms on the emergence of innovations. The model is
run on synthetic firm clusters. Sensitivity analysis and sys-
tematic model exploration unveil a strong impact of inter-
action distance on innovations, with a qualitative shift when
spatial interactions are more intense. Model bi-objective opti-
misation shows a compromise between innovation and prod-
uct diversity, suggesting trade-offs for clusters in practice.
This model provides thus a first basis to systematically ex-
plore the interplay between firm cluster geography and inno-
vation, from an evolutionary perspective.

Introduction

Innovation is a central process of evolution, from biological
evolution to social, cultural (Mesoudi and Thornton, 2018)
and technological evolution (Sood and Tellis, 2005). Under-
standing the drivers of technological innovation is in that
context crucial from a theoretical perspective for insights
into evolutionary theories of social change and evolution-
ary economics among others, and from a practical perspec-
tive for sustainable planning and management of societies.
Technological innovation may indeed be an essential aspect
of transitions towards sustainability (Adams et al., 2016), al-
though it should not be their sole driver at the detriment of
other dimensions of transitions such as social change.
Geographical proximity, or in practice the implementa-
tion of firm clusters, is thought to have a positive impact
on innovation capabilities (Bittencourt et al., 2019). In that
context, the role of local informal interactions between in-
novation agents has been suggested as important for break-
through innovations by empirical and theoretical studies. In
the context of firm cluster, Gnyawali and Srivastava (2013)
propose the intensity of social interaction as a key factor
alongside cluster competition intensity to determine poten-
tial future innovations. Clusters are understood as enablers
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of tacit knowledge exchanges between inventors from differ-
ent firms (Arikan, 2009). Furthermore, the mobility of em-
ployees between firms in the same area may be a support for
the transfer of competences and tacit knowledge (Almeida
and Kogut, 1999). Firms benefit from a stronger connection
in local social networks (Kemeny et al., 2016). The idea of
firms as innovation incubators in which ideas evolve can be
linked to an evolutionary approach to social systems which
has been widely studied by the Artificial Life community
(Marriott et al., 2018).

From an evolutionary perspective, the concept of market
niche has been used to explain technological change (Schot
and Geels, 2007). The firm in that context acts as the pri-
mary space where evolution of ideas occurs, and knowledge
flows between firms can be understood in analogy with gene
flows between isolated geographical areas in biological in-
novation. The transfer of concepts from biology to eco-
nomic geography remains however valid only to a certain
extent (Schamp, 2010), and a precise definition of genomes,
species, evolution and co-evolution in social systems is not
straightforward (Raimbault, 2019). Regarding innovation,
multiple scales from firms to cities can be for example con-
sidered (Raimbault, 2020). We choose here to focus on the
microscopic scale of innovation ecosystems, more precisely
how research and development employees of firms act as
carriers of ideas leading to the emergence of breakthrough
innovations (Song, 2016).

One privileged tool to study and simulate the emer-
gence of innovations from this microscopic perspective are
agent-based models (ABM). Various ABMs have been pro-
posed for the diffusion of innovation (Kiesling et al., 2012).
Sayama and Dionne (2015) use ABMs to simulate an ecol-
ogy of ideas and study collective decision making and cre-
ativity. Lopolito et al. (2013) combine knowledge exchange,
expectations of agents and learning as core mechanisms to
simulate innovation niches. Dosi et al. (2021) introduce an
ABM to investigate the role of patenting on the innovativity
of firms competing on a set of submarkets, including con-
sumer demand. Chen and Chie (2006) focus on functional
modularity of products and use a genetic programming for-
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malism to evolve technologies. Ma and Nakamori (2005)
describe an ABM of technological change which takes into
account both intrinsic fitness selection pressure and environ-
ment selection pressure, the latest being determined by the
interaction with customers. The role of space is studied by
Vermeulen and Pyka (2018) in a multi-level approach com-
bining interregional knowledge networks and knowledge di-
versity within regions. Diverse aspects of firm clusters have
been studied by means of ABMs, such as firm competi-
tiveness, local networks, and policy-making, among others
(Fioretti et al., 2005).

These previous modeling efforts however do not specif-
ically tackle the particular question of informal knowledge
flows within firm clusters. It remains still an important di-
mension, with implications in urban planning and concrete
aspects of firm cluster implementation among others. We
propose in this paper to study this issue by developing a
stylised agent-based model of technological change within
firm clusters. Following the approach of artificial societies
(Epstein and Axtell, 1997), we do not aim at providing a
highly realistic or data-driven model, but rather a simple
tool to explore the interplay between basic mechanisms in
the emergence of a macroscopic phenomenon (innovation
within firms in our case). More precisely, our contribu-
tion relies on the following points: (i) we provide a simple
ABM linking innovation within firms and informal knowl-
edge flows within firm clusters, based on an evolutionary
model for innovation and exhibiting a strong analogy with
biogeography optimisation algorithms (Simon, 2008); (ii)
the model is implemented with a specific instance for the
genotype-phenotype mapping, using a generalised Rastrigin
function as synthetic fitness landscape; (iii) the model is sys-
tematically explored, using global sensitivity analysis and a
genetic algorithm optimisation to unveil various patterns of
innovation in firm clusters.

The rest of this paper is organised as follows: we first
describe and formalise the agent-based model; we then de-
scribe results of various numerical experiments; and finally
discuss the implications of these results and diverse potential
model developments and applications.

Agent-based model
Rationale

The main structure of the model corresponds to a set of
firms, each composed by a set of employees. An employee
is represented by some ideas, and these are mixed through
evolution crossover within firms, but also mutated at the
scale of each individuals. Indeed, empirical evidence us-
ing patents as a proxy of innovation suggest that inventions
are produced by the superposition of exploration (recombi-
nation of existing technologies, which would correspond to
a crossover in the genome) and exploitation (small incre-
mental changes to existing combinations, captured by a local
gene mutation) processes (Youn et al., 2015).
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The main feature of the model is an additional crossover
between firms, which captures the process of informal
knowledge flows. In practice, employees of different firms
in the same sector living in the same geographical area will
share connections through social networks, meet intention-
ally or unintentionally, and share ideas. Although in many
cases professional secrecy is strictly observed, a tension with
knowledge sharing exists (Rouyre and Fernandez, 2019).
Therefore, informal knowledge is still exchanged, on non-
sensitive subjects such as work or management practices, or
technical subjects unrelated to the company’s core business.
We model interactions between employees of different firms
through spatial interaction modeling (Wilson, 1975), which
has already been used to study innovation and knowledge
spillovers (LeSage et al., 2007). In practice, adding this ge-
ographical component makes our model closer to biogeog-
raphy optimisation algorithms (Simon, 2008).

At the scale of intra-firm innovation, we need to intro-
duce an evolution model. Therefore, it is necessary to spec-
ify a selection process linked to some mapping between the
genotype of inventions and their phenotype, in other words a
fitness function. Ma and Nakamori (2005) use a linear map-
ping obtained by applying a constant matrix to the genome,
inspired from the model of Kauffman and Macready (1995).
The concept of fitness landscape is applied in different
streams of complexity economics (Khraisha, 2020). We
choose to work with a similar heuristic, using a complicated
fitness landscape obtained from the genome. Our model is in
practice applicable with any optimisation landscape, but for
the sake of simplicity we will work below with a generalised
Rastrigin function which is a classical difficult optimisation
problem used as a benchmark for optimisation algorithms.

Model description

The core element of the agent-based model are firms f
with 1 < k& < Ny. These are located in space by co-
ordinates (xy,yr) € R2. Each are composed by a set of
employees eg; with 1 < i < S where Sy, is the size of
the firm. In principle, number of firms, locations and sizes
can take any value, but we will parametrise them with re-
alistic values as detailed later. An employee is summarised
by a set of ideas, captured by a real genome of fixed size:
€ri = (acg-m))(t) € R% where G is the genome size. These
ideas will evolve as time step ¢ changes. We do not include
more detailed employee characteristics such as home loca-
tion, assuming that spatial interaction modeling captures mi-
croscopic interactions around firms. We also do not include
competences or field, as the innovation model is a simple
genetic algorithm without detailed economic structure. At
a given time step, a firm is also characterised by its current
product pi(t) = (px;)(t) € R and the corresponding fit-
ness value yy (t) (which can be interpreted as a societal value
of the innovation, or as the turnover potential of the product
for the firm).
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Starting from an initial state at ¢ = 0, the model pro-
ceeds iteratively to evolve and exchange ideas, and to inno-
vate within firms, for a fixed number of time steps until final
time ¢;. At each time step, the following actions are taken
in order.

1. Ideas are exchanged within firms, corresponding to the
core of the genetic algorithm capturing innovation. Each
employee has a fixed probability pco of realising a
crossover with another one. Following a random draw, if
this is realised, one other employee is selected at random,
and the current employee copies a fixed share s¢ of the
other genome (obtained in practice with a random draw
of probability s¢ for each gene). The update is done syn-
chronously so that no propagation can occur within one
time step. The exchange is not symmetric (reflecting the
asymmetry of idea exchanges in real life), but each em-
ployee gets to renew its ideas. Genomes are then mutated
with a probability p,s (at the gene level for all employ-
ees), and mutations correspond to a uniform random in-
crement m € [—xp/2; xp/2] where x ) is a parameter
giving the amplitude of the mutation.

2. New ideas are tried by employees, in other words the
fitness function y is evaluated for each genome yi; =
y(ex;). Within each company, the next product is selected
as the one maximising the fitness: py(t) = argmax,y;
and the corresponding fitness value is taken as y(t).
At this stage, the analogy with the genetic algorithm
is slightly modified to reflect actual research processes
within firms: a fixed share of employees sp of the firm
is randomly chosen to work on the product during the
next cycle, and thus update their genome as the product
genome e;; = pi. This leads to a loss of diversity which
may be detrimental to a genetic algorithm with the sole
aim of optimisation, but this is not the purpose of our
model which is to capture actual innovation processes in
a stylised way.

3. Informal knowledge flows occur between firms, in prac-
tice being carried by local social networks of employees
and their daily activities within the geographical area of
the cluster. We assume informal flows within firms are
indistinguishable from formal work exchanges accounted
for at the first step, and this step only captures inter-firms
interactions. For any pair of employees (e, e, ;) from
distinct firms k;, k;, a probability of interacting is given
by

pij = pe - exp (—d(ki, k;)/dp)

where pg is a parameter giving the local intensity of in-
formal exchanges (which will for example capture the
difference between a rural, periurban and urban cluster),
d(k;, k;) is the geographical distance between firms and
dg is the characteristic distance of interactions. Taking
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the average on employees and aggregating by firms gives
the expected number of interactions between firms as

Iy = Sy - Sy - exp (—d(k,1)/dE)

which corresponds to a classic spatial interaction model
(Wilson, 1975). Two interacting employees will act as for
the internal crossover: the first agent copies a random part
of the genome using the s¢ parameter.

Model indicators

We study various aspect to quantify model dynamics and
outcomes. First, innovation utility is measured through fit-
ness values. At each time step, we consider (i) b(t) =
maxy, yx(t) the best fitness value across all firms, and (ii)
f(t) the average fitness value across firms. We then capture
economic inequality between firms, both through the rela-
tive fitness difference A f between the best and the worst
performing company, and with the entropy &£y of the distri-
bution of fitness. Finally, we capture product diversity at
the genotype level (which is complementary to previous in-
equality indicators at the phenotype level), using an average
dissimilarity index obtained with cosine similarity:

I SV RO
d(t)z-Nf.(Nf—l);#(l ||pk(t)|-||pz(t)||>

The more diverse phenotypes are, the higher this diversity
index will be.

Model setup

A certain number of parameters can be parametrised to
match realistic configurations. The size of firms can in prac-
tice be approximated by a power law for the largest sizes of
the distribution (Growiec et al., 2008). Therefore, we dis-
tribute Sy, following a rank-size law Sy = Sy - k~“S where
indices are in decreasing size order, Sy is the size of the
largest firm and g the level of hierarchy. Locations of firms
are taken randomly in [0; 100}2, such that the order of mag-
nitude for the dg is in the same interval (corresponding to
realistic sizes of urban regions where clusters are generally
located). Initial employee genomes are initialised randomly
in [—10; 10] and the initial product and corresponding fitness
are chosen randomly among employees.

Regarding the fitness landscape, we work on an particular
implementation using a function difficult to optimise. We
work with a generalised Rastrigin function, that we define
here as

y(Z) = — Zmij [132 — 10 cos (2711:1)]
.3

where m;; is a random uniform static matrix of size G x G
and with coefficient in [0; 1], capturing the random fitness
landscape used by Ma and Nakamori (2005), and the rest is
the classic Rastrigin function.
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We furthermore fix a certain number of parameters which
can reasonably correspond to real world values. We take
medium-sized companies by taking Sy = 100 and a num-
ber of firms Ny = 10, corresponding to a medium-sized
cluster, such as in the case of several start-ups working in
digital services. We fix the genome size at G = 10 to avoid
exploring too large dimensional spaces. We run the model
with ¢y = 100, corresponding to a magnitude of 10 years
if one time steps is roughly one month. The rest of the pa-
rameters are left free and will be explored in the numerical
experiments.

Results

The model is implemented in scala for performance
purposes.  Simulations and design of experiments are
achieved using the software OpenMOLE for model explo-
ration and validation (Reuillon et al., 2013), which pro-
vides seamless model embedding, simple access to high
performance computing infrastructures and state-of-the-
art model sensitivity analysis and validation techniques.
Model source code is open and available on the git
repository of the project at https://github.com/
JusteRaimbault/InnovationInformal. Simu-
lation results used in the paper are available on the
dataverse repository at https://doi.org/10.7910/
DVN/X8PWPF.

Explored parameter space corresponds to, when not spec-
ified otherwise, the following parameters and ranges: firm
size hierarchy ag € [0.1;2.0], crossover probability pc €
[0;1], crossover share s¢ € [0;1], mutation probability
pm € [0; 1], mutation amplitude x,, € [0; 2], product work
share sp € [0;1], interaction probability pp € [0;107%]
(this highest bound gives already a considerable mixing of
ideas leading to a total uniformity of products), and distance
decay dg € [1;100].

Statistical convergence

We first proceed to an internal validation experiment, aimed
at testing whether model outputs are robust to stochasticity,
or in other words if they exhibit good statistical convergence
properties. We sample 100 parameter points using a Latin
Hypercube Sampling (Giunta et al., 2003), and run 1000
replications of the model for each parameter point. This
large number of replications is first necessary to estimate the
statistical properties of indicators.

We first look at the variability of indicators, looking at
Sharpe ratios defined as p [I] /o [I] which u and o estima-
tors of mean (resp. variance) for the indicator I. Most in-
dicators, including best and average fitness, fitness entropy
and diversity, exhibit a low variability with the first quartile
of Sharpe ratios larger than 4 across all parameter points.
Fitness relative difference is more stochastic with a median
of 1.48. Altogether, indicators have thus a low variability.
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We then investigate how to discriminate two estimated av-
erage indicator values. A relative distance between averages
is given by 2 - % for indicators I, J and estimated
across all pairs of parameter points. This value is high for
best and average fitness (first quartile at 6.8 and 9.9), low for
inequalities (median at 2.5 for relative difference and 0.56
for entropy), and relatively high for diversity (first quartile at
2.8). In the case of normal distributions, a confidence inter-
val of size 0 /2 is obtained with 64 repetitions (as confidence
interval size is 2 - 1.96 - o /1/n), s0 we run our experiments
with n = 100 to ensure a proper separation of indicator val-
ues.

Global sensitivity analysis

We then proceed to a global sensitivity analysis to inves-
tigate the respective role of parameters in terms of indica-
tors variance. This technique described by Saltelli et al.
(2008) provides aggregate measures of parameter relative
importance, both at the first order (all other parameters be-
ing fixed) and also capturing interaction effects with other
parameters (total order). We take NV = 10, 000 design points
for the estimation. Results of sensitivity indices estimation
are shown in Table 1. We find that the size distribution of
firms influences fitness inequality and diversity, but not per-
formance. Crossover parameters mostly influence the en-
tropy of fitness. The parameter with most influence overall
is mutation probability, with 3 indicators being significantly
changed. We will fix this parameter in the following to en-
sure a refined exploration, focusing on second order effects.
Share of product adoption within the firm sp has a signif-
icant total order influence on best fitness, what may cor-
respond to the fact that this parameter sometimes induces
innovation locks through the loss of diversity. Spatial inter-
action parameters pg and dg influence strongly inequality
but not diversity, although some diversity reduction could
have been expected from exchanges. Finally, we confirm
the low sensitivity to stochastic noise as all indicators have
low indices with respect to the random seed. Altogether, this
global sensitivity analysis confirms that all mechanisms play
arole and that they interact in a complex manner.

Parameter space exploration

We now turn to a more targeted exploration of the parameter
space to discuss model behavior. We choose to fix mutation
parameters in order to focus on the role of exchanges and
geography. We therefore take pys = 0.01, x); = 1. We also
fix current product share, as it is similarly a specific param-
eter of the genetic algorithm, and in terms of thematic inter-
pretation is internal to firms. We take an intermediate value
of sp = 0.5. The crossover parameter s¢ is in contrary
involved in informal knowledge exchanges. We explore a
coarse grid for s¢ € {0.25;0.5}, for pc € {0.25;0.5} and
for ag € {0.1: 1.0 : 2.0}, combined to a more refined grid
for exchange parameters: log(pg) € {—7; —6; —5; —4} and
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Figure 1: Behavior of average fitness (top plot) and product diversity (bottom plot), as a function of distance decay dr. We
plot raw replication points and smoothed average values, for different values of interaction probability (color scale), and for
varying firm size hierarchy a s (columns) and crossover share s¢ (rows). Both plots are shown for po = 0.5, with no significant
qualitative change for pc = 0.25.
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Table 1: Saltelli sensitivity indices, for indicators at ¢ ¢ in rows and parameters in columns. We give for each pair the first order
index (F) and the total order index (T). Non-significant values were assimilated to O.

ag pCe sc Pym Ty sp PE dg seed
F T F T F T F T F T F T F T F T F T
b 0.001 0.002 | 0.001 0.003 [ 9-107F]0.002 [ 041 [ 075 ] 0.17 [ 052]0.03 | 0.13 [ 5-10=* [ 0.002 | 9-10=% [ 0.002 | 0.003 0.007
f 0.02 0.07 | 6-107* | 0.002 0.0 0.003 | 0.36 | 0.69 | 0.21 | 0.55 | 0.02 | 0.008 0.0 0.004 | 4-107* | 0.004 | 8-10~* | 0.007
Af | 7-107% | 0.56 0.0 0.9 0.0 0.0 | 0.003 | 0.0 0.0 | 024 | 0.0 | 048 0.0 0.18 0.0 0.17 0.0 0.0
Er 0.14 0.64 0.0 0.44 0.27 036 | 048 | 0.84 | 0.014 | 0.35 | 0.23 | 041 0.16 0.39 0.0 0.40 0.05 0.46
d 0.007 0.13 0.001 0.04 0.01 0.1 045 | 0.7 | 021 | 042 | 0.0 0.1 0.003 0.09 0.006 0.09 0.006 0.05
‘o
L]
-]
i 1]
Bargras &
. & ~ 104
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Figure 2: Pareto fronts between average fitness and diversity, obtained with a NSGA?2 bi-objective optimisation algorithm. Point
size gives the number of stochastic samples, while point color gives interaction probability pg for the left plot and distance

decay dg for the right plot.

dg varying from 1 to 101 with a step of 10. We run 100
model replications for each parameter point, corresponding
to a total of 52,800 model runs.

We show the behavior of main indicators in Fig. 1. Both
average fitness and product diversity exhibit a similar behav-
ior. When distance decays increases, i.e. when the integra-
tion of the firm cluster in terms of informal knowledge is
strengthened, innovation is improved as the average fitness
increases significantly. This effect disappears for low inter-
action probabilities, recalling that the informal knowledge
flow is the outcome of these two processes of social inten-
sity and spatial interactions. The increase in fitness is at the
detriment of product diversity. When comparing columns
with varying g, we find that unequal firm sizes (larger ag
values) are non optimal, as highest fitness values are ob-
tained for the lowest hierarchy. The crossover share s¢ (plot
rows) does not change much indicator behavior, except for
diversity at high interaction probabilities (middle column of
bottom plot).

It is interesting to note that changing pg leads to a qual-
itative change in model regime: low values mostly imply
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a steady increase of fitness (decrease of diversity), while
intense interaction lead to a sharp increase followed by a
plateau. This implies a change in the way to conceive clus-
ters depending on their geographical situation: proximity
will be beneficial more quickly in urban environments com-
pared to rural settings for example.

Optimisation

We finally run a bi-objective optimisation algorithm, to in-
vestigate the potential compromise between innovation in
terms of fitness and product diversity. Indeed, diversity
is crucial to maintain for a longer term robustness and
resilience of the socio-technical system (Reinmoeller and
Van Baardwijk, 2005). We use a NSGA2 genetic algorithm
with two optimisation objectives to be maximised: diversity
and average fitness. We use the OpenMOLE implementation
of a steady state NSGA2, with a population of 200 individu-
als, for 10,000 generations. In practice, this implementation
minimises objectives, so we use opposites — f and —d as op-
timisation objectives. The number of stochastic samples for
each parameter point is determined through an embedding
strategy, adding this number as an additional optimisation
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objective. In the final population, we filter points with less
than 5 repetitions.

We show the optimisation results in Fig. 2. We find
a Pareto front between the two objectives, confirming
the compromise between global performance and diversity.
Both extremities of the front are rather steep/flat, meaning
that a reduced number of points provide an effective com-
promise. Investigating the values of some parameters, we
find some kind of U-shaped behavior for interaction proba-
bility pg: high values for this parameter put the points on
extremities of the front. This is an interesting behavior as
quite unexpected from an intuitive point of view: increasing
interactions should mix more ideas and decrease diversity -
which is true, but also includes the opposite, i.e. optimal di-
versity when interaction are high. The explanation may rely
on the fact that these points (top-left extremity of the front)
correspond to low values of distance decay dg, as seen on
the right plot of Fig. 2. The localised regime impedes the
effect of interactions in that case. We observe a similar be-
havior with product share sp, but with different underlying
processes: a too high share could have been expected to in-
duce technological locks. This shows altogether the com-
plexity of interacting processes within firm clusters, leading
to the emergence of innovations.

We can investigate the part of the Pareto front which
would constitute some “reasonable” compromise, i.e. where
trade-offs between the two objectives are of similar ampli-
tude. We therefore filter the points such that —f < —400
and —d < —0.4, obtaining 13 compromise points. Inter-
estingly, the parameter values for these points are rather lo-
calised. Their values with standard deviations are: ag =
0.13 £ 0.04, pc = 0.94 £ 0.05, s¢ = 0.23 £ 0.05,
pym = 0.03+0.008, zpr = 1.26 £0.34, sp = 0.12 £ 0.05,
pg =2-107°4+5-107% and dg = 77 £ 7.8. This corre-
sponds to equal firm sizes, frequent crossovers of a quarter
of the genome, very low mutations (as fixed in the grid sam-
pling experiment), a small but not negligible product share
(keeping diversity within companies is thus important for the
compromise), and a very low interaction probability but at a
long range. In practice, this would be interpreted a regional
firm system with few but important informal idea exchanges
between firms.

Discussion

We explored a novel model for innovation diffusion within
and between firms from an evolutionary perspective. One
important contribution of this work compared to previous
literature is the stylised realistic parametrisation, coupling
paradigms from evolutionary computation and economic ge-
ography. The main takeovers drawn from our simulations
are (i) a strong effect of informal knowledge exchanges on
innovation fitness, but which is rapidly plateauing; (ii) a
more optimal configurations in terms of fitness when firms
are close in size, compared to highly hierarchical firm sys-
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tems; (iii) a compromise between innovation fitness and di-
versity, with the trade-off region of similar amplitude being
characterised by an equal-size regional firm system. The
second point relates with the idea of modular systems being
a favourable context for innovation and creativity as found
by Dionne et al. (2019). In our model, spatial clusters cor-
responding to firms play a crucial role. The third point sug-
gests that these clusters are balanced and geographically dis-
tributed in the compromise configuration. More generally,
the configuration of spatial niches may play an important
role in evolutionary systems.

Our stylised results can furthermore be linked with doc-
umented empirical facts. The innovation success of a firm
cluster relies on a strong interplay between local interactions
and global integration (Fitjar and Rodriguez-Pose, 2014).
Put in another way, local interactions are not sufficient to
drive innovation. However, given the sharp fitness increase
exhibited by our model when increasing local knowledge
flows, we can suggest that these may be necessary, and that a
firm in complete isolation would have difficulties to innovate
(whether knowledge flows can occur without being local or
informal is another question out of the scope of our work).
Furthermore, although empirical stylised facts are not unani-
mously agreed on, there exists evidence that cluster size may
lead to “agglomeration diseconomies”, in other words that
clustering becomes detrimental above a certain size (Folta
et al., 2006). We do not obtain this aspect, since the effect of
distance and interaction probability are always increasing in
terms of fitness. However, the opposite effects on diversity
may be interpreted as detrimental as maintaining diversity is
important for the resilience of complex systems (Fraccascia
et al., 2018). Finally, in relation with cluster size, we find
that firm size hierarchy ag is to be minimal (firm of equal
sizes) to obtain a higher fitness. This implies that clusters
should not be dominated by large companies for a better in-
novation performance.

Numerous extensions and applications are open at this
point. More advanced model validation procedures would
bring further knowledge on its complex behavior: behavior
search algorithms provide a feasible output space (Chérel
et al., 2015), while the Calibration Profile algorithm can be
applied to conditional optimisation along discrete axis for
parameters of interest (Reuillon et al., 2015). The several
stylised facts contained within the conceptual model intro-
duced by Gnyawali and Srivastava (2013) may be the ba-
sis for more general models which would need to reproduce
these facts. The combination of this model with urban in-
novation diffusion models such as (Raimbault, 2020) could
provide a multiscale model of innovation clusters. Exploring
other instances of fitness landscapes is also crucial to assess
the robustness of our results and to be able to generalise. Re-
garding aspects that were not taken into account, telework-
ing can significantly change the role of informal knowledge
exchanges and the geography of clusters. It was shown re-
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cently to influence the productivity of firms (Bergeaud et al.,
2022) and is one component of what Duranton (1999) calls
the “tyranny of proximity”: face-to-face contacts have a
novel importance in that context. Furthermore, this model
could be parametrised and calibrated on real world data, in-
cluding patent data for innovation and real cluster case stud-
ies. Finally, this model could have potential policy applica-
tions, to plan and manage company clusters to foster inno-
vation in the context of sustainability.

To conclude, we have introduced and explored a simple
instance of an innovation diffusion model, focused on in-
formal knowledge flows and the geography of firm clusters.
The model was explored for a particular instance of fitness
landscape. We find a strong effect of these flows on innova-
tion performance, and a compromise between diversity and
innovation corresponding to regional firm systems. These
results and the model can be the basis of future empirical,
theoretical and modeling research, in link with policy appli-
cations.
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Abstract

The El Farol Bar problem highlights the issue of bounded rationality through a coordination problem where agents must
decide individually whether or not to attend a bar without prior communication. Each agent is provided a set of
attendance predictors (or decision-making strategies) and uses the previous bar attendances to guess bar attendance for a
given week to determine if the bar is worth attending. We previously showed how the distribution of used strategies
among the population settles into an attractor by using a spatial phase space. However, this approach was limited as it
required N — 1 dimensions to fully visualize the phase space of the problem, where N is the number of strategies
available.

Here we propose a new approach to phase space visualization and analysis by converting the strategy dynamics into a
state transition network centered on strategy distributions. The resulting weighted, directed network gives a clearer
representation of the strategy dynamics once we define an attractor of the strategy phase space as a sink-strongly
connected component. This enables us to study the resulting network to draw conclusions about the performance of the
different strategies. We find that this approach not only is applicable to the El Farol Bar problem, but also addresses the
dimensionality issue and is theoretically applicable to a wide variety of discretized complex systems.
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Abstract

Many biological organisms regenerate structure and function after damage. Hydra (tiny aquatic animals) and planarians (free-
living flatworms) are widely used as models of adaptive regeneration. After being injured, cells in any amputated fraction of
these animals fully restore tissues and organs to their previous anatomical and physiological state; this phenomenon is known
as body-wide immortality. The regeneration of organs is widespread in other animals such as snails, axolotls (an amphibian
known as a ‘walking fish”), and zebrafish. Regeneration is a process of collective action, through cellular computing in living
systems. Despite the long history of research on molecular mechanisms involved in regeneration, many questions remain
about algorithms by which cells can cooperate toward the same invariant morphogenetic outcomes. Therefore, conceptual
frameworks are needed not only for motivating hypotheses for advancing the understanding of regeneration processes in living
organisms, but also for regenerative medicine and synthetic biology. Inspired by the body-wide immortality in planarian
regeneration, this study offers a novel generic conceptual framework that hypothesizes mechanisms and algorithms by which
cell collectives may internally represent an anatomical target morphology toward which they build after damage. Further, the
framework contributes a novel nature-inspired computing method for self-repair in engineering and robotics. Our framework,
based on past in vivo and in silico studies on planarian regeneration, hypothesizes efficient novel mechanisms and algorithms
to achieve complete and accurate regeneration of a simple in silico flatworm-like organism from any damage, much like the
body-wide immortality of planaria, with minimal information and algorithmic complexity. In regeneration, stem cells
regenerate new tissues with the help of existing tissue cells and we propose mechanisms for this collaboration. Our framework
extends our previous circular tissue repair model and integrates two levels of organization: tissue and organism. In Level 1,
three individuals in silico tissues (head, body and tail- each with a large number of tissue cells and a single stem cell at the
centre) repair themselves through efficient local communications. Here, the contribution is extending our circular tissue model
to other shapes and investing them with tissue-wide immortality through an ‘information field’ that holds the minimum body
plan. In Level 2, individual tissues combine to form a simple organism. Specifically, the three stem cells form a network that
coordinates organism-wide regeneration with the help of Level 1. Here we contribute novel concepts for collective decision
making by stem cells for stem cell regeneration and large-scale recovery. Both levels (tissue cells and stem cells) represent
networks that perform simple neural computations and form a feedback control system. Specifically, tissue cells are
represented by a network of perceptron (threshold) neurons with local communication and stem cells are represented by a
network of linear neurons. With simple and limited cellular computations, our framework minimises computation and
algorithmic complexity to achieve complete recovery. We report results from computer simulations of the framework to
demonstrate its robustness in recovering the organism after any injury. This comprehensive hypothetical framework that
significantly extends the existing biological regeneration models offers a new way to conceptualise the information-processing
aspects of regeneration, which may also help design living and non-living self-repairing agents.
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Abstract

On the one hand, complexity science, and enactive and embodied science approaches emphasize that people, as com-
plex adaptive systems, are ambiguous, indeterminable, and inherently unpredictable. Strong emphasis is placed on the
inherently indeterminable nature of the person and the inextricably entangled relationships between person, other, and
technology. These traditions have challenged Cartesian ambitions that neatly delineate human behaviour and actions into
dichotomies, instead embracing fluidity. Uncertainty, ambiguity, and fluidity, not static dichotomies, exemplify human
beings and their interactions (McGann and De Jaegher, 2009). People, far from being static Cartesian selves, are active,
dynamic, and continually moving. We are fully embedded and enmeshed with our designed surroundings and we critically
depend on this embeddedness to sustain ourselves. Furthermore, our historical paths and the moral and political values
that we are embedded in constitute crucial components that contribute to who we are. The idea of defining the person
once and for all, drawing clear categories, and making accurate predictions of future behaviours thus appears a seemingly
futile endeavour. In complexity science terms, human beings and their behaviour are complex adaptive phenomena whose
precise pathway is simply unpredictable (Juarrero, 2000).

On the other hand, Machine Learning (ML) systems that automate, datafy and claim to predict human behaviour are be-
coming ubiquitous in all spheres of social life. Automation is something that is achieved once a given process is complete,
that is, it is understood and discrete, such that it can be implemented from a set beginning to a set finish reliably. People
and social systems, however, are partially-open, always becoming, and inherently unfinalizable (Bakhtin, 1984). Automa-
tion as complete understanding, therefore, stands at odds with human behaviour which is inherently incomplete making
machine categorization, classification and prediction futile. Given the open and incomplete nature of human beings and
social systems, automating sensible ambiguity (as opposed to automating nonsense and random) and indeterminability is
ill-conceived. A machine capable of grasping humanity, by definition, is capable of grasping open-endedness, incomplete-
ness, fluidity, and ambiguity. Alas, this becomes something other than machines or automation as we know them.

I contend that ubiquitous Artificial Intelligence (AI) and ML systems that sort, categorize, classify the world, and forecast
the future are not only scientifically unsound but also ethically dubious. Through the practice of clustering, sorting, and
predicting human behaviour and action, these systems impose order, equilibrium, and stability to the active, fluid, messy,
and unpredictable nature of human behaviour and the social world at large. The social world is messy and fluctuating
but also inundated with persistent social norms, power asymmetries, and historical injustice (Benjamin, 2019). Historical
norms and traditions are often unkind and unjust to individuals and groups at the margins of society, and accordingly,
attempts to find stable patterns to sort and categorize the social world encode these deeply ingrained norms and injustices.
When ML systems pick up patterns and clusters, this often amounts to identifying historically and socially held norms,
conventions, and stereotypes. This is not an argument to abandon all ML modelling of complex social systems, but a call
for cautions and modest approaches. Given the non-determinable and incompressible nature of complex systems, a single
model may only be able to capture a snapshot of the systems at best (Cilliers, 2002). ML approaches that acknowledge the
fundamental limitations of attempting to capture complex social systems in data and models, and are modest in their claims
pave the way to scientifically rigorous modelling. Furthermore, given existing power asymmetries, historical injustices,
and disproportionate negative impacts of ML systems on the most marginalized in society, responsible and just ML requires
centreing the needs, welfare and benefit of the most marginalzed.
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Abstract

Cellular automata (CA) have been lauded for their ability to generate complex global patterns from simple local rules.
The late English mathematician, John Horton Conway, developed his illustrious Game of Life (Life) CA in 1970, which
has since remained one of the most quintessential CA constructions—capable of producing a myriad of complex dynamic
patterns and computational universality. Life and several other Life-like rules have been classified in the same group
of aesthetically and dynamically interesting CA rules characterized by their complex behaviors. However, a rigorous
quantitative comparison among similarly classified Life-like rules has not yet been fully established. Here we show that
Life is capable of maintaining as much complexity as similar rules while remaining the most parsimonious. In other
words, Life contains a consistent amount of complexity throughout its evolution, with the least number of rule conditions
compared to other Life-like rules. We also found that the complexity of higher density Life-like rules, which themselves
contain the Life rule as a subset, form a distinct concave density-complexity relationship whereby an optimal complexity
candidate is proposed. Our results also support the notion that Life functions as the basic ingredient for cultivating the
balance between structure and randomness to maintain complexity in 2D CA for low- and high-density regimes, especially
over many iterations. This work highlights the genius of John Horton Conway and serves as a testament to his timeless
marvel, which is referred to simply as: Life.
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