
 

 
 
 

 
 

UNIVERSITY 
OF TRENTO 

 DIPARTIMENTO DI INGEGNERIA E SCIENZA DELL’INFORMAZIONE
  

38050 Povo – Trento (Italy), Via Sommarive 14 
http://www.disi.unitn.it 
 
 
 
 
 
 
 
 
 
 
SVM-BASED CLASSIFICATION APPROACH FOR SYNTHETIC-IMPULSE 
MICROWAVE IMAGING – SVM INPUT DATA  
 
F. Viani, M. Benedetti, M. Donelli, L. Lizzi, A. Cresp, I. Aliferis, 
C. Pichot, and A. Massa 
 
 
October 2008 
 
Technical Report # DISI-08-059 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

.
 



ELEtromagneti DIAgnostis Lab.Information and Communiation Tehnology Dept.University of TrentoVia Sommarive 14, 38050 Trento, ITALYPhone +39 0461 882057 Fax +39 0461 882093E-mail: andrea.massa�ing.unitn.it
Contrat No. DIT-PRJ-08-005

Tehnial Report N. 3SVM-based Classi�ation Approah for Syntheti-ImpulseMirowave ImagingSVM Input DataF. Viani(1), M. Benedetti(1), M. Donelli(1), L. Lizzi(1),A. Cresp(2), I. Aliferis(2), C. Pihot(2), and A. Massa(1)

(1) Department of Information Engineering and Computer SieneELEDIA Researh GroupUniversity of Trento, Via Sommarive 14, 38050 Trento - ItalyTel. +39 0461 882057, Fax. +39 0461 882093E-mail: andrea.massa�ing.unitn.it
(2) Laboratoire d'Eletronique, Antennes et Téléommuniations (LEAT )Université de Nie-Sophia Antipolis250 rue Albert Einstein, 06560 ValbonneTél: +33 (0)4 92 94 28 02, Fax: +33 (0)4 92 94 28 12E-mail: hristian.pihot�unie.fr 1



Table of Contents:1. Introdution 32. SVM Input Data 3Referenes 5

2



1 IntrodutionIn the last years, the learning methodology has been inspired by theory of statistial learning leading up tosolutions with good performane and �rm mathematial properties. In this framework, the theory of supportvetor mahine (SVM) is based on the interation between optimization theory and kernel theory [1℄.Reently, widely used mahine learning algorithms have been suessfully applied in the framework ofwireless ommuniation problems [2℄ and inverse sattering problems [3℄[4℄ in order to exploit their general-ization apabilities and real-time harateristis. Moreover, when a lose solution to the problem at handdoes not exist, SVM appears to be a good andidate to solve the optimization problem with a trial anderror approah. As for the Syntheti-Impulse Mirowave Imaging System (SIMIS) developed at LEAT, thelearning methodology adopted for the detetion of target position an be onsidered a supervised learningsine it exploits input/output examples that are referred to as the training data. When an underlying fun-tion from inputs to outputs exists, it is referred to as the target funtion. In the framework of lassi�ationtheory, this funtion is alled deision funtion and gives binary outputs if a binary lassi�ation problem isdealt with, otherwise it gives a �nite number of ategories for multi-lass lassi�ation. The omputationaltime saving provided by an online binary lassi�ation approah justi�es some limitations like the qualitativereonstrution of the objet position instead of the quantitative estimation of the eletromagneti properties.Within the integration of a SVM lassi�er and the SIMIS for objets detetion and more in general for thereonstrution of the invetigation area, the main goal onsists in the de�nition of a risk map of the preseneof the targets.
2 SVM Input DataThe lassi�ation proedure is based upon training and testing data. In the training set eah instane onsistsin a target value, that is the label of the lass, to whih data belongs, and several attributes, named features.The learning mahine requires that all data instanes are represented as a vetor of real numbers. In order tode�ne the format of the proessed data, let us brie�y introdue the SVM basis. The training set is omposedby L observations, eah of them onsists of pairs (xi, yi) , i = 1, ..., L, where xi ∈ R

n is the vetor of attributesthat determines the input spae and yi ∈ {1,−1} is the assoiated target value given by a trusted soure.The vetors xi, i = 1, ..., L are mapped in a higher dimensional feature spae where a separating hyperplanehas to be found in order to maximize the margin between the training data that belong to di�erent lasses.This proedure is alled training phase and the �nal output is the deision funtion that, in the following3



testing phase, predits the target values of the testing set of whih only the attributes are givenAs far as the SIMIS data have been onerned, the �elds olleted by the measurement system beome apart of the input vetors xi, i = 1, ..., L. In order to exploit the UWB properties of the M exponential taperedslots (ETS) antenna, the input data Ii are the time-gated di�erential time-domain S21 data [5℄ obtained bythe appliation of the inverse fourier transform. The position of the n-objet, identi�ed by its baryenter
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), is also a feature that belongs to the input vetor. The adopted binary lassi�ation requiresthat input data xi are labeled both to the positive lass yi = +1 and negative lass yi = −1. Towards thisend, for eah input data Ii, K training data are labeled with negative lass and, instead of the featuresrelated to the objet position, random spatial points (
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, k = 1, ..., K where the objet doesnot reside are used as shown in Tab. I.
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Tab. I - Input data format of a i-th input data Ii .6
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