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Abstract

The iterative reconstruction of unknown objects frdre measured scattered field data is presented. The papestigates
the performance of the iterative multiscaling approach§M in exploiting transverse electric (TE) illuminationss a matter of
fact, in these conditions, the problem turns out to be moragtizated than the TM scalar one in termsméthematical model as
well as computational costs. Howevéris expected that more information on the scenario undgrdan be drawn from scattered
data. Therefore, this workis aimedat verifying whether the TE case can provide additional rimfation on the scenario under
test (compared to the TM illumination) and how such an enbarent can be suitably exploited by the IMSA for improving the
reconstruction accuracy of the retrieval process. Suchnafysis will be carried out by means of a set of numerical @rpents
concerned with dielectric and metallic targets in singld amultiple objects configurations. Synthetic as well as erpental data
will be dealt with.

Index Terms

Microwave Imaging, Electromagnetic Scattering, Inverseblems, Multiresolution Technique, TE Illumination.

I. INTRODUCTION

The reconstruction of inaccessible areas has been addresgaloying electromagnetic fields at microwave frequenaie
a wide number of applications (see [1][2][3][4]Vhe imaging ofthe unknown targets is generally achieved through a seitabl
processing of the field data collected away from the scattekdoreover, the exploitation of the complex scatteringmpdmena
allows a quantitative description of the dielectric and awxctivity distributions of the domain under test.
In this framework, two main categories of methodologicapraaches have been developed. The first class concerns with
approximate techniques, such as the physical optic metfgj{8] and the Born and Rytov approximations [7][8]. These
approaches simplify the imaging problem by considering s@mpproximations, but also limit the range of retrievablefites.
A second class of methods aims at rigorously solving the ineat inverse scattering equations, usually reformutatime
original problem into an optimization one [9][10][11] [42B][14][15]. Such approaches extend the range of rethikvabjects
but they also make the reconstruction problem more troobhesand computationally expensive since the arising noeslity
and ill-posedness have to be suitably addressed.
Moreover, although many efforts (see for example [16], [1Z8] and [19]) have been addressed to develop effectivéoaist
for 3D reconstructions, tomographic configurations areegelty considered if possible, since the dimensionalitjhef problem
requires less computational load.
Furthermore, the inverse scattering problem is generahpkfied by considering suitable illumination conditioriBhe most
widely adopted polarization is the transverse magnetic®he, where the incident electric field is directed alongitivariance
axis of the cylindrical geometrySuch a situation allows to reformulate the original ve@bproblem by means of scalar
relations, thus reducing the overall complexity of the neatlatical model and the arising computational burden neéateits
numerical solution.
On the other hand, dealing with a transverse electric (TiEnination (where the magnetic field is polarized along tkis af
the cylinder) requires a more complex mathematical desorigsince the arising vectorial integral equations présenivatives
of both the background Green’s function and the field [20§vertheless, since TM and TE cases are physically uncduple
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TE scattered data are expected to give different informatio the scenario under test [21] anthybe a larger amount since
two field components are taken into accoultoreover, as pointed out in [21], the influence of the ill-edsess for TE
inverse scattering is lower than that for TM since the Grednhction is more singular in the formease.However, the
computational load for exploiting such positive featuresunavoidably increased because of the need of solving @nact
problem characterized by stronger non-linearity [22]. As a matter of fact, by considg the same spatial resolution for
reconstructing the unknown profile in the investigation @émthe dimension of the space of unknowns turns out to lgetar
for TE than for TM case. Thus, retrieval procedures able fectizely deal with large-dimension problems are necassar
The need of a high resolution accuracy in presence of a lthiittermation content of collectable data [23] Haeen successfully
addressed for TM data by considering multiresolution etyags [24][25][26][27][28][29],which also allows an increasing of
the ratio between data and unknowns useful fedtucing the occurrence of local minima [30]. Therefore atvthis paper
accomplishes is to efficiently use a multiresolution stygtfi.e., the Iterative Multi-Scaling Methodology (IMSAfpr TE
scattering data and compare the performance to the TM cse isTthe first time, to the best of the authors’ knowledgat th
a multiresolution methodology is applied to TE scatterethda

The paper is organized as follows. After the mathematicathfdation of the inverse scattering problem (Sect. 2), i®ac? will
focus on the implementation details of the multistep retroiesion algorithm in dealing with a transverse electridgvization.
Successively, the advantages of the IMSA-TE will be analyered discussed in Sect. 4 through a numerical analysis owedte
with the reconstruction of dielectric and metallic profiles frewwth synthetic and experimental dafanally, some conclusions
and future developments will be outlined (Sect. 5).

Il. MATHEMATICAL FORMULATION

Let us consider a set of monochromatic incident electrid$§idE:, .(r), v = 1,..., V) at a fixed angular frequency that
illuminates, fromV different angles of incidence, an inhomogeneous objedtéstin a bounded investigation domairy
lying in free-space (Fig. 1). The unknown object is desaib&ough the so-called object functietir) given by

o)

we,

T(r) =er(r) -1~ @)

wheree,. (r) is the relative permittivity with respect to the backgrowmtio (r) is the conductivity of the scatterer. The total
electric fieldE; ,(r), v =1, ..., V, inside and outside the scatterer satisfies the followinegiral equation

By, (x) = BY,, (r) + k2 /D r(e)EL, () - G(r|r') dr’ @)

wherek? = w?ppeo, G(r|r’) is the dyadic Green’s functioandr’ € D; identifies a point inside the investigation area, while
r refers to a location of the investigation domain or of the sugament domai,; external toD;.

Equation (2) is the basic relationship for developing anyemion algorithm based on the integral equation formaiati
Moreover, in the following, a tomographic configuration Mble assumeds{(r) = 7(z,y), z being the axis of symmetry of
the scatterer].

For 2D TM polarization, the electric field is parallel to thevariance axis of the cylindrical targdt;,, .(z,y) = £ ,,,.(z, y)2.
Thus, equation (2) reduces to a scalar relation

B2 tor(w,y) = B2 e (,y) + K3 [, Gyl y" )7 (2", y)

3
B ior(2!y) da'dy’ Y(z,y); (2, y') € Dr ©

where G(xz,y|z',y’) = —%Hé” <k0\/(z — )+ (y — y’)2>, HéQ) being the second kindt®-order Hankel function and

=1

Because of the non linear nature of the problem in hand anéhitssic ill-posedness, the electromagnetic inversien i
performed by looking for a configuration of the unknowns.[ig(x,y) and £, ,(x,y) in D] that minimizes the fitting

between retrieved and known field samples.



For 2D TE polarization, the problem in hand turns out to be encomplicated since it cannot be described in terms of
electric-field formulation through a scalar formulatioR. In this caseEy, . (z,y) = EJ ;. (z, y)% + By ine(T, Y)Y
The domain integral equation for the electric field vectargiven by

Efo(r) = Ej.(r) + (k§+VV~)/D G(r|r’) - 7(r") By, (r') dr’

where the spatial differentiation operateson
Starting from this vectorial equation, a TE-based invergiwocedure is aimed at retrieving the object functidn;, y) and
simultaneously two components of the electric field [i&}),,,(z,y) and E} (v, y), v =1,...,V]in Dr.

Ill. THE MULTI-SCALING APPROACH FOR THETE PROBLEM

Starting from the mathematical description in terms of Datal State equations, the inverse problem is solved by means
of the iterative multiscaling procedure. Since the IMSA bagn widely described for the TM caf26][27], in the following
only the main issues concerned with the TE case will be briefjumed.

In general, the main motivation for adopting a multiresimintmethodology lies in the limited information content dfet
collectable data [23] that does not allow an arbitrary rnegoh level for the unknowns in the investigation domainpé&sally

for the TE case, the optimal representation of the unknovwmtbabe efficiently addressed since such a vectorial probgem i
characterized by more unknown parameters with respected’¥ scalar one.

As a matter of fact, the IMSA defines a suitable discretizatibthe unknown distributions according to the availableadal].

At each stepf being the step index) of the multiscaling process, only atéichnumber of N,y basis functions is employed
for representing the unknowns in the region-of-interestlfRvhere the scatterer is supposed to be located. Itehptitlee
same number of basis functions is reallocated in a reducea defined according to the criteria given in [27]. Therefore
the original investigation domain (i.el);) turns out to be discretized in a non-uniform way since thatiap resolution is
step-by-step enhanced only in a limited sub-domainDgf Such a zooming strategy limits the total humber of unknown
coefficients (weighting theV(,,, basis functions) allowing a detailed representation ofdstenario where necessary.

As far as the retrieval of the profile under investigation @cerned, the values of the TE unknowns, ine{xn(p),yn(p)),

E2 1ot (Tngyy s Uny ) B otot (Tngyy s Uny, ), @re obtained by minimizing the following cost function
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1In the TE case, the domain integral equation can be fornllasea scalar-domain integral equation with the one non-mexgnetic-field component as
the unknown field or in terms of a vector integral equationhvitie electric-field vector (two nonzero components) as tiienown field. In [20], it has been
shown that the single magnetic-field formulation turns @ubé inferior to the dual electric-field formulation.



Moreover,a. and g, are weighting coefficients related to theh field component,,, G, = Gy, andG,, are given by
_j%gj:m [kophky}%kH‘g) (Kopnk)
G (2. Uk, i) = + (22, — 2 H1(2) (kopni)| h#k @)
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where pp, = /27, +y2, » zhe = (zn, —21) andyn, = (yn — yx). Moreover, J; is the first order Bessel function and
Hl(z) is the second kind Hankel function of first order, respetyive; = \/g, Ay, being the area of thk-th discretization
sub-domain.

The minimization of (4) is iteratively performed with a cogjte-gradient procedure. Even though more efficient apdition
techniques are currently under study for the TE case and lilasg been already developed for the TM case [32], the use
of a deterministic technique for this analysis is motivabgdthe need of focusing on the effectiveness of a “pure” IMBA i
dealing with TE date neglecting the "overboost” effects &l @s the randomness arising from its integration with alststic
optimizer (more effective in avoiding the solution is tragpin the local minima of the cost function).

Finally, the multistep procedure terminatespat= p,,: when tte stability conditions, defined in [27] for the TM case, hold
true.

IV. NUMERICAL ANALYSIS

In this section, illustrative reconstructions will be disyed and discussed in order to assess the effectivenelss t¥1BA in
dealing with TE data. Three different scenarios will be ¢desed: the case of a single dielectric scatterer (Sec}, thé case of
multiple dielectric scatterers (Sect. 4.2), and the caseethllic targets in both synthetic and experimental emrinents (Sect.
4.3). The results will consist of gray-level maps of the @bjeinctions, variations of the multiresolution cost funot versus
the iteration numbetk;, behaviors of some representative error figures versusigimalsto-noise ratio (SNR) characterizing the
scattered data, and samples of the cost function along fikedtidns in the solution space.

A. Single Dielectric Scatterer

The first example deals with a homogeneous square dielgutofile (o = 0.5) of side Ly = 0.48)\,, positioned at
xo = —0.24)\, yo = 0.48)\¢ [Fig. 2(@)]. A square investigation domaifip, = 2.4\, in side has been assumed and it has
been partitioned inV,) = 36 cells. The reconstruction has been carried out exploitindtimew data collected from” = 4
different directions of illumination by means af/,,, = 21 receivers located on a circular observation curve of radigs,.
The maps of the retrieved profiles during the multistep retmiction process are reported in Figsh)22(e). As it can be
observed, the retrieved object function evolves from a tegelution representatiorr | - Fig. 2()] to the convergence profile
[T(po,e) - Fig. 2€) and Fig. 3¢€)-(d)], achieved aftep,,; = 4 steps and characterized by the lowest values of the erroreigu
given in Tab. | and computed as follows

o AT
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where j ranges over the whole investigation domajn= int), over the area occupied by the actual scattergrs (nt) or

} x 100 (12)

over the backgroundj(= ext) and the indexs indicates thes-th object lying in the investigation domain.

Focusing on such a convergence profile, the numerical vafifgb. | confirm the effectiveness of the inversion algarith
in exploiting TE data for reconstructing the shape of theeobjérr = 2.0 x 1074, Arr = 12.33) as well as its dielectric
properties (£F = 0.21).

In order to better appreciate the reconstruction accuratyesed by the IMSA applied to TE data (even though in nogsele
conditions), the same profile has been retrieved using TM.dgince the TE illumination provides two components of the
field (£, E;) and more information it is expected to be collected on thesed scenario, an overall imaging enhancement
compared to the reconstruction obtained witil illumination should be verified. In order to check such gpaosition,
the result of the IMSA-TM inversion is shown in Fig.&{(b). As expected, despite the reconstruction is satisfactbey
estimated error figures (Tab. I) are higher than those of theeXperiment. In particular, although for a noiseless expent,

the localization accuracy is decreas%a% ~ 20) and the overall estimation of the dielectric distributimorse as indicated
by the values of the quantitative error flgurégf ~ 21.5, E&ﬁ% ~ 1.4, and %TfE ~ 1.5.

As far as the trade-off between enhancement of the recatistnuaccuracy and increasing of the computational costiealing
with a TE illumination is concerned, Fig. 4 gives some intdmas on the minimization of the multiresolution cost funat® ,,,

at the different steps of the IMSA. The spikes occur when itrestigation area is scaled and the supports of the basitidus
are redefined. In such points, the minimization of the fuor@l starts with an higher level of resolution. For a compeaga
analysis, the behavior of the cost function for the TM casshiown, as well. As can be noticed, thre one hand, the TE cost
function reaches a lower value and a more accurate fitting thi¢ problem data, thus justifying a better reconstructon
the other hand, the processing of the TE scattering datdresqgan additional amount of computational resources (aln
terms of both total number of iteratiors; ~ 4.5K 7,y (Kope = 271 ko, ki7" being the number of iterations needed
to achieve “convergence” at theth step of the multiscaling procesapd mean time per iteratio
tEM = 36 ms). Such an increment is related to the presence of two compermdrthe fields that contribute at enlarging
the amount of independent achievable data as well as the emuafbunknowns, which causes a larger memory allocation
UTE = 3UTM and processing load.

Because of the increased dimension of the solution spacefahd use of a deterministic procedure, it is convenientalyze

= 120 ms versus

zter

the “shape” of the IMSA cost function as well as the occuresatlocal minima in such a functional. As a matter of fabg
inversion process is performed minimizing (4), thus the plaxity as well as the reliability of the reconstruction isosigly
related to the presence of local minima that represent f&déations of the problem in hand. For illustrative purpgdegs.
5(a)-(b) show the plots of the values of the cost function computedomespondence with an object with the same support
of the actual scatterer and varying the value of the objesttion in the rang®.0 < 7 < 16.0. By so doing, a particular
direction of the solution space is explored and some initioatabout the shape df,, can be inferred. First of all, let us
observe that, as expected, the global minimum of the costtifmturns out to be at = 7y = 0.5.

As can be noticed, the comparison between TE and TM (condemitt V' = 1) points out that the number of local minima
for the TE case [Fig. &(] is slightly inferior than for the TM case [Fig. B)]. Moreover, even though the number of views
is increased{ > 2), other minimum points in addition to the global one occurtiie TM case [Fig. 3¢)], while no local



minima can be observed along this “direction” of the solatgpace under TE illumination [Fig. &)].

Therefore, although such an example cannot be considereddasinitive indication on the number and on the occurrence
of the local minima (since it considers only a sampling dimtin the solution space), it seems to confirm also for the TE
illumination a key-feature of the IMSA, that is the “redwari’ of local minima and, in the first resort/approximationcextain
reason of using a deterministic method as minimizer.

Finally, since the TE exploits the information from two ipgmdent field polarizations?, - TE,, £, - T'E,) and it outperforms
the TM inversion of dielectric profiles, which considers yml scalar field componen&{l - T'M), it could be interesting to
assess the effectiveness of the IMSA procedure when eackdl& somponent is individually processed. Towards thif &éme
inversion process has been carried out by assuming: 8, = 1.0 anda, = 3, = 0.0 (I'E,, illumination) anda,, = 8, = 0.0
ando,, = @, = 1.0 (T E, illumination) in the cost function (4). The grey-level mapisthe retrieved profilesire shown in Fig.
3(e) and Fig. 3f), respectively. The obtained results highlight that ohly simultaneous processing of both the TE components
is needed for obtaining a more faithful reconstruction tHeTM inversion. Moreover, it seems to further confirm thiv and

TE illuminations give unrelated data about the scatter&t [2s a matter of fact different reconstructions have begtained
with the two different datasets), but also that each TE campbsupplies a differenbformation on the scenario under test.

B. Multiple Dielectric Scatterers

The second example of the numerical validation considersi momplex scenario where a multiple scatterers configurat
lies. Let us refer to the reference geometry shown in Fig. @melthree equal square cylinder[séi) =0.67T\o, s =1,...,3,
in side) located ata(él) = yél) = 0.67\o), (ng) = —yéQ) = —0.67)\p), and @g3> =0, yé?’) = —0.67)g) are embedded in a
search ared p, = 4)\p-sided. The value of the object function in the region ocedgdy the scatterers is equali@s) =0.5,
s =1,...,3. The objects have been probed frdm= 8 directions and the scattered fields have been collectéd at = 35,
v = 1,...,V positions. Moreover, at the first step & 1) of the multiscaling process, the investigation domain basn
partitioned inN(;y = 100 subdomains. For comparison purposes, the reconstructierbben carried out with both TE and
TM illuminations. Moreover, for a more exhaustive asses#naéso noisy data have been taken into account. Towardetiis
the scattered field values have been blurred as in [26] byngdaligaussian contribution with a zero mean value and idedtifi
by a fixed SN R value.
Figure 7 shows in a comparative fashion the achieved redeitsorially, one can notice a better estimation of the sufsp
of the scatterers when a TE illumination is used. Such ancatiin is quantitatively confirmed by the values of the error
index A reported in Tab. Il and IV. More in detail, whefiNR < 10 dB, 11.42 < A%)E < 16.44 for the TE case, while
its range of variations turns out to be higher in correspogdanith TM reconstructionsl .80 < A<TSJ)V[ < 25.82). As far as
the quantitative imaging is concerned, the total egibf is lower than2.6 in the TE configuration whatever th&N R value,
while ¢XM | oup =3 a@nd RN | o o ~4.2. Moreover, the values o) clearly indicate a more accurate retrieval
of the object function in the regions occupied by the scatter
For completeness, Tab. V provides some details of the caatipntl burden of the iterative reconstruction procesgésen
the noise level is negligible, the same conclusions drawrttfe single scatterer scenarios hold true and fh&SA — T M
turns out to be more effective in reaching the convergenceth® other hand, the convergence rates are quite simildovaar
S]\Tlﬂldﬁi's. However, thel M SA — TE seems to converge faster in strong noise conditions (5dB)tarenhance the accuracy

Eiot

(=5er=sdE ~ 1.7). This points out the positive effect of the exploitationtbé two field components especially in critical

tot |g N R=5

measurement conditions.

To further assess the proposed approach with multiple scattenersi@isy conditions, also evaluating the “discrimination”
capabilities of the method, a third experiment concerndt witwo-objects configuration [Fig. & - 7-55) =0.5, s =1,2] has
been carried out. The scatterers differ in dimensi@g? = 1.33) and Lgf) = 0.67)g, while the illumination/measurement
setup is the same of the previous example.

In order to give a complete overview of the obtained resiig, 9 shows the behaviors of the error indexes versusStNeR.

In general, whatever the noise level, th&/SA — T'E yields better inversions both in locating [Fig.&9 and shaping [Fig.
9(b)] the scatterers, as well as in quantitatively estimatingirt dielectric profiles [Fig. 99)]. In particular, theT E-based



approach significantly overcomes tfielM-based technique when the noise level grows (iV,R < 15 dB). In such a
situation, the inversion turns out to be more difficult and ftd/.S A benefits of the enhanced amount of information. Such an
improvement can be also pictorially appreciated in Fig. &mehthe grey-levels maps of the dielectric profiles retriewden
SNR =5 dB underT E illumination [Fig. 80)] and 7'M illumination [Fig. 8()] are reported, respectively. In particular, for
such a configuration, the details of the error figures arenteddn Tab. VI.

As far as the computational burden is concerned, the samgusions of the previous example can be inferred also far thi
test case (Tab. VII).

C. Metallic Targets

Finally, the last set of experiments is aimed at evaluatiegréconstruction of metallic targets both consideringfsgtic and
real data. Figure 1@ shows the reference distribution of the metallic=£ 20 S/m) object under test of sid&, = 0.48)\¢
and centered aty = —0.24)\g, yo = 0.48)\y. As far as the configuration of the experimental setup is eomed, the following
parameters have been uséd;, = 1.6)o, V = 4, andM, = 36. Moreover,D; has been partitioned iiV;) = 21 subdomains.
The reconstruction results give different indications be effectiveness of MSA — TE vs. IMSA — TM in comparison
with those carried out for the dielectric configurationsdSel.1 and Sect. 4.2). As a matter of fact, the profile undstr ie
generally better imaged whenZa\/ illumination is considered as pointed out by the maps in .Figg)-(c) (SN R = 10 dB).
Quantitatively,¢LF = 7.16 vs. ¢LM = 3.86, ¢1F = 41.72 vs. 1M = 27.73, and ATF = 22ATM,

However, such a behavior is not surprising since the sanfeuifes in dealing with al'E illumination of impenetrable
obstacles have been encountered alsd&rbBynananjaona et a[33] both using synthetic and real data.

To further analyze such an issue, also laboratory-coetialata concerned with the experimental datégetrseille” [34] have
been used. In particular, for a comparative study, the exeattdata related to a rectangular metallic targstd(x 12.7 mm?)
probed with al’' M (“rectTM_cent.exXp) and aT FE (“rectTE_8f.exp) incident field have been considered. Because of the lunite
aspect of the measurement, the whole set of date: (36, M(,,) = 49) at f = 4 GHz has been precessed imposing a constraint
on the real part of object functionRe (7) = 0] and performing a thresholding (as suggested in [35])tQ.. = —10.5 if
ImA{7(z,y)} > Tmaa-

The reconstruction exploiting M scattered data [Fig. 1)) is more accurate. The boundaries of the object are begtected
and the metallic nature of the scatterer is more faithfuineeied. Similar observations have been also made in [33][36]d
where different inversion methods were used. For a prelmyicomparison between IMSA-TE and another inversion aggrp
Fig. 11() reports the reconstructed profile obtained with the CSlalgorithm [36]. The inversion of the experimental data
has been carried out considering single frequency measmsnf = 4 G H z) for reconstructing an investigation regiadfi cm

in side. Such single-step strategy achieves a reconiruittiwhich the dimension of the profile is slightly underested, as
well as the retrieved value of the imaginary part is gredtantm {7(z, )} trar g = —0.6 (While Im {7(z,y)} i s rp =
—3.1). However, for further comparisons with CSI and other d#f& kinds of inversion algorithms the reader may refer to
the papers in [34].

The worse reconstructions witfE data could be related to the measurement setup. As a matiaetofor theT £ case only
one electric field component (i.e., perpendicular to théaladirection) has been measured instead of two orthogon#he
azimuthal plane as required by the vectorial nature of theblem insideD;. Such supposition agrees with other works in
literature on the same dataset, but should be further vérdtber impenetrable objects or experiments in which thetete
field is completely measured.

Moreover, problems are expected with the metallic or hightast objects when the TE problem is formulated in term ef th
electric field. As a matter of fact, it is the electric flux raththat the electric field that is continuous in an inhomogeise
medium, right at the boundary of an object. Unfortunatehfpecing this physics in the IMSA would make the gradienttqui
nonlinear and involved.

V. CONCLUSION

An iterative multiresolution method for the reconstruatiof unknown scatterers illuminated ByE incident fields has been
presented. Such a multiscaling algorithm provides a nmafiseconstruction of the scenario under test focusing omesRols



adaptively determined by means of the information acquidtedng the iterative minimization of a suitable multirestabn
cost function.

The numerical analysis carried out through the paper hasvshtbat the proposed methodology presents very attractive
capabilities in imaging single and multiple scatterers anfdetter reconstruction accuracy compared tofhé illumination
when dielectric scatterers are dealt with. An opposite t@ion has been carried out when metallic scatterers airgeprboth
considering synthetic and real data. This behavior, evengh a more exhaustive analysis would be necessary, ssghest
need of extending théM S A procedure to a hybrid strategy wheéfé/ andT E illuminations (when available) are alternatively
processed as proposed in [21].

Moreover, the IMSA-TE has been compared with a single-st8pTE inversion algorithm. The multiresolution reconstian

has given better results in estimating the metallic charastics of the scatterer, however a wider analysis shoelddsried out

in order to fully asses the comparative analysis betweerivibemethodologies. Certainly, it would be interesting towelep

a multiscaling procedure based on the contrast source fation.

Finally, it should be pointed out that the proposed solutidrihe TE case is an intermediate and mandatory step towards
the solution of the full three-dimensional problem where ak tthree scalar components of the electric field play thek.rol
The main differences for such an extension lie in the computatime (expected to substantially increase) as well as in the
minimization procedure to be carefully implemented in erttesuitably deal with the larger solution space.
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FIGURE CAPTION

Figure 1. Problem Geometry.

Figure 2. Reconstruction of an off-centered square dielectric cidin(ry = 0.5) under TE illumination (Noiseless
Conditions). Actual profiled) and reconstructed profile atb)(p =1, (c) p =2, (d) p =3, and €) p = P,,x = 4.

Figure 3. Reconstruction of an off-centered square dielectric dging, = 0.5 - Noiseless Conditions). Results obtained
(a),(b) underT'M illumination, (c),(d) underTE illumination, (€) exploiting theT E, component, andf} the TE,
component.

Figure 4. Reconstruction of an off-centered square dielectric dgin(y = 0.5 - Noiseless Conditions). Behavior of the
multiresolution cost function at the different steps of thiimization procedure for th& £ and T M cases.

Figure 5. Reconstruction of an off-centered square dielectric ddin(y = 0.5 - Noiseless Conditions). Behavior of the
cost function®,,) along a direction of the solution space obtained varyingabject function in the rangeé < 7 < 16:
(@) TE case andh) and TM case.

Figure 6. Reconstruction of three square dielectric scatterqﬁ@ E 0.5, s =1,...,3). Actual profile.

Figure 7. Reconstruction of three square dielectric scattere§§) (= 0.5, s = 1,...,3). Retrieved profiles under'E
illumination @)(c)(e) andT'M illumination ()(d)( f) in (a)(b) noiseless condition, whemwr)(d) SN R = 10dB, and €)(f)
when SNR = 5dB.

Figure 8. Multiple scatterers configuratiorS(VR = 5dB). Actual profile @) and reconstructions achieved under
illumination (b) and 7'M illumination (c).

Figure 9. Multiple scatterers configuration. Reconstruction ernessusSN R: (a) location errorss(®), (b) dimensional
errorsA(®), (c) internal errorsg(s) and @) external errorf(s) s=1,2).

wnt? ext
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Figure 10. Reconstruction of an off-centered square metallic cylinde = j89.73). Map of the imaginary part of the
reference object functiora). Reconstruction of the imaginary part of the object fumctunder ) TE illumination and
(¢) TM illumination (SNR = 10 dB) .

Figure 11. Expaimental validation against the real data (Dataset “Mdiese[34]). Reconstruction of the rectangular
metallic cylinder at the frequency = 4GHz when probed withd) a TE incident field ( ‘fectTE_8f.exp) and () a
T M incident field ( ‘tectTM_cent.ex]). (¢) Result obtained with the single-step CSI-TE algorithm.

TABLE CAPTION

Table |I. Reconstruction of an off-centered Square Dielectric Qigin((x,y) = 0.5 + j0.0). Comparison of the error
figures for the TM and the TE illumination.

Table I1. Reconstruction of an off-centered Square Dielectric Gigin(-(z,y) = 0.5 + j0.0). Computational Burden.
Table I11. Three scatterer configuration. Error figures for the TE ilination.

Table IV. Three scatterer configuration. Error figures for the TM ilination.

Table V. Three scatterer configuration. Convergence step and totatit@s number under TE illumination and TM
illumination.

Table VI. Multiple Scatterer configuration. Error figures for the TEdafiM illumination (SN R = 5dB).

Table VII. Multiple Scatterer configuration. Convergence step anal itgrations number in the TE case and in the TM
illumination.
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int 6.64 177 28.72 29.35
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) 0.004 0.0002 0.32 0.30
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| | ITE | TM

Kop 000 1693

popt 4 2
titer |MS 120 36
U MB 2.4 0.8
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SNR [dB 00 10 5
Eot 2.00 .14 2.58
gl 2.56 4.32 4.59
¢ 1.26 4.37 5.11
&) 1.96 6.44 6.91
Eeat 1.21 1.43 1.72
NS 0.02 0.05 0.01
62 0.02 0.05 0.05
53 0.01 0.05 0.10
AW 14.28 11.42 16.23
AG) 14.41 13.46 11.44
AB) 19.02 15.47 16.44

Table |11 - D. Franceschini et al., “ Iterative Image Reconstruction of.”.
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SNR [dB 00 10 5
Eot 2.09 2.95 £.20
¢ 3.97 5.50 6.68
¢ 1.06 8.06 11.78
¢ 1.97 7.01 8.68
Eeat 1.77 2.60 417
NS 0.01 0.02 0.03
62 0.04 0.04 0.08
53 0.01 0.04 0.07
AW 18.53 25.82 25.81
AG) 13.58 26.70 27.41
AB) 12.57 16.16 15.8

Table IV - D. Franceschini et al., “lterative Image Reconstruction of.".



SNR |dB
o0 20 1 5
TE | K,y 4000 | 6000 | 4000 | 4000
Dopt 2 3 2 2
TM opt 2309 | 4000 | 4000 | 6000
Dopt 2 2 2 3

Table V - D. Franceschini et al., “lterative Image Reconstruction of.".
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" SNR 5dB | TE TM
¢ 6.50 7.60
¢ 15.83 19.32
Eeut 1.32 3.54
o) 0.14 0.21
52) 0.07 0.69
A 29.52 33.60
A2 23.78 47.70

Table VI - D. Franceschini et al., “lterative Image Reconstruction of.".
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SNR |dB
o0 20 1 5
TE | K,y 4000 | 5100 | 4000 | 4000
Dopt 2 3 2 2
TM opt 47 770 946 | 3790
Dopt 2 2 2 3

Table VII - D. Franceschini et al., “Iterative Image Reconstruction of.".
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