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Abstract: Renewable integration into the electricity system of Great Britain (GB) is causing consider-
able demand for additional flexibility from plants. In particular, a considerable share of this flexibility
may be dispatched to secure post-fault transient frequency dynamics. Pursuant to the unprecedented
changes to the traditional portfolio of generation sources, this work presents a detailed analysis
of the potential system-level value of unlocking flexibility from nuclear electricity production. A
rigorous enhanced mixed integer linear programming (MILP) unit commitment formulation is
adopted to simulate several generation-demand scenarios where different layers of flexibility are
associated to the operation of nuclear power plants. Moreover, the proposed optimisation model
is able to assess the benefit of the large contribution to the system inertial response provided by
nuclear power plants. This is made possible by considering a set of linearised inertia-dependent and
multi-speed constraints on post fault frequency dynamics. Several case studies are introduced con-
sidering 2050 GB low-carbon scenarios. The value of operating the nuclear fleet under more flexible
paradigms is assessed, including environmental considerations quantified in terms of system-level
CO2 emissions’ reduction.

Keywords: nuclear flexibility; VRES; power system dynamics; inertia; electric vehicles; frequency
response; batteries; energy storage

1. Introduction

The integration of large shares of Variable Renewable Energy Sources (VRES) into the
electricity system of Great Britain (GB) is changing the way the power system is operated.
This is mainly since an increasing number of conventional synchronous generators are being
displaced by VRES, whose ability to contribute to the security of the system is reduced [1].
Operating the system with fewer conventional synchronous power plants implies a sharp
reduction in the available inertial response. In their typical configuration, VRES do not
naturally provide inertial response nor automatic primary frequency control [1,2], leading
the system operator, responsible for the secure operation of the network, to require large
amounts for frequency response services [3–6]. In fact, the demands on frequency response
depend on the available inertia, the largest possible infeed loss (which is not expected to
change [7]) and the speed in the provision of frequency response services. It is, therefore,
also important to consider technologies capable of providing inertial response [2,8–11]
and new ancillary services, namely Enhanced Frequency Response (EFR) [7,12–15], in any
analysis. In addition to the challenges associated with higher levels of VRES, there is an
increased desire from policymakers from many countries, including the UK, to electrify
more of current non-electric demand (for example transport) to aid with decarbonisation
targets for the year 2050 [16,17].
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The methodology and scope of this investigation is focused on determining the post-
fault behaviour of the electricity transmission system and, by acknowledging technical
services of each technology (e.g., primary response and enhanced frequency response),
we aim to ensure system-level security. It is worth noting that, in the event system-level
security is not ensured and results in demand disconnection (i.e., blackouts), separate
analyses would need to be performed to model how technologies connected to the system
(including nuclear power plants) would be used to re-energise the system.

1.1. Related Work

Previous works [16,18–22] have assessed the future UK electricity system with large
shares of renewables. However, the interplay between inertial dependent frequency con-
straints and the actual cost-based system commitment/dispatch decisions is neglected.

Following a different fundamental approach, other works have focused on the assess-
ment of frequency response requirements considering, up to certain differences, the amount
of available inertial response and the speed of provision of frequency response. The authors
in Reference [23] have introduced a set of linear constrains to define sufficient conditions
for primary response adequacy. However, an ex-ante dispatch decision was adopted, mak-
ing the available inertial response a pre-determined quantity, i.e., not a decision variable
of the optimisation problem. Furthermore, effective formulations have been introduced
in Reference [24–27]. Regardless of the fundamental differences among these works, it
is possible to highlight a common trait: the inertial response and its effect of post-fault
frequency dynamics becomes a decision variable of a Unit Commitment (UC) problem.
Therefore, the optimal amount of frequency response acknowledges the interplay between
inertial response and primary response from conventional generators.

More recently, the authors in Reference [7,28] extended the inertia-dependent fre-
quency constraints by letting the underlying UC recognise the different speeds in the
provisions of frequency response associated with conventional generators (5–10 s) and flex-
ible assets, e.g., battery storage. Similar setups have been presented in Reference [29–31].

The above mentioned works have brought exceptional understanding regarding
the interplay between secure frequency dynamics and cost-effective generation-demand
balance. However, two fundamental aspects of future power systems have not been fully
considered. The first regards the valuable role of inertial response. The synchronous
generators of nuclear power plants are large providers of inertial response. However,
technical constraints may limit the flexibility in the operation of these units, especially with
respect to the provision of primary response and operations, for instance, characterised by
dispatch levels far from the maximum capacity of the plant. In fact, the above-mentioned
studies did not fully assess the potential benefits of nuclear flexibility. The second aspect
is with respect to the power system scenarios considered. In fact, the push towards the
electrification of the transport sectors, together with the changes to the typical demand
profiles introduced by electric vehicles, have not been fully accounted for in the literature.

1.2. Contribution

This study contributes to the existing relevant literature by addressing the research
gaps identified in the literature. In fact, based on the fundamental methodology proposed
in Reference [7], this study aims at quantifying the potential benefits of nuclear operational
flexibility for achieving security/stability in the power system under high electrification
scenarios (around 570 TWh compared with current consumption of around 300 TWh in
the UK [16]). Furthermore, in this work, we aim to study different scenarios with varying
levels of nuclear, fossil fuels and VRES to determine not only the feasibility of the scenarios
under steady-state and transient conditions but also the benefits of different storage and
operational flexibility mechanisms provide. In particular, there is a focus in this study on
the services the nuclear plants are providing and their operating characteristics (including
number of shutdowns and capacity factors). These characteristics were not studied in
previous works.
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To address the above we firstly provide details on the scenarios considered and the
assumptions around the technologies employed (e.g., batteries providing EFR, interconnec-
tors, nuclear, VRES, etc.). Then, starting from a nominal energy mix consisting of nuclear
(27% of average generation), semi-base units (37% of average generation comprising pre-
dominantly gas but also biomass) and VRES (23% of average generation), three distinct
cases were studied. The cases studied were: (1) nuclear plants are assumed to be inflexible
and do not operate below 98% of nominal power; (2) nuclear plants are able to operate flex-
ibly with minimum stable factors of 55%; and (3) the semi-base gas plants in the nominal
energy mix are replaced with nuclear or VRES while allowing flexible operation of nuclear
plants in both cases. In all scenarios studied, the boundary conditions for interconnectors
come from a pan-European model to reasonably estimate the ability of other countries to
supply the UK with electricity, and we assume around 12.6 million electric vehicles are
deployed which can provide demand side management in the form of delaying onset of
charging. Furthermore, sensitivity analyses are performed with nuclear plants having
minimum stable factors down to 20% of nominal power.

In all cases the energy generation per technology type, carbon dioxide emissions,
frequency response and system-level inertia are investigated. In this context, the study
and method adopted aims to match the technical constraints of conventional generators,
including new nuclear, in-line with optimised requirements for frequency response and
inertial response described in the methodology outlined in Reference [7].

2. Scenarios and Assumptions
2.1. Demand and Generation Mix

The main assumptions for this study are based on the EU SysFlex European project [32].
High future electrification scenarios consistent with 2050 Pathways, as described in Refer-
ence [33], were modelled. Each simulation solves daily unit commitment problems that
give an hourly view of the ability of generation units to meet demand. In addition, system
constraints (as outlined in this section) relating to post-fault frequency recovery with an
hourly granularity for the year 2050 are modelled to assess system security.

2.1.1. Demand and VRES Profile

For the total annual electricity demand, 572 TWh has been chosen directly from
Reference [33]. As shown in Table 1, this value is in the range of several scenarios provided.
Note that this amount of demand is much higher than the 441 TWh from the Community
Renewables scenario in the National Grid Future Energy Scenarios 2018 (FES) [22].

Table 1. Annual electricity demand for 2050 [22,32,33].

EU SysFlex 1 Range of UK Pathways Range of FES Assumptions

Annual demand (TWh) 585 339–647 373–441
1 Highest demand scenario.

The demand profile is directly taken from the EU SysFlex scenario with the highest
total demand. A multiplier has been used to this profile to meet the 572 TWh from
Reference [33]. The load factor profile of intermittent VRES (solar PV, as well as onshore
and offshore wind) are also taken from the same EU SysFlex scenario.

Electricity consumption from Electric Vehicles (EVs) is included in the demand profiles
(EU SysFlex considers 12.57 M EVs [32]—compared with current deployment of 57 k EV
and 88 k hybrid vehicles according to Reference [22]). This level of EV deployment results
in a total additional consumption of 33.68 TWh added to the demand profile. The model
assumes that smart charging is adopted by the EV fleet, which involves charging at night in
order to minimise peak demand; however, Vehicle to Grid (V2G) technology is not adopted.
Note that a scenario with a higher number of EVs would induce possible higher ramping
needs, which could also be smoothed using V2G or smart charging [34].
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2.1.2. Generation Mix

The scenario describes projections for the year 2050. All assumptions on installed
capacity are taken from EU SysFlex, except for the 17.3 GW of battery storage taken from
Reference [22]. All technologies have been grouped by type: Base (Nuclear), Semi-base
(CCGT (Combined Cycle Gas Turbine) and Biomass), Peak (Battery storage, Pump hydro
storage, OCGT (Open Cycle Gas Turbine), and Interconnection), and Intermittent (Solar,
Offshore, Onshore, and Hydro). Within the semi-base group, gas dominates with 39 GW of
CCGT installed.

2.2. Technologies

The following technologies are modelled as an aggregation of multiple units with
similar characteristics from variable cost and operation point of view:

• Nuclear: Nuclear units were modelled as units with 1500 MW capacity, not subsidised
and with identical fuel prices. Variable assumptions are made regarding capability
of provision of primary response and minimum stable factors (MSF)—that is the
minimum amount of power the system can generate—to assess the importance of
these attributes as outlined in the case studies described in Section 3.

• Semi-base and peaking plants: These technologies represent other conventional syn-
chronous generators including Biomass, CCGT, OCGT, Gas and diesel reciprocating
engines. The units are split into 500 MW and 300 MW plants to represent a greater
diversity, with the same constant of inertia for every unit.

• Wind (Onshore & Offshore): In-house profiles are used, and curtailment costs are
applied as negative variable cost (£/MWh).

• Solar PV: In-house profiles are used, and curtailment costs are applied as negative
variable cost (£/MWh).

• Run of river hydro: In-house profiles are used, and curtailment costs are applied as a
negative variable cost (£/MWh).

• Battery Storage: This technology is represented as one large 2 h storage system of
17.3 GW. Parameters that are used to model the operation of battery and hydro storage
(c-rate, roundtrip efficiency) are taken from Reference [35].

• Pumped Hydro Storage (PHS): This technology is represented as two reservoirs and
one corresponding turbine/pump for each system. Pump and turbine modes are
exclusive. Minimum discharge power for PHS in both pump/turbine modes is taken
from Reference [36].

• Interconnectors: Future interconnectors are modelled as aggregated interconnectors.
The flows were fixed (and taken from EU SysFlex outputs that models a pan-European
system) and acts as boundary conditions to the cases investigated; thereby giving
realistic consideration to the ability to call upon generation from outside of the UK.

It is worth noting that additional analysis for high nuclear energy scenarios should
factor in the life cycle analysis for the plants including operational periods, spent fuel
management during operation and also decommissioning and final waste disposal, see
References [37–39] for further details.

The grid code currently requires that all generators connected to the transmission
network must be able to provide primary response [40]. Thus, we assume in the study
that, in 2050, offshore/onshore wind technologies are able to provide Primary Response
(PR); interconnector links have the capability to provide both PR and EFR [3,41,42] and
nuclear units are assumed to be sufficiently flexible to operate part-loaded (for energy or
PR needs) depending on the case being studied. Note that the MSF directly impacts the
minimum frequency response requirement of a plant, with the higher the MSF, the lower
the headroom available for providing PR.

2.3. Frequency Constraint and System-Level Data

Maintaining post-fault frequency dynamics above certain security thresholds in re-
sponse to the maximum infeed generation loss is one of the key-responsibilities of system
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operators. To do so, National Grid in GB sets security standard and thresholds concerning
transient frequency excursions. Figure 1 provides an illustrative overview of the current
thresholds on post-fault frequency conditions:

• The first requirement concerns the Rate of Change of Frequency (RoCoF). This quantity
is defined as the frequency variation that occurs over a certain measuring window.
Current settings envisage the RoCoF to be maintained above 1 Hz/s, evaluated
over a 0.5 s measuring window. In other words, frequency must not drop by more
than 0.5 Hz in 0.5 s. This paper adopted the above-mentioned value concerning
the RoCoF threshold. However, it is worth noting that the 1 Hz/s setting has been
revised pursuant to the Accelerated Loss of Mains Change Programme [43]. In fact,
the maximum RoCoF was limit was 0.125 Hz/s. Furthermore, maintaining the post-
fault RoCoF above security thresholds prevents the activation of RoCoF-driven relays
of the so-called Loss of Main protection schemes. These are typically installed on
board of distribution-connected generators.

• Following an infeed generation loss, system frequency would reach its maximum
deviation at the so-called nadir condition. In particular, the maximum frequency
deviation is set to −0.8 Hz. It is important to maintain post-fault frequency nadir
above this value in order to prevent the activation of costly and disruptive Low
Frequency Demand Disconnection schemes.

• Finally, after the deployment of primary frequency control, the system frequency
reaches the so-called quasi-steady state condition (i.e., frequency is no longer de-
creasing/increasing but has not yet recovered to its nominal value). The system
operator requires that frequency remains above −0.5 Hz during the quasi-steady
state condition.

Figure 1. Post-fault transient frequency conditions and security thresholds (left-hand side) associated
with the relevant ancillary services (right-hand side).

The system operator ensures the respect of the transient security thresholds on fre-
quency deviation discussed above by requiring the allocation of three ancillary services.
The first one is the inertial response naturally provided by synchronous generators. As ex-
plained in Figure 1, the provision of inertial response contributes to containment of the
RoCoF and the nadir. However, the limited kinetic energy reservoir associated with the
inertial response does not allow a longer lasting support up to the quasi-steady state
condition. The second service is the EFR. Typical providers of EFR are battery storage
assets that automatically react to frequency changes by varying the power output within
1 s. Because of the rapidity requested to deliver such service, EFR contributes to all three
frequency conditions. Finally, PR is provided by conventional generators by increasing
their dispatch level in response to frequency changes. The delivery time of PR is 10 s.
The slower nature of the delivery of this service limits the contribution of PR to the nadir
and quasi-steady state conditions only.
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Following the peer-reviewed methodology developed in Reference [7] (which has
been applied in looking at nearer-term 2030 energy systems [25]), the post-fault frequency
recovery leads to a set of constraints linking the total system inertia (H) the total primary
response (R) and the total enhanced frequency response (E). The mathematical conditions
are presented below.

Pursuant to the sudden and maximum generation loss ∆Pmax
L [MW], the transient

evolution of the network frequency is evaluated by means of the first-order ordinary
differential Equation (1):

2Ht∆ ḟ (t) + DLt∆ f (t) = Rt(t) + Et(t)− ∆Pmax
L . (1)

At the generic time step t, the natural damping characteristic of the load Lt [MW] is
expressed through the damping constant D [Hz−1]. The total (post-fault) inertia at step t,
Ht [MWs2], is expressed in Equation (2).

Ht =

∑
g

hgPmax
g xon

g,t − hmax
L ∆Pmax

L

f0
. (2)

In Equation (2), hg represents the constant of inertia [s] of the generic synchronous
machine g, whose rated capacity is Pmax

g [MW]. The commitment decision is expressed
by means of the binary variable xon

g,t, which assumes value 1 if the plant is online and
0 otherwise. It is worth noting that the inertial response corresponding to the faulted
generator is subtracted from the available post-fault system inertia (being hmax

L the constant
of inertia related to ∆Pmax

L ). Finally, in Equation (2), f0 = 50 Hz and represents the
nominal frequency.

Furthermore, the dynamics of the provision of EFR differ from those characterising PR.
The first service is fully delivered within tE = 1 s, whereas the delivery interval for PR is
tR = 10 s, with a non-negligible delay (e.g., 1 s) affecting its onset. In order to acknowledge
these features, the differential Equation (1) is split into two separate models which are
applied to different time intervals. The first case is presented in Equation (3), where only a
linear increase in EFR up to tE is modelled, whereas the PR contribution is nil; hence, this
model pertains the time interval 0 ≤ t ≤ tE.

2Ht∆ ḟ (t) + DLt∆ f (t) =
Et

tE
t− ∆Pmax

L . (3)

Equation (4) describes the second model, which is valid for t > tE. After tE, the full
amount of allocated EFR has been delivered. Hence, the provision of PR linearly increases
up to tR.

2Ht∆ ḟ (t) + DLt∆ f (t) =
Rt

tR
t + Et − ∆Pmax

L . (4)

Since tRoCoF < tE holds (see Figure 1), the proposed constraint on the maximum RoCoF
would require only the use of the differential Equation (3). In particular, Equation (5) is derived
by integrating the differential Equation (3), imposing an initial condition ∆ f (0) = 0 and
setting ∆ f (t = tRoCoF) = ∆ fRoCoF. Following the described calculations, Equation (5) is
the numerator of a fraction which has 4HttE as the denominator. Since the latter can only
assume strictly positive values, the application of Equation (5) is sufficient to constrain the
post-fault RoCoF. Note that tRoCoF = 0.5 s and represents the measuring window time for
the RoCoF threshold in accordance with the description in Figure 1.

t2
RoCoFEt − 4∆ fRoCoFtEHt − 2∆Pmax

L tRoCoFtE ≥ 0. (5)

The methodology to effectively constrain the post-fault frequency nadir is more
complex than the one adopted for the RoCoF. The complexity is due to the non-linear
nature of the constraint on the nadir, which explicitly depends on the optimal combination
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of H, E and R. Moreover, based on such combination, the nadir can actually occur before
or after tE, requiring both differential Equations (3) and (4) to be considered. In other
words, for each of the two models (Equations (3) and (4)), a relevant nadir constraint has
to be computed. However, regardless the particular dynamic model employed, the same
fundamental steps have to be followed.

First, the relevant differential equation is integrated for a specified initial condition.
Afterwards, a minimum condition is found by imposing the first-order derivative of
the resulting frequency evolution to equal zero (∆ ḟ (t) = 0). This equation is solved
for t to then obtain an expression of tnad as function of the relevant decision variables.
The resulting expression of tnad is inserted in the time evolution of the system frequency,
i.e., ∆ f (t = tnad). The nadir condition is eventually obtained by imposing that being
∆ fnad = ∆ f (t = tnad) ≥ ∆ fmax, the maximum frequency deviation in Figure 1.

In the following we distinguish among two cases concerning the development of a
nadir constraint for the relevant dynamic model (Equations (3) and (4)).

Case a, where 0 ≤ tnad ≤ tE: the condition ∆ fnad ≥ ∆ fmax is satisfied if and only if
Equation (6) holds.

g1(Ht, Et) = HtEt ≥ q∗t . (6)

In accordance with the information concerning the RoCoF constraint (Equation (5)),
the dynamic model (Equation (3)) only depends on the combination of Ht and Et since PR
is not yet deployed before tE. The applicable initial condition for the integration of the
model in Equation (3) is once again ∆ f (0) = 0. Note that q∗t = HtEt is the unique solution
of the monotonically decreasing function outlined in Equation (7), for any given value of
∆Pmax

L and D̃ = DLt.

2q∗

tED̃2 ln

(
2q∗

tED̃2∆Pmax
L + 2q∗

)
= ∆ fmax −

∆Pmax
L

D̃
. (7)

Case b, tnad > tE: The applicable frequency dynamic model is the differential Equa-
tion (4). In order to respect the continuity of the frequency evolution when time crosses tE,
the initial condition to integrate Equation (4) is the value of the frequency deviation ob-
tained by integrating the dynamic model in Equation (3). In particular the initial condition
∆ f (t = tE) is given in Equation (8).

∆ f (tE) =

(
∆Pmax

L
D̃

+
2EtHt

D̃2tE

)(
1− e−

D̃tE
2Ht

)
+

Et

D̃
. (8)

Having this in mind and following the steps indicated above concerning the derivation
of a nadir constraint, the relevant constraint on the nadir valid if tnad > tE is expressed in
Equation (9). This equation depends on all the three decision variables Ht, Et, and Rt.

g2(Ht, Et, Rt) = D̃t̃R(D̃∆ fmax + Et − ∆Pmax
L )− 2HtRt ln(2HtRt/A) ≥ 0. (9)

Note that t̃R = tR − tE, and the expression of the term A is given in Equation (10).

A =
(2Ht(RitE − Et t̃R)

tE

(
D̃∆Pmax

L t̃R +
2EtHt t̃R

tE

)
e−

D̃tE
2Ht . (10)

As explained above, the two constraints on nadir (Equations (6) and (9)) are both
non-linear. However, it has to be noted that Equation (6) is a convex function for all possible
values of Ht, Et. By introducing a number nk of couples xk

t = {Hk
t , Ek

t }, Equation (6) is
linearised via a set of piecewise linear functions such that gk

1(Hk
t , Ek

t ) = q∗t . The expression
of the functions gk

1(Hk
t , Ek

t ) are given in Equation (11).

gk
1(Ht, Et) = g1(Hk

t , Ek
t ) + g1H(Ht − Hk

t ) + g1E(Et − Ek
t ). (11)
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It is worth pointing out that the functions g1H() and g1E() are the first order partial
derivatives of Equation (6) with respect to the variables Ht and Et.

Similar considerations apply with respect to the nadir constraint (Equation (9)). As ex-
pressed in Equation (12), the linearisation process now considers a number nj of triples

{H j
t , Ej

t, Rj
t} and a set of piecewise linear functions gj

2 such that gj
2(x0) = 0.

gj
2(xt) = g2(xj

t) + g2H(Ht − H j
t) + g2E(Et − Ej

t) + g2R(Rt − Rj
t). (12)

Once again, g2H , g2E and g2R are the first order partial derivatives of Equation (9)
with respect to Ht, Et, and Rt, individually.

Although two different nadir constraints had to be developed following from the
two differential Equations (3) and (4), the unit commitment optimisation model applies
constraint Equation (6), i.e., its linearised version (Equation (11)), or alternatively constraint
(Equation (9)), i.e., its linearised version (Equation (12)). The application of one or the other
constraints depends on the nadir occurrence based on the optimal set of ancillary services
Ht, Et, and Rt, actually committed. An expression of tnad is given in Equation (13), starting
from the integration of the differential Equation (3).

z(Et, Ht) = −
2Ht

D̃
ln

(
2EtHt

D̃∆Pmax
L tE + 2EtHt

)
. (13)

A Big-M methodology is introduced to allow the optimisation solver to choose the
triple of Ht, Et, Rt which minimises the operational costs [7]. In particular, the choice be-
tween the two nadir constraints is enabled by means of two binary variables y1,t, y2,tε{0, 1}.
These variables must satisfy:

y1,t + y2,t = 1. (14)

Furthermore, for a given couple {Ht, Et}, we use Equation (13) to obtain two different
approximation of tnad(H, E) = tE. In one case, we consider the tangents for a given set of
points; in the other case, we consider strings connecting points on the curve defined by
tnad(H, E) = tE.

The set of constraints Equations (15) and (16) mathematically represent the Big-M
formulation described above.

g1 − q∗t ≥ −M(1− y1, t), tE − tapprox,1
nad (H, E) ≤ My1,t, (15)

gj
2 ≥ −M(1− y2, t), tapprox,2

nad (H, E)− tE ≤ My2,t. (16)

The last constraint on the post-fault frequency conditions refers to the quasi-steady
state. It can be noted that its mathematical formulation in Equation (17) does not depend on
the committed inertial response, whereas it only depends on the total amount of EFR and
PR, regardless of their dynamic provisions. In accordance with Figure 1, ∆ f max

SS represents
the quasi-steady-state frequency deviation [Hz].

Rt + Et ≥ ∆Pmax
L − DLt∆ f max

SS . (17)

Finally, Table 2 summarises the numerical values of all the parameters involved in the
development of the frequency-related constraints.
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Table 2. Assumptions on system-level characteristics [22].

Parameter Value Unit

Largest infeed loss 1800 MW
Maximum absolute frequency deviation at steady-state 0.5 Hz

Maximum absolute frequency deviation for RoCoF condition 0.5 Hz
Maximum absolute frequency deviation at nadir 1 condition 0.8 Hz

Nominal system frequency 50 Hz
Load damping 0.01 Hz

Evaluation time for RoCoF constraint 0.5 s
Delivery time for PR 10 s

Delivery time for EFR 1 s
1 Refers to the minimum value reached by frequency during the post fault transient period.

2.4. Optimisation Model

This study is solved with the novel Mixed Integer Linear Programming Unit Commit-
ment (MILP UC) formulation described in Reference [7]. The objective of the UC model is
to minimise the relevant system operational costs. Besides the overall need to let generation
meet the load, the commitment and dispatch decisions are assessed to simultaneously
optimise the allocation of three ancillary services, Inertial Response (IR), EFR, and PR,
to guarantee post-fault frequency security in response to the occurrence of the largest
expected infeed generation loss. The objective function of the UC model is expressed in
Equation (18). It consists in the sum of the total generation production costs Cgt, the cost of
managing the interconnection CIt and RES curtailment costs CCt (including run-of-the-river
hydro units). More information is included in Reference [7].

min ∑
t
(Cg,t + CI,t + CC,t). (18)

Furthermore, the objective function (Equation (18)) is subject to typical constraints
of UC models, e.g., the generation-load balance, the feasibility constraints on individual
plants, storage units, and on the HVDC interconnectors.

For each time-step (which is 1 h in this study), the model assures power system
security by taking account of the frequency constraints on RoCoF, nadir, and Steady-state.

In the field of Unit Commitment models, previous works [44–46] have shown that
a Linear Programming (LP) formulation is able to catch, without major inaccuracy, all
the most important characteristics of commitment-dispatch decisions. Note that a LP
UC formulation adopts only continuous variables. This intrinsic feature is particularly
favourable concerning the commitment decisions of generation technologies. For example,
the rated capacity of a single plant can be assumed to be quite smaller compared to the sum
of the rated capacities of all the plants of that technology. Under this assumption, typical
binary (0 or 1) commitment decisions can be extended to the entire generation technology
and translated into continuous variables which can assume any value in the interval [0,1].

It is worth pointing out that this assumption holds quite well for other conventional
generation technologies, e.g., CCGT and OGCT plants, since the total installed capacities
are significantly larger than the size of single plants. However, the same assumption,
extended to the nuclear fleet, may no longer be applicable since the size of the nuclear
plants are typically larger than CCGT and OCGT plants, whereas the total installed capacity
may be lower than those of these other technologies. Therefore, since this paper focuses on
nuclear generation at the centre of its analysis, the authors believe that a MILP formulation
that is able to implement typical ON-OFF binary commitment decisions is a more suitable
choice. In addition, it is worth pointing out that the use of MILP formulation to solve UC
problems has today become very popular (Reference [24–26], among others). Free-licence
optimisation solvers allow users to solve MILP problems without introducing excessive
computational burden, whilst still providing accurate results.
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The results of the model strongly depend on the technical assumptions considered
for each technology (e.g., maximum capacity, ramp up and down, inertia constant, max
power charge or discharge for storage, etc.) but also on economic assumptions. Start-up
and variable costs are used for conventional generators and no-load costs are calculated
by considering the heat rate and the fuel price of each technology. In addition, a negative
variable cost of renewables is used to represent a positive curtailment cost given by the
subsidy. As a result, the merit order considered by the model to meet the demand is:
Offshore Wind, Hydro, Solar, Biomass, Onshore Wind, Nuclear, CCGT, and Peaking units,
i.e., there is a preference to take advantage of offshore wind generation over nuclear. Note
that interconnections flows are fixed and taken from EU SysFlex outputs and storage price
is equal to zero in order to model the compensation between charge and discharge.

3. Case Studies

In the following analyses, we have chosen three distinct case studies to be assessed,
while all other assumptions stated previously are fixed:

1. Case study 0 :”Base case”
In the base case, nuclear plants will be considered inflexible (i.e., they cannot gen-
erate below 98% of their maximum capacity). Onshore wind, offshore wind, and
interconnectors instead may provide PR.

2. Case study 1: “Flexible Nuclear I”
Nuclear plants will be considered flexible (with an assumed 55% minimum stable
factor in this case). Onshore wind, offshore wind and interconnectors are also able
to provide primary response as in Case study 0. This lower minimum stable factor
will impact nuclear operations and, by comparing it to the Case study 0, it will be
possible to assess the benefits from nuclear flexibility.
A sensitivity analysis is performed in Case study 1 by increasing nuclear power plant
flexibility so they can vary their output to 55% of nominal power (Case 1a) and down
to 20% (Case 1b) of nominal power.

3. Case study 2: “Replacing semi-base gas with nuclear or with renewables while
allowing flexible operation of nuclear plants in both instances”
This case study will assess the benefits and challenges associated with varying
amounts of renewables by replacing CCGT plants in the previous cases above.
The purpose of replacing CCGT is to assess scenarios with lower gas demand, both
as a mechanism to consider other possible future scenarios and reduce reliance on
fossil fuels. Three simulations will be run:

• Semi-base gas plants replaced only by nuclear plants with a minimum stable fac-
tor of 55% and with a nuclear share corresponding to 60% of average generation
(Case 2a).

• Semi-base gas plants are completely replaced by intermittent renewables (specif-
ically offshore wind) and nuclear, with nuclear units having a minimum stable
factor of 55% (Case 2b). The nuclear share in this case is 20% of average genera-
tion.

• Semi-base gas plants are completely replaced by intermittent renewables (specif-
ically offshore wind) and nuclear units having a minimum stable factor of
20%—with a nuclear share of 20% of average generation (Case 2c).

All of the battery storage in the mix is able to provide Enhanced frequency response.

4. Results
4.1. Case Study 0: Base Case
4.1.1. Energy and Carbon Dioxide Emissions

In this case study, almost all the VRES generation is fully used (low curtailment),
and the demand is still largely met by conventional generators (i.e., nuclear, gas, and
biomass). Note that the average load factor of VRES, due to their intermittency, is about
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30% in 2050. Figure 2 shows the generation breakdown in 2050 for this scenario. Figure 3
shows that, for this scenario, the base units are at full production, while only 40% of the total
available energy production is used for the semi-base units. Furthermore, the peak units are
mainly deloaded, which means that the plants are reduced from their nominal operating
power to a lower power level. This is explained by the fact that interconnectors and storage
are always available but less needed.
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Figure 2. Average generation breakdown for Case study 0.
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Figure 3. Energy breakdown per technology type for Case study 0.

Note that, in this scenario, the CO2 emissions are significantly reduced to 21 Mt by
comparison to 105 Mt in 2017 [47]. This value is still five times higher than the 4 Mt target
set by Reference [47] in the UK pathways analysis, which could also be explained by the
absence of Carbon Capture and Storage (CCS) in the assumptions surrounding the scenario
investigated here.

4.1.2. Frequency Response

Figure 4 presents the average hourly frequency response requirement and the inertia
of the system for Case study 0. The response is lower than the largest infeed loss (1800 MW),
showing that the RoCoF and nadir constraints are easily respected with generation mix
investigated. Only the steady-state constraint is binding, with the system being stable and
exhibiting sufficient inertia.
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Figure 4. Average hourly frequency response requirement and inertia for Case study 0.

In this case study, the PR is mainly provided by the semi-base units (CCGT and
biomass) and by the interconnections: 549 MW from CCGT and 340 MW from intercon-
nections. The rest is provided by biomass and PHS. Primary response and EFR have
weekly and monthly seasonality (lower demand leads to lower inertia in the system and so
higher response requirements), which, in Figure 5, shows the monthly average frequency
response profile.
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Figure 5. Monthly frequency response profile for Case study 0.

Summer and winter daily profiles are presented Figure 6 for Case study 0. The de-
mand curve directly depends on the consumption of residential heat (higher in winter),
transport and industrial activities. For example, in December a peak in consumption is
observed during the afternoon related to higher heating demand. The frequency response
requirements are higher during summer, which is coherent given: lower consumption
during summer which means less synchronous generators connected to the grid, since
VRES output is high in these months, and, therefore, less inertia. The total requirements on
the response (PR and EFR) are quite similar as a function of time, thanks to the variability
of EFR. The EFR is injected into the network faster than the PR; hence, its beneficial impact
is greater for the stability of the network, thus being the reason why the optimisation model
prioritises EFR.
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Figure 6. Summer and winter daily frequency response profiles for Case study 0.

4.2. Case Study 1: Nuclear Flexibility
4.2.1. Energy and Carbon Dioxide Emissions

In this case, the objective is to assess the value of nuclear flexibility relative to Case
0 with consideration to higher nuclear flexibility under high VRES scenarios outlined in
Case study 2 of this section. Figure 7 presents the generation breakdown for the case
studies. There is almost no difference for the two cases even if nuclear flexibility is changed.
The system is barely making use of the additional nuclear flexibility, as shown in Figure 8.

The similarities with the Case study 0 imply that this case study is not sufficient
to reach the CO2 emissions reduction target (i.e., a different generation mix is required).
The total CO2 emissions for Case 1a and Case 1b are also around 21 Mt each.
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Figure 7. Average generation breakdown for Case study 1.
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4.2.2. Frequency Response

With Figure 9, it is seen that changing the minimum stable factor of nuclear units from
55% to 20% does not have an impact on the frequency response requirements and total
inertia, confirming that nuclear flexibility is not required for the system with this particular
generation mix.
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Figure 9. Average hourly frequency response requirement and inertia for Case study 1.

4.3. Case Study 2: Semi-Base GAS Replaced by Nuclear
4.3.1. Energy and Carbon Dioxide Emissions

For Case 2a, all CCGT units are replaced by nuclear units, while, for Case 2b and 2c,
all units are replaced by VRES. It is then more relevant to separate the analysis of Case 2a
from the two other scenarios. Indeed, this comparison will allow for the assessment of the
value of nuclear flexibility in a scenario without CCGT for semi-base production.

Figure 10 presents the generation breakdown for the three cases. Due to the low
availability of wind at certain times of year, there are some hours pertaining to loss of load,
which explains why the total energy generation is lower for cases 2b (32 TWh less) and 2c
(with a difference of 33 TWh). More details will be provided in this section.
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Figure 10. Average generation breakdown for Case study 2.

As Figure 11 shows below, all cases without CCGT lead to higher de-load and, there-
fore, higher flexibility demand/usage for nuclear units than observed previously. When
semi-base gas is replaced by nuclear, higher flexibility is observed for nuclear units, which
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are producing 69% of their potential on average (equivalent to 346 TWh) and 25% (equiv-
alent to 126 TWh) is de-loaded. With respect to the online units, all the semi-base units
are online and used at full capacity while a few peaking units are producing; however,
the optimiser decides to shut down more peaking units and curtail more energy from
VRES (10 TWh) relative to the base Case 0. The optimisation process decides to keep more
than 95% of the nuclear units online even if this leads to more de-loading occurring in the
nuclear units. Indeed, the model sees the value of inertia and opts for a system with greater
inertia than that of the base case.
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Figure 11. Energy breakdown per technology type for Case study 2.

When gas is replaced by offshore wind (i.e., cases 2b and 2c), a greater demand for
flexibility (due to a higher de-loading) is also observed for the nuclear fleet than in Case
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study 0 or Case study 1. It is important to note that with an MSF of 55%, the nuclear fleet is
de-loading for 13% of its total capacity potential and by reducing the MSF from 55% to 21%,
the de-loading is now about 20% of its total capacity. The difference in energy de-loaded
by nuclear is equal to the VRES curtailed energy difference, which is around 14 TWh (see
cases 2b and 2c in Figure 11).

An important point has been observed with the replacement of semi-base gas capacity
by offshore wind capacity: the generation mix is not able to meet demand at all points
in time. The lower availability of wind at certain times, leads to a high number of hours
with significant loss of load. This situation is not acceptable in the UK power system and
implies an insecure power system. More precisely, the system is imbalanced for 3286 h for a
capacity of 17 GW on average and a total energy under supply of 32 TWh, which represents
6% of the annual demand. To tackle this imbalance issue, an increase of nuclear installed
capacity would be beneficial for the system but would also change the system overall
inertia and possibly the binding constraint. Moreover, removing semi-base gas units leads
to a very large reduction of CO2 emissions, which is necessary to meet future emission
goals. Only peaking units are emitting greenhouse gas emissions in these scenarios. For the
Case 2a, with semi-base gas units replaced by nuclear, the total CO2 emissions are about
25 kt and when the units are replaced with VRES, the capacity factor of peak units is clearly
increasing, so the CO2 emissions for a total of 422 kt in Case 2b and 426 kt in Case 2c. All
those values respect the target outlined in the UK pathways report [47].

4.3.2. Frequency Response

As presented previously, in a scenario where all semi-base gas units are replaced
by nuclear plants (Case study 2a), the system has sufficient inertia. Figure 12 shows
that despite the huge increase in inertia associated with the high deployment level of
nuclear (nuclear installed capacity increased by more than 50%), the frequency response
requirements are similar. Indeed, having more nuclear units (with a higher inertia constant
than gas units) is only increasing the overall inertia of a system that already exhibited
sufficient inertia. That is why it is the steady-state constraint that is again binding the
system in this case.
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Figure 12. Average hourly frequency response requirement and inertia for case study 2.

However, with a system where semi-base gas is replaced by VRES, the total inertia
is significantly reduced on average by more than 40%. The average requirement of the
total frequency response is slightly lower: 1569 MW for Case 2b and 1533 MW for Case 2c
versus 1664 MW for the base case. However, the breakdown between PR and EFR is very
different. Indeed, by comparing Figure 4 and Figure 12, the average PR requirements is
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decreased from 928 MW in Case 0 to 491 MW and 518 MW, respectively, for case 2b and 2c.
On the contrary, the average EFR requirements are increased from 736 MW to 1078 MW
and 1015 MW in case 2b and 2c, respectively. The model, therefore, decides to provide
the power system with a faster frequency response using EFR. It appears that the nadir
constraint is also a binding one by comparison to the Case 0. The optimisation model sees
that it is more economically beneficial to quickly provide this frequency response using
EFR rather than having a higher need of primary response. By comparing a 55% and 20%
MSF, the average system inertia is slightly lower at 55%. Indeed, the number of nuclear
units shutdown is higher in Case 2b than 2c as it will be presented in Section 4.4.

When the de-load is limited, the optimisation model sees the value of EFR rather
than PR by increasing its requirement. It is indeed a key result of the sensitivity study:
the increase of EFR capacity will decrease the need for primary reserve in the future and
thereby increase the nuclear capacity factors. It is more valuable to tackle a post-fault
frequency deviation quickly within 1 s rather than wait for a primary response in 10 s.

Note that with the given assumptions, on average, 1 GW of EFR provided by battery
or interconnections and 0.5 GW of PR is enough to guarantee system security against
post-fault frequency deviation. However, it is important to note the imbalance problem is
still not solved with the given generation mix.

4.4. Impact of Flexibility Cases on Nuclear Operation

Table 3 presents an analysis of the number of shutdowns for the nuclear fleet. The re-
sults in Table 3 show that the optimisation model chooses to keep as many plants online as
possible. This is because the value of the inertia provided by the nuclear units is generally
recognised (even in the case where we replace all gas plants by nuclear, which makes
nuclear plants operate part-loaded).

The number of hours where at least one nuclear plant is offline is decreased when
the MSF of nuclear is reduced. When semi-base gas plants are replaced by nuclear plants,
one nuclear plant is not in use for at least 64% of the time. When it is replaced by offshore
wind farms, one nuclear plant is not in use for 31% of the time if the MSF is at 55%. If the
MSF is at 20%, the value for one nuclear plant not being used falls to 26% of the time.
The optimisation model chose to have a higher flexibility on nuclear units and is willing to
keep them online even if they are partly deloaded. The value of their inertia is recognised
by the system, and the demand is then mainly met according to the merit order.

Table 3. Annual nuclear shutdowns analysis.

Case Study Total Number of Minimum Number of Number of Hours

Shutdowns Units Online at Least One
Unit Is Offline

Case study 0 0 12/12 0

Case study 1a 9 11/12 120(Nuclear MSF 55%)

Case study 1b 2 11/12 25(Nuclear MSF 20%)

Case study 2a 29 35/36 5567(Gas replaced by nuclear)

Case study 2b 66 11/12 2706(Nuclear MSF 55% & gas
replaced by off-shore wind)

Case study 2c
54 11/12 2313(Nuclear MSF 20% & gas

replaced by off-shore wind)
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5. Discussion

Figure 13 shows a comparison of energy generation between the cases compared
with the reference scenario (Case 0). In the reference scenario (Case 0), the system is not
highly constrained by inertia reduction, and, due to the combined effect of: high demand;
high nuclear installed capacity; and the high capacity of interconnectors, this results in a
low/moderate need for flexibility.
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Figure 13. Comparison of energy generation breakdown between cases relative to the base case
(Case 0).

Figure 14 also shows the CO2 emissions between the scenarios, compared with the
2050 target outlined in Ref. [33]. As noted earlier, it is important to remember that in this
investigation it has been assumed that CCS is not employed, therefore the displacement of
gas plants with nuclear power plants or VRES (as per Case study 2) results in significant
reductions in GHG emissions.
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Figure 14. Carbon dioxide emissions for each case study, compared with the 2050 target outlined in
Ref. [33].

In Case study 1, which assesses the effect of increased flexibility in nuclear power
plant operation relative to Case 0, this case study showed that this additional flexibility
brings little additional value to the system. Having 55% or 20% nuclear MSF does not
impact the system operation in this case. The steady-state constraint is the binding one.
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This condition does not depend on the dynamics of EFR or PR but in their quantities, which
explains why the results are similar to Case 0.

In Case study 2, whereby gas plants were replaced by nuclear plants or offshore
wind farms, the CO2 emissions reduce drastically: from 21 Mt in Case 0 and Cases 1 to
25 kt in case 2a and 422/426 kt in Cases 2b/2c (see Figure 14). When semi-base gas units
are replaced by nuclear plants, the system once again meets the post-fault constraints
and has sufficient inertia. A higher de-loading is observed in this case mainly due to the
large amount of nuclear capacity that is not needed to meet the demand. When VRES
is used to replace gas, the system inertia is significantly reduced (by more than 40%).
The nadir constraint becomes then a binding one and the optimisation model sees the value
of providing quickly EFR rather than PR. In addition to keeping the nuclear plants online
and taking advantage of their inertia, the model is sensitive to the nuclear MSF. The higher
the MSF is, the less flexible nuclear power plants are, which leads to more shutdowns.
In this situation EFR, with its fast response, takes on the role of nuclear inertia, therefore
reducing the primary reserve to a large extent. The potential increase of EFR in the future
will lead to a decrease of PR and thereby reduce the requirement of flexibility from nuclear
plants. Note that, in this generation mix, with CCGT being replaced by VRES, then, during
low wind events the system is easily imbalanced (with around 6% of the annual demand
is not met), and more generation capacity must be added. To tackle this imbalance issue,
an increase in installed nuclear capacity would be beneficial for the system but would also
change the overall inertia and possibly the binding constraint. Therefore, it is suggested
that, in future work, an energy mix which finds a near optimal technology deployment
based on high VRES and sufficient nuclear capacity, to find a scenario that simultaneously
achieves low CO2 emissions, as well as acceptable post-fault system-level behaviour.

6. Conclusions

This study has been conducted to assess the value of increased flexible operation in
Great Britain’s (GB’s) power system in the year 2050, while also assessing the extent of
CO2 emission reductions. The general assumptions on the energy mix are taken from the
European project EU SysFlex that has a coherent vision of the pan-European power systems
and energy mixes. The total energy demand follows UK Pathways assumptions, which
assumes a very high uptake of electric vehicles in the UK.

Considering the given set of assumptions, the main outcome of this study is that with
a large proportion of nuclear and thermal assets (predominantly gas) the system inertia and
the generation mix are sufficient to guarantee system security against post-fault frequency
deviations. This is the case even in the presence of large EV deployment (12.6 million
vehicles) with limited demand side management (smart charging only but without V2G
capability). Sensitivities have been run to assess in Case 1 the value of flexibly operating
nuclear power plants and Case 2 the feasibility of replacing all semi-base gas power plants
by nuclear or off-shore wind technologies. The assessments focused on guaranteeing
system security in the event of a loss of a generation unit.

Three distinct energy mixes are considered. The first scenario is a nominal case with
significant components of nuclear (27% of average generation), thermal assets (37% of
average generation and is dominated by gas) and VRES (23% of average generation),
which was sufficient to guarantee system security but had high greenhouse gas emissions.
The second scenario is a case with high nuclear (60% of average generation), moderate
VRES penetration (20% of average generation) and low gas resulted in low emissions (25 kt)
and a stable system. The final scenario relates to a case with high VRES (50% of average
generation), low gas and moderate nuclear (20% of average generation), which resulted
in low emissions (422 kt) but was imbalanced for 3286 h and led to around 6% of annual
demand not being met.

In the sensitivity assessments, the value of keeping nuclear units online is recognised
by the optimisation model, with a preference to keep nuclear units operating part-load and
making use of their inherent inertia rather than shutting down nuclear units to deal with
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imbalances in load. The optimisation model illustrates how replacing Primary Response
with Enhanced Frequency Response is very effective at mitigating the decrease in nuclear
generation and allowing nuclear plants to operate at higher capacity factors. Finally, it
is important to note: (1) these results are highly dependent on the evolution of different
technologies and the level of electrification in different sectors; and (2) another uncertainty
remains on the role of certain technologies that could provide ancillary services to support
grid operation, including synchronous compensators for example.
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