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A well-known Achilles’ heel of laser powder bed fusion (L-PBF) additive manufactured lattice structures is the 
difficulty in predicting fatigue properties. The presence of manufacturing-induced defects significantly affects the 
fatigue resistance of the porous component and must be accurately captured by predictive models. To tackle this 
challenge, the as-built geometry of the lattice needs to be modeled, which introduces another challenge on the 
computational front. For the first time, a model based on the computer tomography (𝜇-CT) reconstruction of the 
as-built lattice geometry is simulated with the efficient finite cell method and combined with the average strain 
energy density (ASED) to obtain accurate fatigue predictions. This work presents a workflow for determining the 
fatigue resistance of lattice metamaterial, followed by a case study for method validation. The validation shows 
a good agreement between the predicted fatigue life and the experimental results.
1. Introduction

Lattice structures manufactured by the laser powder bed fusion (L-

PBF) technology have gained widespread attention for their potential to 
deliver high-performing mechanical properties and lightweight charac-

teristics. While the L-PBF process enables the manufacturing of complex 
and small-scale lattice structures, the resulting mechanical properties 
of the components can often be suboptimal due to geometrical imper-

fections introduced during the manufacturing process. Thus, realizing 
the potential of additively manufactured (AM) lattice structures requires 
considering the effects of manufacturing imperfections on the mechani-

cal properties. To this end, numerical simulations offer a non-destructive 
approach to estimate critical mechanical properties. Yet, standard simu-

lation workflows based on the as-designed CAD geometry fail to capture 
the significant impact of geometrical imperfections on the mechanical 
properties [1]. Therefore, numerical approaches have to consider the 
three-dimensional (3D) geometry of the as-built object, e.g. as captured 
through micro X-ray computed tomography (𝜇-CT).
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Fatigue strength of metallic lattice structures is a key mechanical 
property that is adversely affected by process-induced internal pores 
and surface defects [2]. In some cases, the fatigue life can deteriorate 
more than an order of magnitude due to the presence of manufacturing 
defects [3,4]. The significant reduction of fatigue life due to process-

induced pores and surface imperfections is widely considered one of 
the main factors impeding the industrial adoption of AM metallic lat-

tice structures [2,5], e.g. for use in safety critical parts. Therefore, the 
research into the fatigue behavior of AM lattice structures continues to 
be widely active [6]. The equivalent von Mises stress [7] is used in con-

junction with the theory of the critical distances (TCD) [8] to estimate 
the fatigue strength of AM lattice structures in [9,10]. Moreover, the 
Crossland criteria [11,12] is used as another stress-based approach to 
estimate fatigue life [13,14], however, the Crossland criteria can lead to 
imprecise predictions for AM parts, as the criteria is strongly influenced 
by how well stress singularities are resolved e.g. around notches. A cri-

teria less sensitive to these effects is the average strain energy density 
(ASED). In [15] a comprehensive framework is established to account 
for notch sensitivity in fatigue life predictions [16], and it is applied to-
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gether with generalized extreme value (GEV) theory [17] to AM lattice 
structures in [18].

There is a growing amount of research focused on numerical ap-

proaches to study mechanical properties of AM lattice structures with 
emphasis on the as-built geometry [19]. Homogenized and statistics-

based 3D numerical models were used to predict elastic and failure 
behavior of lattice samples by [20], where the key geometrical defects 
were reconstructed from 𝜇-CT images. Similarly, [21] used the statis-

tical finite element modeling of geometrical defects to investigate the 
impact of an individual geometric defect type (e.g. struct thickness vari-

ation, struct waviness) on the mechanical performance. [22] proposed 
an elliptical cross-section profile to reflect the as-built surface of AM 
lattices in computer-aided design (CAD) models, and this approach was 
used in conjunction with Monte Carlo (MCS) simulations to estimate 
the uncertainty associated with the mechanical response of lattice sam-

ples in [23]. Moreover, a multi-scale approach was proposed by [24], 
where the local mechanical properties of the lattices were estimated 
based on nano-indentation experiments and the as-built geometry of 
the whole specimen as acquired by 𝜇-CT is used for numerical analy-

sis. The contribution in [25] studied the effects of surface defects on 
the elastic modulus based on imperfect beam elements and solid fi-

nite element modeling of unit-cells. They concluded that the numerical 
analysis on the as-designed geometry showed a poor agreement with 
the experimental results. [26] analyzed the as-manufactured node ele-

ments within a lattice structure based on voxel-based finite elements. 
An image-based finite element approach using porous plasticity mod-

els was used in [27] to simulate the compression behavior of lattice 
specimens. Furthermore, [1] considers the entirety of an as-built lattice 
specimen to analyze the elastic modulus and bending rigidity, respec-

tively, based on the image-based Finite Cell Method (FCM) [28,29]. The 
image-based FCM was recently extended to incorporate the Lemaitre 
damage model [30], enabling the investigation of local damage distri-

bution in imperfect lattice cells [31]. The results further demonstrate 
the necessity to incorporate as-manufactured geometry into numerical 
analysis tools for accurate estimation of mechanical properties.

This contribution presents a workflow to predict the fatigue life of 
AM lattice components, directly utilizing the complete as-manufactured 
geometry captured by 𝜇-CT for a numerical, non-destructive approach 
with image-based FCM, ASED approach, and extreme value statistics. 
The image-based FCM is used to directly simulate on the 𝜇-CT-image, 
without a preprocessing step for 3D surface reconstruction, based on 
quasi-static loading conditions that replicate the experimental condi-

tions. The ASED is then computed over the critical volume, where lo-

cations with high Von Mises stress are considered in the analysis. The 
resulting ASED values of the critical regions are assessed with extreme 
value statistics to predict fatigue failure based on the SED-N curve of 
the unnotched bulk specimen from [32].

The paper is organized as follows: in section 2, a theoretical and tech-

nical background of the techniques used is presented, followed in sec-

tion 3.1 by a description of the methodology proposed. The second part 
of section 3.1 and section 4 are devoted to validating the method, de-

scribing its application, and discussing the results on a specific lattice 
geometry.

2. Background

The work presented in the manuscript is based on three technological 
and theoretical pillars: a micro X-ray computed tomography, the Finite 
Cell Method, and an average strain energy density criterion. These three 
are briefly recalled in this section.

2.1. Micro X-ray computed tomography

The fatigue behavior of metal AM lattice structures can be signif-

icantly influenced by variations and imperfections that are typically 
2

introduced during the production process on the geometry, surface, and 
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density of the produced part [2]. As stated in the introduction, numerical 
simulations are often performed on as-designed CAD geometries, with 
results that cannot adequately represent the actual fatigue behavior of 
the investigated parts. To integrate the information about the actual ge-

ometry of the analyzed lattice structures, X-ray computed tomography 
can be employed [33]. The capability of performing three-dimensional 
reconstructions of AM parts, including information on difficult-to-access 
regions, makes 𝜇-CT the only technique that allows for non-destructive 
evaluation of parts with complex and intricate geometries such as lattice 
structures [34]. The inclusion of surface texture and internal defects into 
the 3D reconstruction, in addition to geometric details, is enabled by the 
use of micro-focus CT systems. Such devices can achieve high structural 
resolution, suitable for characterizing the surface topography as well as 
the internal porosity of additively manufactured metal parts [35]. Fur-

thermore, for specific measurement tasks, metrological 𝜇-CT systems 
allow for reliable dimensional measurements [36].

2.2. The Finite Cell Method: numerical analysis on 𝜇-CT images

The geometrical models from the undamaged 𝜇-CT scan images are 
difficult to analyze using standard finite element procedures. One pos-

sibility is to use voxel FEM [37]. Therein, each voxel is converted into 
a finite element which leads to very large models, often having billions 
of degrees of freedom. Another option is to convert the model into a 
boundary-conforming finite element mesh that can represent the as-built 
geometry accurately. To this end, an analysis suitable 3-dimensional fi-

nite element mesh must be generated from the 𝜇-CT image. This poses 
the challenge to balance between maintaining geometric details and re-

strictions on the maximal aspect ratios of the finite elements. Moreover, 
the construction of a water-tight geometric description needs to ensure 
that it is an orientable two-manifold without a boundary. The Finite Cell 
Method (FCM) is a robust alternative to the conventional workflow as 
it can directly simulate on the 𝜇-CT images, vastly simplifying the pre-

processing steps necessary to prepare the 𝜇-CT images for numerical 
analysis. The FCM is an immersed boundary method that employs high-

order finite elements. The core principle of FCM is depicted in Fig. 1. 
The key idea is to extend the domain of interest Ω𝑝ℎ𝑦 (i.e. physical do-

main) by a fictitious domain Ω𝑓𝑖𝑐 such that the union Ω∪ = Ω𝑝ℎ𝑦 ∪ Ω𝑓𝑖𝑐

can readily be discretized with a structured mesh. Thus, boundary con-

forming mesh generation is replaced by directly resolving the original 
physical domain through numerical integration. This circumvents the 
restrictions posed by element-aspect ratios in mesh generation. An indi-

cator function 𝛼(𝒙) is introduced as follows:

𝛼(𝒙) =

{
1 ∀𝒙 ∈Ω𝑝ℎ𝑦

𝜖 = 10−𝑘 ≪ 1 ∀𝒙 ∉Ω𝑝ℎ𝑦.
(1)

The indicator function is defined to be equal to one on all points in-

side the physical domain Ω𝑝ℎ𝑦 and to a positive constant 𝜖 ≈ 0 for points 
in Ω𝑓𝑖𝑐 . Depending on the definition of the indicator function 𝛼(𝒙), it is 
not even necessary to strictly obtain water-tight geometries. The case of 
a geometric model based on images obtained from 𝜇-CT reconstructed 
cross-sections is especially favorable, since the indicator function 𝛼(𝒙)
is directly defined by the Hounsfield units 𝐻𝑈 , i.e. 𝛼(𝒙, 𝐻𝑈 ), where a 
threshold value of the Hounsfield unit 𝐻𝑈𝑡ℎ𝑟𝑒 is used to classify points 
into Ω𝑝ℎ𝑦 and Ω𝑓𝑖𝑐 .

The application of inhomogeneous boundary conditions naturally 
requires the definition of the surface where they are applied. Dirich-

let boundary conditions can be imposed weakly by employing e.g. the 
penalty method or Nitsche’s method, see e.g. [38] for details. Homoge-

neous Neumann boundary conditions require no special treatment.

The resulting modified weak formulation for a linear elasticity prob-

lem with penalty boundary conditions can be written as:
𝑎(𝒖,𝒗) = 𝑓 (𝒗) (2)
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Fig. 1. The core principle of FCM: The physical domain Ω𝑝ℎ𝑦 is immersed in a readily discretizable embedding domain Ω∪, where the geometry is characterized by 

the indicator function 𝛼.

𝑎(𝒖,𝒗) = ∫
Ω∪

𝜀(𝒗) ∶ 𝛼ℂ ∶ 𝜀(𝒖)dΩ+ ∫
Γ𝐷

𝛽 𝒗𝒖dΓ (3)

𝑓 (𝒗) = ∫
Ω∪

𝛼 𝒗 ⋅ 𝒇 dΩ + ∫
Γ𝐷

𝛽 𝒗 ⋅ 𝒈dΓ + ∫
Γ𝑁

𝒗 ⋅ 𝒕dΓ (4)

where 𝜀, ℂ, 𝒖, 𝒗 and 𝛽 denote the engineering strain tensor, the elastic 
material tensor, the unknown admissible displacements vector, the vec-

tor of admissible test functions, respectively. Additionally, 𝒇 , 𝒈 and 𝒕
represent the body forces, the prescribed Dirichlet information and the 
traction vector, respectively. The introduction of the indicator function 
results in discontinuous integrands (i.e. when a cell is cut by the bound-

ary 𝜕Ω𝑝ℎ𝑦) and thus special numerical integration techniques must be 
employed to accurately compute the volume integrals in Eq. (3) and Eq.

(4). In this contribution, the efficient technique presented in [39] is 
used. It is based on the observation, that in the context of the voxel-

based FCM the Lamé parameters are piecewise constant within a finite 
cell such that the bilinear form presented in Eq. (3) can be pre-computed 
in a factorized manner.

Based on the solution of the initial boundary value problem defined 
in Eq. (2), the strain energy density at a point 𝒙 within Ω∪ is calculated 
as:

𝑊 (𝒙) = 1
2
𝜀(𝒙) ∶ 𝛼ℂ ∶ 𝜀(𝒙) (5)

where the strains 𝜀(𝒙) are computed using the strain - displacement 
relation. Moreover, the strain energy 𝑈𝑉 within a control volume Ω𝑉

can be computed as:

𝑈𝑉 = ∫
Ω𝑉

𝑊 (𝒙)dΩ (6)

For further reading, refer to [15,38].

2.3. The average strain energy density approach

The numerical approach described in section 2.2 permits the evalu-

ation of the perturbations induced on the stress field by the intrinsic 
metamaterial architecture and additive manufacturing-related imper-

fections. To evaluate their impact on the fatigue behavior of the lattice 
structures, we will use an average strain energy density based fatigue 
criterion. In its classical formulation, it postulates that a notched com-

ponent is in fatigue critical condition when the ASED of the notched 
part Δ𝑊 1,𝑛𝑜𝑡𝑐ℎ equals the strain energy density (SED) in the plain sam-

ple Δ𝑊 1,𝑝𝑙𝑎𝑖𝑛 under the same fatigue critical condition [40,41]:

Δ𝑊 1,𝑛𝑜𝑡𝑐ℎ =Δ𝑊 1,𝑐𝑟 (7)

Δ𝑊 1,𝑛𝑜𝑡𝑐ℎ =
1

Ω(𝑅1) ∫
Ω(𝑅1)

Δ𝑊 (𝑥) dΩ (8)

Δ𝑊 1,𝑝𝑙𝑎𝑖𝑛 =
1
2𝐸

Δ𝜎2
𝑐𝑟

(9)

Where 𝐸 is the Young’s modulus and Δ𝜎𝑐𝑟 the full range plain fatigue 
limit at a given load ratio R. Ω is the control volume ahead of the notch 
3

tip where the strain energy density is averaged. Considering a problem 
solved with the Finite Cell Method, the strain energy density in Eq. (8)

is computed thanks to Eq. (5). For plane or axisymmetric problems, the 
control volume simplifies into a circular domain, as schematically il-
lustrated in Fig. 2a. Under mode I type of loading, the circular sector 
encompassing the notch tip is centered in the origin of the curvilinear 
reference frame used to describe the notch geometry and located at a 
distance 𝑟0 from the notch tip moving along the notch bisector. 𝑟0 is a 
function of the notch radius 𝑅 and the opening angle 2𝛼. Consequently, 
the circular domain Ω has a radius 𝑟0 +𝑅1, where 𝑅1 is regarded as the 
“control radius” and is a material dependent parameter expressing its 
fatigue notch sensitivity. The advantages of the ASED over other notch 
fatigue calculation methods are widely discussed in the literature, and 
they can be summarized as its capacity to deal with stress singularities 
and in its lower mesh sensitivity [15].

A disadvantage of this approach is that the ASED loses information 
about the sign of the normal stresses. To discriminate the more detrimen-

tal effect of tensile with respect to compressive stresses on the fatigue 
strength [42,43], we will propose in section 3.1.3 to combine the cri-

terion expressed by Eq. (9) with the hydrostatic pressure (related to 
the first invariant of the stress tensor), by limiting the calculation of 
Δ𝑊 1,𝑛𝑜𝑡𝑐ℎ only to those parts of the components affected by positive 
hydrostatic pressures.

In the present work, the size of 𝑅1 is estimated using an inverse pro-

cedure theoretically devised in [16] and based on an optimized notched 
specimen geometry depicted in Fig. 2b [16]. This procedure was exper-

imentally applied in [16] to assess 𝑅1 for the Ti-6Al-4V ELI (Extra Low 
Interstitial) titanium alloy under investigation, which was fabricated by 
Laser Powder Bed Fusion (L-PBF) and subjected to axial fatigue testing 
documented in [16]. To explore the effect of defects on notch fatigue 
strength, two batches of samples were fabricated. The first batch, termed 
Turned Notch, was created by turning the notch from plain cylindrical 
bars. The second batch, termed L-PBF Notch, had the notch geometry 
introduced during the L-PBF process, followed by a slight turning finish 
to achieve the correct notch radius. The presence of defects of varying 
sizes in the two batches allowed for the estimation of the dependency 
of 𝑅1 on the square root of the projected area of the critical defect, as 
illustrated in Fig. 2c, which reports also 𝑅1 estimations based on the fa-

tigue limit and the crack growth threshold values found in the literature 
for the wrought counterpart of the same material. Interestingly, 𝑅1 in-

creases with the size of the critical defect, a trend well-represented by 
a hyperbolic tangent function (solid line in Fig. 2c). This function will 
be used to assess 𝑅1 for the material based on the 𝜇-CT scans reported 
in section 3.3. The interested reader is referred to [16] for further de-

tails.

3. Materials and methods

3.1. Methodology

In this work, a methodology for image-based fatigue life estimation 
of lattice components is proposed. The workflow is graphically repre-

sented in Fig. 3 and is composed of three main steps: simulation of the 
as-built geometry, identification of the critical locations and estimation 

of the fatigue life.
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Fig. 2. (a) Strain energy density averaging domain Ω ahead of the notch root. 
(b) Sketch of notched specimens of Ti-6Al-4V additively manufactured and fa-

tigue tested in [16]. Notches were fabricated directly via laser powder bed fusion 
(L-PBF notch) or by turning additively manufactured cylindrical bars (Turned 
notch). (c) Control radius dependency upon the critical defect size from exper-

imental data collected in [16] for additively manufactured Ti-6Al-4V and from 
the literature for a conventionally processed material with similar microstruc-

ture. The dotted line represents the control radius 𝑅1 considered in this study 
as discussed in section 3.1.2.

3.1.1. Simulation on as-built geometries

Initially, the lattice component geometry is defined in a computer-

aided design (CAD) software and subsequently manufactured using 
metal powder bed fusion techniques. After production, a 𝜇-CT scan 
of the undamaged part is performed to obtain the as-built geometry, 
including manufacturing-induced defects such as partially melted par-

ticles attached onto the lattice structure’s surfaces and internal pores. 
The as-built geometry is directly simulated using the image-based Fi-

nite Cell Method [1]. This technique is employed to accurately compute 
the elasto-static behavior of the as-built geometry under a specified load, 
and it is selected to leverage its computational efficiency in simulating 
complex as-built geometries.

3.1.2. Critical location identification

After the simulation, the identification of the locations prone to fa-

tigue failure has to be addressed. To this end, the average strain energy 
density method is employed. This technique requires the identification 
of locations with high strain energy in the analyzed component and 
compares the energetic state to the one computed on bulk unnotched 
specimens under uniaxial loading. Three hypotheses are considered in 
the analysis of lattice specimens: firstly, the loading conditions of the 
4

lattice specimens promote the failure by mode I, i.e. tensile loading, 
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secondly, the stress intensification locations generated by the presence 
of partially melted particles on the specimen surface are considered to 
be sharp notches; for this reason, the radius 𝑟0 in Fig. 2a is set equal 
to 0 and the selection radius is centered at the stress peak. Lastly the 
critical radius, 𝑅1, is used to select a spherical region in the 3D lattice 
geometry. The control radius 𝑅1 is a material property and considers 
the AM nature of the component. As discussed in section 2, this quan-

tity is sensitive to the material porosity, and requires the knowledge of 
the average defect area 

√
𝑎𝑟𝑒𝑎. The average dimension in the lattice 

structure is considered as in [18], since it is assumed to be representa-

tive of the maximum defect expected in the control region determined 
by 𝑅1. The pore dimension is available thanks to the 𝜇-CT analysis, and 
a visual example of 𝑅1 estimation is provided in Fig. 8.

To identify critical regions within the lattice structure, the nodes 
associated with the highest values of the Von Mises stress, 𝜎𝑝 are consid-

ered, and the locations of the stress peaks are used as a marker denoting 
regions prone to crack nucleation and propagation. As stated, this region 
is defined as a sphere, and the average strain energy density is computed 
as the average of all the strain energy density values within it. The ra-

dius of the sphere is the critical radius 𝑅1 obtained through the analysis 
of internal material defects. Once the most critical point is analyzed, the 
elements in the associated critical radius are removed and the remain-

ing part of the specimen is considered. Thus, the identification of the 
critical locations is an iterative process which is given in Algorithm 1.

Algorithm 1 Critical Location Identification.

1: Start

2: repeat

3: Find location 𝒙𝑝 with peak Von Mises stress 𝜎𝑝
4: Create a control volume at 𝒙𝑝 with radius 𝑅1.

5: if 𝜎ℎ𝑦𝑑𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐,𝑝 ≥ 0 then

6: Compute ASED averaging SED over the volume

7: end if

8: Deselect the sphere from the model

9: until 𝜎𝑝 < 𝜎∗
10: Stop

Only the stress peaks associated with a tensile condition are consid-

ered critical for the fatigue life [42,43]. For this reason, the hydrostatic 
pressure 𝜎ℎ𝑦𝑑𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐,𝑝 of each critical point is computed and the location 
is considered critical and kept in the analysis if the hydrostatic pressure 
is positive and, thus, associated to a tensile state.

The iterative procedure continues until the stress peak (𝜎𝑝) is no 
longer considered critical. The determination of 𝜎𝑝 typically depends 
on the material’s strength and the loading conditions of the component. 
While it is theoretically possible to fully extract the component’s stress 
state, such an approach is linked to significant computational costs. To 
address this issue, a threshold, 𝜎∗ is set to the minimum fatigue strength 
measured on miniaturized strut-junction specimens at the fatigue limit. 
These specimens are used to understand the fatigue resistance of lat-

tice structures by measuring the fatigue properties of their sub-unital 
elements [42].

3.1.3. Fatigue life estimation

Once the critical locations have been identified, statistics of extrema 
is employed to investigate which locations are the most critical and 
likely to induce fatigue failure. The average strain energy density of 
the population is considered, and a peak over threshold approach is 
applied. The distribution of ASED is computed and fitted with a gener-

alized Pareto distribution (GPD) using the Maximum Likelihood method 
as follows:

𝐺𝐷𝑃 (𝑥) = 1 −
(
1 + 𝛾

(
𝑥− 𝜆

𝛿

))− 1
𝛾

(10)

In accordance with [44], the threshold is computed using the mean ex-
cess method, selecting the point in the mean excess plot where the data 
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Fig. 3. Workflow for the determination of lattice structure’s fatigue life estimation

distribution is computed with the Finite Cell Method. Through the usage of Algorith

the structure are identified. The most critical locations are compared to the experime
life.

can be approximated by a line. A visual representation of this workflow 
is depicted in Fig. 4. Based on this distribution, a selection of the most 
critical locations is performed: the ASED associated with the 99% proba-

bilities of the GPD is computed. Values above this threshold identify the 
1% most critical locations in the structure. Among this set, the average 
value of the ASED is computed to identify the critical ASED associated 
with this threshold.

The identified critical locations are the most likely to promote crack 
growth and lead to component fatigue failure. To estimate the fatigue 
resistance of the analyzed component, the average value of the ASED 
can be compared with the experimental bulk reference curve.

3.2. Lattice structure specimens

To validate the proposed method, this study leverages data from a 
previous work [5] that investigated the optimal printing orientation for 
lattice structures to enhance fatigue resistance. The research focused on 
a three-point bending lattice specimen featuring an Octet Truss (OT) 
cell topology, as shown in Fig. 5. Each lattice cell had dimensions of 
3 mm with a strut diameter of 0.7 mm, resulting in a lattice porosity 
of 48%. The specimen, depicted in Fig. 6, consisted of an 4 × 20 × 2
array of OT cells, measuring 12 mm× 60 mm× 6 mm. Two batches 
of specimens were fabricated using Ti6Al4V biomedical grade powder 
via Laser Powder Bed Fusion (L-PBF) and subjected to compressive-

compressive fatigue testing with a load ratio of 𝑅 = 0.1. The “control” 
batch consisted of specimens printed with a standard orientation aimed 
at minimizing support structures, while the “optimized” batch included 
specimens printed with an orientation recommended by an optimiza-

tion algorithm. One specimen from each batch, designated as “A” for 
the control batch and “B” for the optimized batch, was selected for in-
5

depth analysis. Fig. 6a illustrates the core concept from [5], while Fig. 6b 
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. The as-built geometry is analyzed through 𝜇-CT-scan analysis and the strain 
m 1 and subsequently the procedure depicted in Fig. 4, the critical locations of 
ntal data obtained from bulk unnotched specimens to predict component fatigue 

Fig. 4. Statistical tools used to determine the 1% most critical locations in the 

lattice structure.
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Fig. 5. A sketch, in 2D, of a three-point bending setup (adapted from [1]).
Fig. 6. (a) General concept presented in [5], where the orientation of the lattice 
structure in the printing chamber is optimized to improve the fatigue life. (b) 
Experimental results for the control and optimized batches with the indication 
of specimens A and B which underwent 𝜇-CT-scan analysis.

presents the experimental outcomes along with the definitions of speci-

mens “A” and “B”.

Within this broader context, this contribution focuses on fatigue life 
estimation by exclusively analyzing specimens A and B. These speci-

mens underwent detailed analysis using metrological 𝜇-CT before and 
after fatigue testing to investigate internal structural integrity and fail-

ure mechanisms.

3.3. Micro-CT analyses

Specimens A and B underwent 𝜇-CT scanning using a metrological 
CT system (Nikon Metrology MCT225), characterized by a micro-focus 
X-ray tube with a minimum focal spot size equal to 3 μm, a 16-bit flat-

panel detector with 2000 × 2000 pixels, and a shielding cabinet with 
controlled temperature at 20 ± 0.5 °C. 3000 bi-directional projections 
were acquired with the following settings: X-ray tube voltage at 190 kV, 
filament current at 36 𝜇A, 2 seconds of exposure, with 1 frame per pro-

jection and a 0.25 mm-thin copper physical filter, which was interposed 
between the tube’s target and the scanned lattice structure to reduce the 
6

beam hardening effect. In order to achieve a voxel size suited to recon-
struct surface features and internal pores in the micro-scale range, 𝜇-CT 
scans were conducted on four different regions of each specimen. Each 
region measures approximately 12 mm× 15 mm× 6 mm. The 𝜇-CT im-

ages of the four regions were later combined into one unified image per 
specimen. An overlapping portion was kept between adjacent regions 
to aid the subsequent registration of the reconstructed regions. A voxel 
size of 13 μm was obtained through this approach. 3D reconstructions 
were conducted using the CTPro 3D software provided by Nikon Metrol-

ogy. The registration of regions was addressed in the software VGStudio 
MAX (Volume Graphics GmbH) by a manual pre-alignment followed 
by a refined best-fit alignment leveraging the overlapping regions and 
considering the pre-alignment as a positional constraint. Cross-sections 
of the entire lattice structures (A and B) were then exported as image 
stacks to be further elaborated as described in section 3.4. Porosity anal-

yses were conducted directly on 3D reconstructions using the Porosity 
module available in VGStudio MAX. The location of cracks induced by 
fatigue testing (see section 4.4) was eventually evaluated by repeating 
the measurement procedure described above on the same specimens (A 
and B) after fatigue testing.

3.4. Finite Cell model and critical location extraction

The segmentation of the 𝜇-CT images is carried out to determine 
Ω𝑝ℎ𝑦 and Ω𝑓𝑖𝑐 . The indicator function 𝛼(𝒙) is then defined following Eq.

(1). The segmented geometries of specimen A and B are directly used 
in the context of the FCM, as described in section 2.2, to simulate a 
quasi-static three-point bending test illustrated in Fig. 5. The load case 
and boundary conditions closely follow the experimental setting in [5], 
such that resultant forces of 140 N and 175 N are uniformly distributed 
over the load surface of specimen A and B, respectively.

Once the finite cell simulations are complete, the methodology de-

scribed in section 3.1.2 is applied. The critical locations are identified 
based on the procedure depicted in Algorithm 1, where a threshold 
value of 𝜎∗ = 35 MPa is set. This corresponds to the minimum fatigue 
strength for miniaturized strut-junction specimens at the fatigue limit, 
as reported in [5]. The population of critical locations is then analyzed 
with the Peak over Threshold method as described in section 3.1.3 and 
visually reported in Fig. 4.

To estimate the fatigue life of the lattice component, a reference 
for the fatigue resistance must be provided. Consistent with the lattice 
tested, data from bulk unnotched specimens manufactured with the L-

PBF technique in Ti6Al4V, as published in [32] and shown in Fig. 7, are 
used. These tests were conducted under tension-tension loading con-

ditions with a stress ratio 𝑅 = 0.1. The average strain energy density 
(Δ𝑊 ) can be computed from the fatigue curve using the Eq. (9). For 
this analysis, a typical value of 𝐸 = 110 GPa is selected for the Ti6Al4V 
components.

4. Results and discussion

4.1. Average strain energy density criterion parameters

Given the experimental data presented in [32], Eq. (9) is applied to 
compute the critical SED for bulk unnotched specimens. The reference 

curve obtained with this procedure is depicted in Fig. 7. For each of 
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Fig. 7. Reference SED-N curve generated with experimental data from [32]. 
Data marked with an arrow indicate a runned-out specimen.

Fig. 8. 𝜇-CT reconstructed regions of interest of specimens A and B, showing the 
internal porosity distribution and volume (above), and distribution of equivalent 
diameters of pores measured by 𝜇-CT for specimens A and B (below).

the two specimens (A and B), 𝜇-CT scans are used to analyze internal 
defects, as explained in section 3.3. For each identified pore, the volume 
is measured, and from this, the equivalent pore radius is derived. The 
criticality of the average defect is expressed in terms of the square root 
of the area, as prescribed by [32]. The results obtained are as follows: 
for specimen A, the average 

√
𝑎𝑟𝑒𝑎 of the defect is 88.17 μm, while 

for specimen B, it is 95.16 μm. A graphical representation of the defect 
distribution is depicted in Fig. 8a.

This analysis provides the required input to compute the critical 
radius, 𝑅1. According to the chart published by [32] and presented 
in Fig. 2c, the two specimens are described by 𝑅1 = 0.152 mm. The com-

putation of the average strain energy density values using the FCM is 
performed according to this radius.

4.2. Numerical analysis of three-point bending specimens

The numerical analysis of the three-point bending specimens A and 
B are carried out by using the FCM as introduced in section 2.2. The 
7

constant 𝜖 penalizing the fictitious domain is chosen as 10−9. Then, the 
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segmented 𝜇-CT-images of specimens A and B are embedded into a fi-

nite cell mesh with a polynomial degree 𝑝 = 2, where each cell contains 
8 ×8 ×8 voxels. Consequently, a total of 148 ×606 ×98 and 142 ×602 ×92
cells are used for specimens A and B, respectively. The discretization 
used for specimen B is depicted in Fig. 9. The resulting displacements 
and strain energy densities are depicted in Fig. 10. The corresponding 
results for specimen A can be found in the Appendix. All computations 
are carried out on four compute nodes, where each node has a total of 80 
physical cores and 767 GB of random-access memory (RAM). The wall-

clock time of the 𝜇-CT-image based FCM analyses are 8 hours 22 minutes 
and 9 hours 20 minutes for specimen A and B, respectively.2 Note that a 
relatively coarse mesh size is selected based on the observation that the 
averaged strain energy density parameter, calculated following Algo-

rithm 1, can be computed with sufficient resolution without a relatively 
fine mesh [40]. One possible rationale for this observation is the smooth-

ing effect of averaging the SED values over a control volume, which in 
this case has a diameter of more than 20 voxels. In general, however, a 
voxel resolution of 4 ×4 ×4 or 2 ×2 ×2 is better suited to analyze stress 
states, especially in the vicinity of small features.

4.3. Statistical analysis

Once the simulation is completed, the results can be analyzed sta-

tistically through the method presented in section 3.4. The threshold 
for ASED data is computed using the mean excess method, selecting 
the point in the mean excess plot Fig. 11a where the data can be ap-

proximated by a line, so from Δ𝑊 ∗ = 0.1 mJ/mm3 onward. A common 
threshold of Δ𝑊 ∗ = 0.1 mJ/mm3 is selected for both specimens A and 
B. The selected threshold is a better fit for specimen A, and for the sake 
of consistency, the same threshold is defined for specimen B. The data 
distribution is depicted in Fig. 11b, while the GDP formulation is re-

ported in Eq. (10). Based on this distribution, the ASED associated with 
the 99% probability are identified and the average value of the ASED is 
computed.

4.4. Fatigue life estimation

The ASED values associated with the 1% most critical locations in the 
structure are averaged and compared with the critical average strain 
energy density obtained from experimental data for bulk unnotched 
specimens, as reported in section 3.1. Both specimens A and B are an-

alyzed according to this procedure, and the average ASED values are 
represented in the SED-N chart associated with the experimental number 
of cycles that lead the specimens to failure. The comparison is illustrated 
in Fig. 12, where uncertainty bars associated with a factor of ±1.5 are 
depicted. In accordance with [46], the factor of ±1.5 corresponds to an 
error band of approximately ±22% on the stress amplitude.

The comparison shows an excellent agreement between the points 
associated with the 1% most critical ASED values and the experimental 
results. A comparative in-depth analysis is performed by comparing the 
crack locations detected in the 𝜇-CT reconstructions acquired after the 
fatigue test with the critical locations identified in the finite cell simula-

tion. The characteristics of the critical locations are reported in Table 1.

4.5. Experimental failure location and simulated critical location 
comparison

The set identified in the statistical analysis containing the 1% most 
critical locations is overlapped with the specimens’ geometries to inves-

2 The implementation of image-based FCM used for this study has favor-

able parallel scaling characteristics such that increasing the number of compute 
nodes provides almost-linear speed-up [45]. Thus, a relatively small high per-

formance (HPC) cluster with 50 compute nodes can offer wall-clock times that 

are under an hour per analysis.
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Fig. 9. The finite cell mesh of the specimen B, based on the as-built geometry from the 𝜇-CT.

Fig. 10. The 𝜇-CT-image based FCM analysis on the specimen B: the displacement and strain energy density fields.
Table 1

Characteristics of the 1% set of most critical 
points in the specimens A and B.

1% most critical points

Spec. Δ𝑊 - mJ/mm3 Number of points

A 0.276 10

B 0.382 29

tigate the position of the detected critical volumes. For both specimens 
A and B, all the most critical locations are found in the lowermost layer 
8

of cells near the symmetry plane. This outcome is easily justified, as 
these locations are subjected to the highest tensile loads in a homog-

enized three-point bending condition. Considering the lattice structure 
topology, the critical locations are identified near lattice nodes. This is a 
realistic result, given the stress intensification generated by the conver-

gence of the different struts in the nodes. Moreover, the critical locations 
are identified to coincide with the geometrical imperfections captured 
by the 𝜇-CT analysis of partially melted particles attached onto the lat-

tice structures surfaces. These surface patterns are typical of the as-built 
state and they act as stress raisers, resulting in struts with high-energy 
locations that are prone to the nucleation and propagation of fatigue 
cracks. The ORS-Dragonfly (Comet Technologies Canada Inc, Canada) 

software was used to visually inspect the 𝜇-CT data obtained after fa-
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Fig. 11. (a) Mean excess plot for average strain energy density data for speci-

mens A and B. (b) Probability distributions and Generalized Pareto Distributions 
best fitting the experimental data for the two specimens under investigation.

Fig. 12. Predicted average ASED values for specimens A and B displayed on the 
experimental number of cycles to failure with respect to the experimental data 
presented in Fig. 7. Uncertainty bars are associated with an error of ±22% on 
the Δ𝜎.

tigue testing and analyze the effect of the fatigue loading, with a focus on 
identifying fatigue cracks. The fatigue cracks are predominantly located 
in the lowermost level of struts near the symmetry plane, which aligns 
with the critical locations characterized by maximum tensile stress iden-

tified in the numerical simulation. Analyzing 𝜇-CT data, it is noted that 
experimental cracks are mainly situated near the lattice nodes and de-

veloping from surface manufacturing-induced defects, such as partially 
melted powder particles. Understanding the genesis of these cracks is 
complex with the information provided by 𝜇-CT-scan; however, the 
presence of manufacturing-induced defects at the crack locations indi-

cates a causal relationship. A comparative analysis of the identified 1% 
9

most critical locations for specimens A and B and the crack locations 
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from the post-test 𝜇-CT scans is depicted in Fig. 13. The critical loca-

tions identified by the average strain energy density computed via the 
Finite Cell Method are concentrated near the experimentally observed 
crack locations. Some of these identified locations directly overlap with 
the fatigue cracks, demonstrating the method’s capability to statistically 
predict critical locations in lattice components. Improving accuracy will 
require more advanced techniques, such as higher-resolution 𝜇-CT scans 
and finer computational meshes. The presented methodology might also 
benefit from taking the local Young’s module into account, as carried out 
e.g. in [24] to compute the stress–strain response of laser powder bed 
fusion lattice structures. Additionally, more complex material models 
that capture the stages of crack formation can be considered. However, 
developing such models is a challenging task due to the significant com-

putational resources required.

Experimental cracks are also identified in locations where the nu-

merical method do not predict critical points. This discrepancy can be 
explained by considering the time evolution of failure propagation along 
the specimens. Fatigue tests were halted when a change in resonance 
frequency was detected [5]. This threshold was set to ensure the pres-

ence of at least one fatigue crack in the tested specimens. The formation 
of an initial crack weakens the affected strut, eventually causing its 
failure. This changes the lattice structure’s topology and redistributes 
the load among the remaining struts, creating a new stress state and 
leading to the emergence of new critical locations [47]. In the pre-

sented methodology however, only the initial component geometry is 
considered. Therefore, only the most critical locations for the first crack 
nucleation are predicted.

5. Conclusions

In this work, a novel methodology for an accurate prediction of 
the fatigue life of metal additive manufacturing metamaterials is de-

scribed. This method is founded on three technical and technological 
pillars: the usage of 𝜇-CT scan to reconstruct the three-dimensional spec-

imen’s as-built geometry, the image-based finite cell simulation and the 
usage of the average strain energy density criterion. A validation of 
the method is presented, demonstrating the consistency of the simu-

lation results with the experimental data and suggesting the suitability 
of the method for predicting fatigue behavior in lattice structures. The 
power of the method in identifying the most critical locations in the 
lattice structure is validated, comparing the critical locations identified 
by the numerical method and the experimental fatigue crack. A solid 
agreement is found, where the statistically predicted locations of fail-

ure match the specimens’ critical areas characterized by experimental 
cracks. The concurrent application of the finite cell method on 𝜇-CT re-

constructed geometries and strain energy density criterion is shown to 
be a novel and powerful tool to predict fatigue resistance and crack-

prone locations in lattice structures.

The presented results serve as a proof of concept, demonstrating 
the applicability of the method for the considered case study. Future 
developments require the analysis of a larger experimental campaign 
to extensively test the proposed method on different lattice topologies, 
porosities, materials and load cases.
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Fig. 13. A visual comparison between the experimental crack locations of specimens A and B, as acquired by the 𝜇-CTs after the fatigue test, and the 1% most critical 
locations as determined following section 3.1.2. The solid blue and orange rectangles illustrate the positions where the crack locations and critical points are in a 
good agreement for specimen A and B, respectively. The dashed blue and orange rectangles show the areas where there is a visual crack without a corresponding 
critical location.
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Appendix A. Analysis results for specimen A
See Fig. 14.
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Fig. 14. The 𝜇-CT-image based FCM analysis on the specimen A: the displacement and strain energy density fields.
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