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Introduction

In this thesis I report the work of my PhD; it treated two different topics,
both related by a third one, that is the computational method that I use to
solve them. I worked on EFT–theories for nuclear systems and on Hypernuclei.
I tried to compute the ground state properties of both systems using Monte
Carlo methods.

In the first part of my thesis I briefly describe the Monte Carlo methods
that I used: VMC (Variational Monte Carlo), DMC (Diffusion Monte Carlo),
AFDMC (Auxiliary Field Diffusion Monte Carlo) and AFQMC (Auxiliary Field
Quantum Monte Carlo) algorithms. I also report some new improvements rela-
tive to these methods that I tried or suggested: I remember the fixed hypernode
extension (§ 2.6.2) for the DMC algorithm, the inclusion of the L2 term (§ 3.10)
and of the exchange term (§ 3.11) into the AFDMC propagator. These last
two are based on the same idea used by K. Schmidt to include the spin–orbit
term in the AFDMC propagator (§ 3.9). We mainly use the AFDMC algorithm
but at the end of the first part I describe also the AFQMC method. This is
quite similar in principle to AFDMC, but it was newer used for nuclear sys-
tems. Moreover, there are some details that let us hope to be able to overcome
with AFQMC some limitations that we find in AFDMC algorithm. However
we do not report any result relative to AFQMC algorithm, because we start to
implement it in the last months and our code still requires many tests and debug.

In the second part I report our attempt of describing the nucleon–nucleon
interaction using EFT–theory within AFDMC method. I explain all our tests
to solve the ground state of a nucleus within this method; hence I show also
the problems that we found and the attempts that we tried to overcome them
before to leave this project.

In the third part I report our work about Hypernuclei; we tried to fit part
of the ΛN interaction and to compute the Hypernuclei Λ–hyperon separation
energy. Nevertheless we found some good and encouraging results, we noticed
that the fixed–phase approximation used in AFDMC algorithm was not so small
like assumed. Because of that, in order to obtain interesting results, we need
to improve this approximations or to use a better method; hence we looked at
AFQMC algorithm aiming to quickly reach good results.

vii
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Monte Carlo Methods
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Chapter 1

Variational Monte Carlo

1.1 Why Monte Carlo methods?

The term “Monte Carlo methods” [Kal84, Mal08] indicates all the those
stochastic algorithms using the central limit theorem to compute multidimen-
sional integrals. In order to compute numerically a D–dimensional integral with
non–stochastic methods (such the Simpson rule, for example) a number of op-
erations (and hence a computational time) that is exponential with the number
of dimensions D is required. That is if, we want to estimate the integral with
a relative accuracy ε, a time proportional to ε−D is necessary. Because of the
central limit theorem Monte Carlo methods scale as ε−2, regardless from the
dimensionality.

1.2 Central limit theorem

Let {~xi} be a sequence of stochastic D–dimensional independent variables
distributed with a probability density P(~x), and F (~x) a real function. For the
function

SN ≡
1
N

N∑
i=1

F (~xi) (1.1)

central limit theorem holds: the probability density SN in the large N limit can
be written as

lim
N→+∞

P(SN ) =
1√

2πσ2
N

e
− (SN−〈F〉)

2

2σ2
N , (1.2)

where

〈F 〉 ≡
∫

F (~x)P(~x)dDx, (1.3)
〈F 2〉 ≡

∫
F 2(~x)P(~x)dDx, (1.4)

σ2
N =

〈F 2〉 − 〈F 〉2

N
. (1.5)

3



4 Chapter 1. Variational Monte Carlo

In other words SN is an estimate of 〈F 〉 ans σN is its variance.

Thus we can compute the integral of a generic real function f(x) by means
of ∫

f(~x)dDx =
∫

f(~x)
P(~x)

P(~x)dDx =
∫

F (~x)P(~x)dDx, (1.6)

with
F (~x) ≡ f(~x)

P(~x)
, (1.7)

and we can use the central limit theorem Eq(1.2) to write the estimate∫
f(~x)dDx ' SN ± σN . (1.8)

The advantage of this procedure is that, according to Eq(1.1), for large N ,
SN is spread according to a Gaussian distribution around 〈F 〉, as from Eq(1.4)
with a standard deviation σN ∝ 1√

N
as in Eq(1.5). The standard deviation

decreases as the square root of the number of sampled stochastic variables {~xi},
and it is not dependent from the dimensionality of the integral.

Because of that, the estimation SN of the integral Eq(1.6) is very efficient
for multi–dimensional integrals.

1.3 The idea

With the name Variational Monte Carlo (VMC) method we refer to any
algorithm used to stochastically compute the expectation value of an observable
Ô on a given wavefunction Ψα.

Oα ≡
〈Ψα|Ô|Ψα〉
〈Ψα|Ψα〉

=
∫

Ψ†α(x)ÔΨα(x)dx∫
Ψ†α(x)Ψα(x)dx

. (1.9)

Moreover, because of the Riesz theorem, the expectation value of the Hamil-
tonian obtained by VMC is always an upper bound of the ground state energy:

Eα ≡
〈Ψα|H|Ψα〉
〈Ψα|Ψα〉

=
∫

Ψ†α(x)HΨα(x)dx∫
Ψ†α(x)Ψα(x)dx

≥ E0. (1.10)

If we wanted to study the ground state of a system and we postulated an analytic
form of the wavefunction Ψα dependent on a set α of variational parameters,
we could reach the best description of the ground state within the given ansatz
minimizing the energy with respect to the parameters α.

1.4 Markov chains and the Metropolis algorithm

As written in Eq(1.6), in order to compute an integral like Eq(1.9), we need
to sample some configuration x from a probability density P(x). This is in gen-
eral a not so simple task. There are some efficient and widespread algorithms to
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generate uniformly distributed random numbers in a finite size interval. Start-
ing from these sets, it is also possible to obtain a set of random numbers from
a normal distribution with the Box–Müller formula. The Metropolis algorithm,
based on the Markov chains formalism, allows to sample from a generic distri-
bution. We recall here some fundamentals properties of Markov chains and of
the Metropolis algorithm.

A Markov chain is a sequence of stochastic variables converging to a cho-
sen probability density P(x). A Markov chain is defined as a family {xn} of
stochastic variables for which the following properties hold:

• xi is distributed like a density probability Pi(x)

• Pi+1(xi+1) =
∫

W (xi+1 ← xi)Pi(x) dxi.

where W (xi+1 ← xi) is called transition probability.
A Markov chain is called a stationary Markov chain when W (xi+1 ← xi) is

independent from the index i. In this case it is possible to determine all the
chain knowing only P1(x) and the transition probability W .

Thus we can write

Pk(xk) =
∫

W (xk ← xk−1) . . .W (x2 ← x1)P1(x1) dxk−1 . . . dx1, (1.11)

that for a stationary Markov chain simplifies to

Pk(xk) =
∫

W k−1P1(x1) dxk−1 . . . dx1. (1.12)

Moreover, if a Markov chain satisfies the detailed balance condition

Pk(x)W (y ← x) = P(y)W (x← y), (1.13)

we can define its limit as:

P∞(x) ≡ lim
k→∞

Pk(xk) = lim
k→∞

∫
W k−1P1(x1) dxk−1 . . . dx1. (1.14)

Hereafter we will take into account only stationary Markov chains, and we
will assume the following notation

P(x) ≡P∞(x). (1.15)

As mentioned before, it is not simple to generate a set of stochastic variables
distributed like a generic probability density P(x). Similarly, it is not clear
how to generate a new set of stochastic variables x from another one y with a
generic transition probability W (x← y).

We assume that it is always possible to split W (x← y) in two terms:

W (x← y) ≡ T (x← y)A (x← y), (1.16)
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where T (x ← y) is a transition probability and A (x ← y) is an acceptance
probability. We choose a T (x ← y) that we are able to apply to x to find
y. The idea is that a new set of stochastic variables can be sampled from the
old one y simply applying the probability transition T (x ← y) to x. Then,
using both Eq(1.16) and Eq(1.13), we can find the relation for the acceptance
probability A (x← y) that we have to apply after T (x← y):

W (x← y)
W (y ← x)

=
P(x)
P(y)

=⇒ A (y ← x)
A (x← y)

=
P(y)T (x← y)
P(x)T (y ← x)

. (1.17)

Given the relation in Eq(1.17), we can define

A (x← y) = F

(
P(x)T (y ← x)
P(y)T (x← y)

)
(1.18)

where F is any function that satisfies

F (x)
F (1/x)

= x. (1.19)

The standard choice for F is:

F (x) ≡ Min(1, x) (1.20)

from which we have

A (x← y) = Min
(

1,
P(x)T (y ← x)
P(y)T (x← y)

)
(1.21)

as the acceptance term of Eq(1.16).

The Metropolis[MRR+53] algorithm, called M(RT )2 from the names of the
inventors, is a method to sample a generic probability density P(x).

It proceeds as follows:

1. Start with a set of configurations {xn} (called “walkers”) distributed with
a probability density P1(x). Choose a transition probability T (x ← y)
convenient to be applied to the configurations.

2. Move each configuration following the chosen probability transition T (x←
y); then we “weight” each walker with the acceptance probability A (x←
y) of equation Eq(1.21). Iterating this procedure several times only few
walkers will have a relevant weight respect to the total population, i.e.
our P∞(x) will be represented only by a few configurations. To disallow
this disadvantage it is possible to apply A (x ← y) simply accepting or
rejecting the move according to:{

A (x← y) > ε accept
A (x← y) < ε reject

(1.22)

where ε is a random number with ε ∈ [0, 1].
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3. Iterate the previous points k times, with k big enough to reach the con-
vergence predicted by the properties of the stationary Markov chains, i.e.:

Pk(x) 'P∞(x) = P(x). (1.23)

In this way the {xk} configurations will be distributed with a probability
density P(x), as desired.

We want to stress that the more T (x ← y) is similar to W (x ← y), the
more the acceptance probability A (x ← y) will be large, and the number of
rejected moves will be small like the number of the iterations k needed to reach
the convergence. Thus the efficiency of the algorithm will be improved.

Summarizing, to compute an integral with the M(RT )2 algorithm we can
proceed as follows. Remembering the equation Eq(1.6), and knowing that {xi}
are distributed like a probability density P(x), with F (x) ≡ f(x)

P(x) , we can use
Eq(1.8) and evaluate

∫
f(x)dx ' SN ≡

1
N

N∑
i=1

F (xi). (1.24)

From equation Eq(1.24) we can see that for a fixed value of N it is possible
to reduce the variance, sampling f(x) with a density P(x) that is “close” to
f(x).

1.5 Variational Monte Carlo

The VMC algorithm is simply the application of the previous stochastic
method to the idea explained in (§ 1.3).

Now we can see more details about VMC for a simple physical system. For
more accurate details we refer to [Kal84, FMNR01, PS77, NU99].

Suppose one wants to study the ground state of a system of N particles
neglecting spin or isospin degrees of freedom (or with an Hamiltonian diagonal
in spin or isospin space). Under these hypotheses we can compute the integral
Eq(1.9) with the method described in the previous section.

We describe the system with a trial wavefunction Ψα; typical Ψα is writ-
ten like a product (Slater determinant) of single particle wavefunctions for a
Boson (Fermion) system, correlated with a symmetric 2–body Jastrow factor.
The integral in Eq(1.10) can be minimized with respect to the parameters α
of the trial wavefunction to find a Ψα as close as possible to the exact ground
state. Then, using the resulting approximation of the wavefunction we are able
to compute any other observable by means of Eq(1.24).

Thus to compute

Oα ≡
〈Ψα|O|Ψα〉
〈Ψα|Ψα〉

=
∫

Ψ†α(x)OΨα(x)dx∫
Ψ†α(x)Ψα(x)dx

(1.25)
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we sample configurations {x} from a probability density P(x) = Ψ†α(x)Ψα(x),
obtaining the estimator for the integral as the sum:

Oα =
∑
{x}

OΨα

Ψα
(1.26)

on the sampled configurations x.
In order to implement theM(RT )2 algorithm we have to define a good tran-

sition probability T (x ← y) as previously described. Starting from a random
set of random configurations {x} it is possible to evolve that configuration using
for T (x← y) a Gaussian centered on y.

T (x← y) =
1√
2πσ

e−
(x−y)2

2σ . (1.27)

The width σ of the Gaussian can be tuned to obtain a reasonable acceptance
probability and correlation length of the Markov chain, i.e. the best efficiency of
the algorithm. An improvement could be obtained including by a drift related
to the slope of the wavefunction, i.e. using

T (x← y) =
1√
2πσ

e−
(x−y−σ∇Ψα(y)

Ψα(y) )2

2σ . (1.28)

Clearly, the acceptance factor A (x ← y) must be computed like in Eq(1.21).
This is quite simple, clear and efficient also for system with a lot of particles.

1.6 VMC for nuclei

So far we focused our attention on systems composed of N particles with
no internal degrees of freedom, i.e. with a trial wavefunction that is simply a
function of the coordinates of the N particles. A good trial wavefunction for
such systems can be written as a sum of NDet Slater determinants of single
particle wavefunctions φ, i.e.

ΨT = J2 ·J3 ·
NDet∑
i

ci

∣∣∣∣∣∣∣∣
φi1(r1) . . . φiN (r1)

...
. . .

...
φi1(rN ) . . . φiN (rN )

∣∣∣∣∣∣∣∣ , (1.29)

with a symmetric 2 and 3–body Jastrow factors J2 and J3 defined as follows

J2 =
N∏
i6=j

J2(ri, rj), (1.30)

J3 =
N∏

i 6=j 6=k
J3(ri, rj , rk). (1.31)

Typically, a good choice for J2 and J3 could be obtained by solving the two–body
and three–body systems.

Now we focus our attention to a typical many–nucleon system. Typically
the interaction significantly depends on the relative spin/isospin channel. This
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means that in general one should include spin/isospin dependence in the Jastrow
factors. The single particle space will be the direct product of the coordinate
space Hr, the spin space Hσ and the isospin space Hτ :

H = Hr ⊗Hσ ⊗Hτ , (1.32)

and the one–body wavefunction can be written as a 4–spinor
φp↑(r)
φp↓(r)
φn↑(r)
φn↓(r)

 , (1.33)

i.e.
φp↑(r) |p ↑〉+ φn↑(r) |n ↑〉+ φp↓(r) |p ↓〉+ φn↓(r) |n ↓〉. (1.34)

where N (P ) is the neutron (proton) component and the arrows indicates
the up and down spin projections.

In order to take into account spin/isospin dependent correlations we must
use two–body operatorial correlators Jij :

Jij =
NOp∑
p

jp(rij)Op, (1.35)

where Op are the NOp two–body spin/isospin operators describing the state
dependence of the interaction, and jp(rij) are radial functions depending on the
distance between i and j. It is also possible to add in a similar way three–body
correlation terms[Wir81].

Naming |Φ〉 the sum over Slater determinants, we define the trial wavefunc-
tion as

|ΨT 〉 =

S∏
i<j

(1 + Jij)

∏
i<j

Jc(rij)|Φ〉 . (1.36)

where Jc(r) is a “central” Jastrow correlation depending on relative space coor-
dinate only, Jij is the previously defined two–body Jastrow correlation factor
and S is a symmetrization operator enforcing the antisymmetry of the Slater
determinant.

We want to point out two things:

• the number of operations necessary to compute the symmetrization oper-
ator S scales as

[
N(N−1)

2

]
! where N is the particle number. So it quickly

becomes too expensive to be computed exactly and it can be only stochas-
tically sampled.

• The sum over different Jastrow terms is naturally defined in the product
space of single particle sub–spaces, and it cannot be generally rewritten in
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a simpler form. Thus it is mandatory to represent the sampled configura-
tion in the full product space of spin/isospin single particles sub–spaces;
in other words we can say that our configuration must be represented by
a 4N spinor; similarly the operator in front of our Slater determinant will
be a 4N ×4N matrix. This exponential scaling limits to small systems the
applicability of the method[Pie05].

In nuclear systems, for a VMC calculation[Wir91] it is necessary to use a
wavefunction including a spin/isospin dependent Jastrow correlation factor to
obtain a reliable wavefunction. Theoretically it is possible not to use explicitly
that correlations, but to construct them simply with a sum over a set of different
Slater determinant.



Chapter 2

Diffusion Monte Carlo

2.1 The imaginary time Schrödinger equation

Starting from the time dependent Schrödinger equation

i~
∂

∂t
|ψ(t)〉 = H|ψ(t)〉 =⇒ |ψ(t)〉 = e−

iH
~ (t−t0)|ψ(t0)〉 (2.1)

with an analytic continuation in imaginary time τ = it we can rewrite Eq(2.1)
as

− ~
∂

∂τ
|ψ(τ)〉 = H|ψ(τ)〉 =⇒ |ψ(τ)〉 = e−

H
~ (τ−τ0)|ψ(τ0)〉. (2.2)

Expanding the wavefunction on a complete orthonormal set |φn〉 of wave-
functions of the Hamiltonian H with eigenvalues En, at time τ0 we have that

|ψ(τ0)〉 =
∑

cn|φn〉 (2.3)

Thus we can define |Ψ(τ)〉 as

|Ψ(τ)〉 ≡ e
E0
~ τ |ψ(τ)〉 =

= e
E0
~ τe−

H
~ τ |ψ(τ0)〉 =

=
∑

cne
− (En−E0)

~ τ |φn〉

(2.4)

where eE0τ/~ is a factor that is used to preserve the normalization of the com-
ponent of the wavefunction along |φ0〉. In the long time limit we have

lim
τ→∞

|Ψ(τ)〉 = c0|φ0〉, (2.5)

i.e. starting from any wave function |ψ〉, not orthogonal to the ground state
|φ0〉, we can obtain |φ0〉 evolving |Ψ〉 for a sufficiently long “imaginary” time τ .

Including a completeness on a orthonormal basis |R′〉 in Eq(2.2) yields:

|Ψ(τ + dτ)〉 = e−Hdτ |Ψ(τ)〉 =
∫
e−Hdτ |R′〉〈R′|Ψ(τ)〉dR′. (2.6)

11
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Projecting on |R〉 we obtain:

〈R|Ψ(τ + dτ)〉 = 〈R|e−Hdτ |Ψ(τ)〉 =
∫
〈R|e−Hdτ |R′〉〈R′|Ψ(τ)〉dR′ (2.7)

The propagator 〈R|e−Hdτ |R′〉 would be simplified if the Hamiltonian H =
T + V ′ was split in two terms, one T not diagonal and one other V ′ diagonal in
|R〉. Because T and V ′ generally do not commute, it is not possible to split the
exponential

e−Tτe−V
′τe−(T+V ′)dτ 6= e−Tdτe−V

′dτ . (2.8)

However, in the limit of small dτ it is possible to use the Trotter-Suzuki formula

e−(T+V ′)dτ = e−
V ′dτ

2 e−Tdτe−
V ′dτ

2 +O(dτ3) (2.9)

and we can still use the previous splitting Eq(2.9) in the limit |dτ3[T, V ′]| �
1.

Eventually, with Eq(2.9), using two completeness in Eq(2.7) and using the
notation Ψ(R, τ) ≡ 〈R|Ψ(τ)〉 e V ′(R) ≡ 〈R|V ′|R〉 we have that

Ψ(R, τ + dτ) '
∫
〈R′|e−V

′
2 dτe−Tdτe−

V ′
2 dτ |R〉Ψ(R′, τ)dR′

'
∫
e−

V ′(R′)+V ′(R)
2 dτ 〈R′|e−Tdτ |R〉Ψ(R′, τ)dR′

(2.10)

If T = − ~2

2m∇
2 we have that 〈R′|e−Tdτ |R〉 is the Green’s function of the

kinetic term; this Green’s function is that of a Fokker-Plank equation for which
we already known the analytic form like shown in Eq(2.31).

Thus, calling E0 the ground state energy, m the mass and V ′ = V −E0 with
V ′ a generic potential diagonal respect to the coordinates, we have that :

Ψ(R, τ + dτ) '
∫
e
−
“
V (R′)+V (R)

2 −E0

”
dτ
~︸ ︷︷ ︸

GV (R←R′,dτ)

1(
2π~
m dτ

)nD
2

e
− (R−R′)2

2~
m
dτ

︸ ︷︷ ︸
G0(R←R′,dτ)

Ψ(R′, τ)dR′

(2.11)
where D is the number of the spatial dimensions and N is the number of par-
ticles.

Now we want to implement the evolution for a time τ → ∞, in such a way
to obtain the ground state φ0(R) = lim

τ→∞
Ψ(R, τ). Remembering that Eq(2.11)

is valid for small dτ , we can solve the problem iteratively: starting from an
arbitrary Ψ(R, τ), then Ψ(R, τ + dτ) is computed and used in Eq(2.11) until
convergence is reached. The integral Eq(2.11) can be estimated by means of the
standard Monte Carlo procedure.

Remembering Eq(1.6) we define

P(R)|τ = Ψ(R, τ), (2.12)

F (R)|dτ = GV (R← R′, dτ) ·G0(R← R′, dτ). (2.13)
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P(R) is a probability density, so therefore Eq(2.12) requires the condition:

Ψ(R, τ) ≥ 0 ∀τ, (2.14)

i.e. that V (R) is real and that Ψ(R, τ) is real and positive. This fact lim-
its a naive implementation of the method to the absolute ground state of the
Hamiltonian, which is a nodeless function.

The algorithm can be summarized as follows:

1. An initial distribution of walkers is sampled from a trial wavefunction
Ψ(R, τ0); a sufficiently small time–step dτ is fixed and a guess E0 for the
ground state energy is made.

2. Each walker is diffused with a Gaussian transition probability:

W (R← R′) = G0(R← R′, dτ) =
1(

2π~
m dτ

)nD
2

e
− (R−R′)2

2~
m
dτ . (2.15)

This means that new configurations R are generated by means of a purely
diffusive dynamics

R = R′ + ξ ξ =
√
σ + η (2.16)

where ξ is a stochastic variable with a Gaussian probability density with
variance σ2 = ~dt/m and zero average using the Box-Müller formula1.

3. Each of the new N0 walkers has a weight GV (R← R′, dτ)

PB = e
−
“
V (R′)+V (R)

2 −E0

”
dτ
~ (2.17)

For each walker a integer number of copies proportional to PB are created.
The walkers are destroyed if PB = 0. To have an integer number instead
of the factor Eq(2.17) we consider the “branching” factor of the i–th walker
defined as

mi = Int

(
e
−
“
V (R′)+V (R)

2 −E0

”
dτ
~ + ε

)
(2.18)

with ε a uniform random number in [0, 1]. The new population is now
made up by N =

∑N0
i=1mi walkers. In order to keep the number of walkers

more or less constant during the simulation, the branching probability PB

can be multiplied by a factor N0
N , thereby redefining the local part of the

Green’s function GV . The logarithm of the normalization factor, called
growth energy

Egro = E0 − ln (GV (R← R′, dτ)) /dτ (2.19)

can be used to have another estimator for the energy of the system. This
procedure gives the distribution of walkers Ψ(R, τ + dτ) at time τ + dτ .

1If ε1 and ε2 are stochastic variables sampled from a uniform probability density in [0, 1],
then

η = cos(2πε2)
p
−2 log(ε1)

will be a stochastic variable sampled from a Gaussian probability density with 0 average and
unitary variance.



14 Chapter 2. Diffusion Monte Carlo

4. When the convergence is reached, i.e. for τ large enough to reach the “in-
finite” limit Eq(2.5), we can compute expectation values of any observable
O:

〈O〉 =
〈φ0|O|φ0〉
〈φ0|φ0〉

= lim
τ→∞

〈Ψ(τ0)|O|Ψ(τ)〉
〈Ψ(τ0)|Ψ(τ)〉

= lim
τ→∞

∫
〈Ψ(τ0)|O|R〉〈R|Ψ(τ)〉dR∫
〈Ψ(τ0)|R〉〈R|Ψ(τ)〉dR

(2.20)

The walkers are already distributed with a probability density P(R) =
Ψ(R, τ) and thus we have that

〈O〉 =

N∑
i=1

〈Ri|O|Ψ(τ0)〉

N∑
i=1

〈Ri|Ψ(τ0)〉
=

N∑
i=1

OΨ(Ri, τ0)

N∑
i=1

Ψ(Ri, τ0)
(2.21)

5. The procedure must be iterated until convergence is reached and until a
small enough statistical error is reached.

2.2 Fokker-Plank equation

In this technical paragraph we show how to obtain the formula of the Green’s
function of the Fokker–Plank equation, that we used in the previous paragraph.
Moreover we derive also the formula of the Green’s function of the Fokker–Plank
equation with a diffusive term; this Green’s function will be used in the next
section.

Consider the following system
∂

∂t
ψ(R, τ)−A∇2ψ(R, τ) = 0

ψ(R, 0) = φ(R)
(2.22)

Using a Fourier transform with respect to R we can write
∂

∂t
ψ̃(k, τ) +Ak2ψ̃(k, τ) = 0

ψ̃(k, 0) = φ̃(k)
(2.23)

from which we obtain
ψ̃(k, τ) = φ̃(k)e−Ak

2τ (2.24)

Defining
g̃(k) = (2π)−

n
2 e−Ak

2τ (2.25)

and n as the dimensionality, we can rewrite Eq(2.24) as

ψ̃(k, τ) = φ̃(k)g̃(k)(2π)
n
2 (2.26)

Using the definition of the convolution product

F (φ ∗ g) = (2π)
n
2 F (φ)F (g) (2.27)
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we can antitransform obtaining

ψ(R, τ) = [φ(R′, τ) ∗ g(R′, τ)](R) =
∫
φ(R′)g(R−R′)dR′. (2.28)

The inverse transformation of g̃(R) (a Gaussian) is again a Gaussian with a
different variance

g(R) = F−1[g̃(k)] =
1

(2π)n

∫
e−Ak

2τeikRdk =
1

(4πAτ)
n
2
e−

R2
4Aτ . (2.29)

Thus we have

ψ(R, τ) =
1

(4πAτ)
n
2

∫
e−

(R−R′)2
4Aτ ψ(R′, 0)dR′, (2.30)

and the Green’s function of the Fokker–Plank equation Eq(2.22) is:

G(R← R′, τ) =
1

(4πAτ)
n
2
e−

(R−R′)2
4Aτ . (2.31)

Now consider a system in which the non–local operator includes a gradient
∂

∂t
ψ(R, τ)−A∇2ψ(R, τ) +B∇ψ(R, τ) = 0

ψ(R, 0) = φ(R)
(2.32)

As previously done using the Fourier transform, we obtain from the previous
∂

∂t
ψ̃(k, τ) + (Ak2 + iBk)ψ̃(k, τ) = 0

ψ̃(k, 0) = φ̃(k)
(2.33)

and in the end
ψ̃(k, τ) = φ̃(k)e−(Ak2+ikB)τ . (2.34)

Defining
g̃(k) = (2π)−

n
2 e−(Ak2+ikB)τ (2.35)

and antitransforming g̃(k), as for Eq(2.29), but completing the square at the ex-
ponent and applying a simple change of variables we obtain a Gaussian centered
in 0:

g(R) =
1

(4πAτ)
n
2
e−

(R−Bτ)2

4Aτ . (2.36)

Thus we have that

ψ(R, τ) =
1

(4πAτ)
n
2

∫
e−

(R−R′−Bτ)2

4Aτ ψ(R′, 0)dR′, (2.37)

and the Green’s function of the Fokker–Plank equation Eq(2.32) is

G(R← R′, τ) =
1

(4πAτ)
n
2
e−

(R−R′−Bτ)2

4Aτ . (2.38)
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2.3 Importance sampling

The algorithm described in (§ 2.1) is not very efficient because the branching
factor GV (R ← R′, dτ) has large fluctuations causing large population fluctua-
tions and statistical correlations of the walkers. But if an approximative trial
wavefunction ϕ(R) of the ground state φ0(R) is known, then it is possible to
dramatically improve the algorithm efficiency.

Introducing the function

f(R, τ) ≡ Ψ(R, τ)ϕ(R) (2.39)

and adding the factor ϕ(R) at both sides of the imaginary time Schrödinger
equation Eq(2.2), we obtain

− ~
∂

∂t
f(R, τ) = − ~2

2m
∇2f(R, τ) +

~2

m
∇ [vD(R)f(R, τ)] + [EL(R)− E0] f(R, τ)

(2.40)
with

vD(R) =
∇ϕ(R)
ϕ(R)

, EL(R) =
Hϕ(R)
ϕ(R)

(2.41)

under the assumption that the potential V is diagonal with respect to the co-
ordinates. Defining

K ≡ T +
~2

m
∇vD(R) + (EL(R)− E0), (2.42)

and rewriting Eq(2.41), using the Trotter-Suzuki formula Eq(2.9), we obtain
neglecting terms smaller than dτ3

f(R, τ + dτ) = e−
dτ
~ Kf(R, τ) =

∫
〈R|e−K dτ

~ |R′〉f(R′, τ)dR′ =

'
∫
e
− dτ~

„
EL(R)+EL(R′)

2 −E0

«
︸ ︷︷ ︸

GB(R←R′,dτ)

〈R|e− dτ~ (T+ ~2
m ∇vD)|R′〉︸ ︷︷ ︸

GD(R←R′,dτ)

f(R′, τ)dR′

(2.43)
The analytic form of GD(R ← R′, dτ) is not known, unless in the case ∇vD '
0. In this case Eq(2.40) is a Fokker–Plank equation with a diffusive term,
whose Green’s function Eq(2.38) is known. Thus, without the branching factor
GB(R← R′, dτ), we have that

GD(R← R′, dτ) ' G̃D(R← R′, dτ) =
1

(2π~dτ/m)
nD
2

e−
(R−R′−dτ ~

m
vD(R′))2

2~dτ/m

(2.44)
where D is the spacial dimension number and n the number of particles.

Hence we can see that GD(R ← R′, dτ) = G̃D(R ← R′, dτ) +O[dτ2]. So it
is possible to use G̃D(R ← R′, dτ) instead of GD(R ← R′, dτ) loosing a term
dτ2.
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Now multiplying Eq(2.11) by ϕ(R) we have

f(R, τ + dτ) ≡ Ψ(R, τ + dτ)ϕ(R) '

'
∫
GV (R← R′, dτ)G0(R← R′, dτ)ϕ(R)Ψ(R′, τ)dR′

'
∫
GV (R← R′, dτ)G0(R← R′, dτ)

ϕ(R)
ϕ(R′)

Ψ(R′, τ)ϕ(R′)dR′

'
∫
GV (R← R′, dτ)G0(R← R′, dτ)

ϕ(R)
ϕ(R′)

f(R′, τ)dR′

(2.45)
from which we have the form of GD(R← R′, dτ)

G(R← R′, dτ) = GV (R← R′, dτ)G0(R← R′, dτ)
ϕ(R)
ϕ(R′)

= GB(R← R′, dτ)

GV (R← R′, dτ)G0(R← R′, dτ) ϕ(R)
ϕ(R′)

GB(R← R′, dτ)


︸ ︷︷ ︸

GD(R←R′,dτ)

(2.46)
As seen in the previous paragraph, we want to iteratively solve equation

Eq(2.43). The integral Eq(2.43) is computed with a Monte Carlo procedure for
which we choose

P(R)|τ = f(R, τ) (2.47)

F (R)|dτ = GB(R← R′, dτ) ·GD(R← R′, dτ) (2.48)

This means again that we require that the wavefunctions ϕ(R) and Ψ(R, τ) are
positive defined and that V (R) is real. This condition is generally satisfied for
the ground state of a Boson system with a real potential V (R).

2.4 DMC algorithm

The summary of the DMC algorithm is so the following:

1. At first a trial wavefunction ϕ(R) is chosen, that is a good approximation
of the ground state; a sufficiently small time–step dτ is taken, a guess for
the value of the ground state energy E0 and a set of N0 configurations are
determined. It is better to choose configurations distributed like ϕ2(R)
because the initial population should be not too far from ϕ(R) ' φ0(R).

2. A representation of the walkers, initially distributed with a probability
density f(R, τ), is evolved using a transition probability GD(R← R′, dτ).
This exact Green’s function is not known, but the approximation Eq(2.44)
it is good for small dτ :

G̃D(R← R′, dτ) =
1

(2π~dτ/m)
nD
2

e−
(R−R′− dτ~

m
vD(R′))2

2dτ~/m (2.49)
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3. The walkers are then weighted with the branching factor GB(R← R′, dτ)
as defined in Eq(2.43). A number of copies of each walker are made equal
to branching factor

mi = Int

(
N0

N
e
−
„
EL(R′)+EL(R)

2 −E0

«
dτ/~

+ ε

)
(2.50)

with ε a uniform random variable in [0, 1], N0 the target number N of
walkers the current number of walkers. Also in this case it is possible to
define an estimator of the energy of the ground state extracted from the
normalization factor; this is the growth energy Egro like in Eq(2.19):

Egro = E0 − ln (GB(R← R′, dτ)) /dτ (2.51)

4. When convergence is reached, i.e. for large τ it is possible to compute
expectation values of any observable O for which the ground state is an
eigenstate:

〈O〉 =
〈φ0|O|φ0〉
〈φ0|φ0〉

= lim
τ→∞

〈ϕ|O|Ψ(τ)〉
〈ϕ|Ψ(τ)〉

= lim
τ→∞

∫
〈ϕ|O|R〉〈R|Ψ(τ)〉dR∫
〈ϕ|R〉〈R|Ψ(τ)〉dR

= lim
τ→∞

∫
Oϕ(R) Ψ(R, τ)dR∫
ϕ(R) Ψ(R, τ)dR

= lim
τ→∞

∫ Oϕ(R)
ϕ(R) Ψ(R, τ)ϕ(R)dR∫

Ψ(R, τ)ϕ(R)dR

(2.52)

The walkers are now sampled with a probability P(R) = f(R, τ) =
Ψ(R, τ)ϕ(R) and thus we can write

〈O〉 =
N∑
i=1

〈Ri|O|ϕ〉
〈Ri|ϕ〉

=
N∑
i=1

Oϕ(Ri)
ϕ(Ri)

(2.53)

We have to note that the first equivalence in Eq(2.52) is true only when
[O,H] = 0, i.e. when the ground state is an eigenstate of O and not only
of H. In other cases with Eq(2.53) we compute only the mixed matrix
element 〈φ0|O|ϕ〉 6= 〈φ0|O|φ0〉. Thus when ϕ ' φ0 we can estimate the
expectation values of that variables computing with VMC 〈ϕ|O|ϕ〉 and
computing

〈O〉 ' 2〈φ0|O|ϕ〉 − 〈ϕ|O|ϕ〉+O[(ϕ− φ0)2] (2.54)

or, if the eigenvalue of O is positive, computing

〈O〉 ' (〈φ0|O|ϕ〉)2

〈ϕ|O|ϕ〉
+O[(ϕ− φ0)2] (2.55)

For more details relative to these observables we refer also to [CB95, BM99,
BR04].

5. The procedure must be iterated from point 2, until convergence is reached
as for the non importance sampled algorithm.

More details can be found in [NU99, UNR93, Mal08, FMNR01].
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2.5 The fixed–node approximation

The constraints imposed by the request that the Monte Carlo procedure
samples a given probability density of points in the configuration space, requires
that

f(R, τ) = Ψ(R, τ)ϕ(R) ≥ 0 (2.56)

This request is automatically fulfilled for the absolute ground state of H. How-
ever, if we are interested in computing the properties of a many Fermion system,
the corresponding wavefunction is not positive definite, as it occurs for any ex-
cited state. In this case the DMC procedure is modified by introducing the so
called “fixed–node” approximation[Cep91, Rey82, Mit06, FHN99, TW05].

Within sud approximation, f(R, τ) has the properties required to be a well
defined probability density and can be extended to map a function of the re-
quired symmetry.

Eq(2.48) also requires that

G(R← R′, dτ) = GB(R← R′, dτ)

GV (R← R′, dτ)G0(R← R′, dτ) ϕ(R)
ϕ(R′)

GB(R← R′, dτ)


︸ ︷︷ ︸

GD(R←R′,dτ)

≥ 0

(2.57)
where G(R← R′, dτ) is a probability density.

Now if V (R), ϕ(R) and Ψ(R, τ) are real functions, we have that GB(R ←
R′, dτ) ≥ 0. But also GD(R ← R′, dτ) is a transition probability and so
GD(R ← R′, dτ) ≥ 0. We have that G0(R ← R′, dτ) ≥ 0 and GV (R ←
R′, dτ) ≥ 0 when V (R) is real. With these hypothesis for Eq(2.57) we have that

ϕ(R)ϕ(R′) ≥ 0 (2.58)

In order to use the previous algorithm we need to assume that V (R), Ψ(R, τ)
and ϕ(R) are real functions, i.e. that:

• the projected wavefunction has the same sign of ϕ(R), i.e that lim
τ→∞

Ψ(R, τ) =

χ(R) 6= φ0(R);

• any walker cannot cross the nodal surface of ϕ(R).

The last requirement is equivalent to add to the Hamiltonian used in the
propagator an effective delta term δα along the nodal surface2 α of the trial
wavefunction ϕ(R).

In general the problem is transposed into the solution of the following equa-
tions {

(H + δα)χ(R) = Eαχ(R)
χ(R)ϕ(R) ≥ 0

with lim
τ→∞

Ψ(R, τ) = χ(R) (2.59)

2α = {∀R|ϕ(R) = 0 ∧∇ϕ(R) 6= 0}, i.e. the region where ϕ(R) changes sign.
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It is possible to prove that the energy computed is an upper bound to the
Fermion ground state, or more generally an upper bound to fundamental state
with a given symmetry A.

Let assume that:

• ϕ(R) ≡ Âϕ̃(R) is a a generic real trial wavefunction;

• the operator Â acts on the wavefunction ϕ̃(R) in such a way that Ĥ is
invariant respect to the transformation group G on ϕ(R) ≡ Âϕ̃(R);

• [Ĥ, Â] = 0 and Â is a Hermitian (Â† = Â) projector (with ÂÂ = Â);

• ϕ(R) ≡ Aϕ̃(R) belongs to a one–dimensional representation A of the
group G; i.e. Â projects the component of ϕ̃(R) that has the symmetry
A;

• Ĥ does not contains itself delta terms;

• E0 is the energy of the lower eigenstate with symmetry A.

If the Hamiltonian is invariant respect to the action of the symmetry group
G, and if ϕ(R) ≡ Âϕ̃(R) transforms like a real one–dimensional representation
A of G, the nodal surface α (i.e. the set of zeros) of the trial wavefunction is
unchanged. So it can be δα 6= 0 only where χ = 0 or Âχ = 0.

With these hypothesis we have the following theorem

E0 ≤
〈Âϕ̃|Ĥ|Âχ〉
〈Âϕ̃|Âχ〉

=
〈Âϕ̃|Ĥ|χ〉
〈Âϕ̃|χ〉

=
〈ϕ|Ĥ + δα|χ〉
〈ϕ|χ〉

= Eα (2.60)

where the equivalence is valid only when the nodal surface ϕ(R) is the same of
the true ground state φ0

Finally, a few more observations:

• The trial wavefunction ϕ(R) must have the required symmetry A, oth-
erwise the algorithm projects on the lowest energy component without
that symmetry; this fact is particularly important to consider when the
procedure is applied to the study of excited states.

• In order to satisfy Eq(2.58) every move of the walker that crosses the the
nodal surface α is rejected.

• The wavefunction of a Fermionic system transform like a real one–dimensional
representation of the permutation group. In that case A is the operator
projecting on the antisymmetric component. The energy so obtained is in
that case an upper bound.

• Sometimes the nodal surface is completely defined by the required sym-
metry. For example, in the case of a polarized Fermionic system, the
antisymmetry fixes D(N − 1) dimension of the nodal surface. The dimen-
sion of the nodal surface is DN − 1 (where D are the number of spatial
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dimensions and N the number of particles). So in the case D = 1 the
exact nodal surface is known and we are able to compute the exact energy
of the ground state.

• We have to require that ϕ(R) transforms like a one–dimensional real rep-
resentation of the symmetry group G, that means imposing a stronger
condition to satisfy the variational principle. This is because if H is in-
variant with respect to the group G, H + δα generally is not and we have
to consider a subgroup GFN of G for which H + δα is invariant, i.e. for
which the nodal surface is invariant.

2.6 Fixed–node extensions

We have tested some alleged improvements on the estimate of the upper
bound energy in the fixed–node approximation. In fact, for some systems it
is not simple to determine by some independent method a nodal surface good
enough to reach a required accuracy.

A possible extension can be derived from the fixed–hypernodes approach due
to Kalos and Pederiva [PKR+06].

2.6.1 Original fixed–hypernode method

We focus on the ground state of a Fermionic system F with eigenfunction φF
and eigenenergy EF . The fixed–node DMC algorithm requires that the walkers
do not cross the nodal surface of the trial wavefunction in such a way that they
can explore only the portion of the configuration space delimited by the nodal
surface of the trial wavefunction. In this way we find an energy EFNF > EF .
Considering now a system B of equivalent Bosons the exact energy EFNB = EB
and the eigenfunction φB can be obtained. If we take into account the product
system of F and B, the wavefunctions will have the following form:

Ψ± =
1√
2

[φB(B)φF (F )± φB(F )φF (B)] (2.61)

with eigenvalue E = EB + EF . Thus it is possible to find an upper bound
EFHNF = E − EB to the energy of the Fermionic system F , because we can
compute the exact EB . This upper bound is in principle independent of EFNF .
In fact, we can see that the nodal surfaces of Ψ±, (so called hypernodal surfaces)
are different from those of φF . In this way, even if we constraint the dynamics
of the walkers within a hypernodal pocket, the walkers of the product space can
explore also region of the configuration space denied by the nodal surface of φF
in the F space only. This method is called fixed–hypernode. So we could have
a different upper bound EFNF 6= EFHNF and possibly EFHNF < EFNF . As we can
see in the next section, we “experimentally” obtain EFNF = EFHNF ; anyway we
are not able to show a general demonstration for that.
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2.6.2 Extension of fixed–hypernode

Consider two different separated systems A and B, symmetric respect to
two transformation groups GA and GB as the representations GA and GB . The
Hamiltonians are HA and HB and the wavefunctions φA ∈ HA and φB ∈ HB
with eigenvalues EA and EB . Now take into account the sum system with the
Hamiltonian H = HA ⊕ HB , Ψ0 = φA ⊕ φB ∈ (HA ⊕HB), G = GA ⊕ GB ,
G = GA ⊕ GB , i.e.

H =

(
HA 0
0 HB

)
, G =

(
GA 0
0 GB

)
, Ψ0 =

(
φA

φB

)
. (2.62)

The eigenvalue of Ψ0 is E = EA+EB and EFHN ≥ E is the fixed–hypernode
DMC upperbound (i.e a fixed–node in the extended system). In principle it
might be that EFNA +EFNB 6= EFHN , allowing to have a different upper bound
EFNB = EFHN − EFNA when we are able to compute the exact EFNA = EA (i.e.
we known it analytically or when the symmetry representation GA define the
full exact nodal surface of φA). Anyway, requiring only the symmetry G and
using the trial wave function Ψ0, we have that EFHN = EFNB + EFNA because
Ψ0 has the same nodal surface of the wavefunctions of the two systems.

Now assuming HA = HB , the symmetry operation

(
0 1
1 0

)
/∈ G is also

allowed by H but not in G. We can enlarge the group G to Gext = (GA ⊕ GB) +
Z2. The Hamiltonian H is degenerated in Z2, i.e. two different representation
exist, corresponding to the two wave functions

Ψ± =
1√
2

[(
φA

φB

)
±

(
φB

φAd

)]
. (2.63)

Generally the hypernodal surface of Ψ± gives different constraint respect to the
fixed–node one.

2.6.3 An example

In this section we want to show an example of the previous explained fixed–
hypernode approximation, i.e. we compute the energy of a system B with
the fixed–node approximation and with the fixed–hypernode approximation.
Thus we check if the fixed–hypernode approximation gives a better upper bound
relative to the fixed–node one.

We have studied a system of 2 non–interacting particles (1,2) in a 2–dimensional
(x,y) anisotropic harmonic potential and m = ~ = 1, ωx = 1, ωy = 2:

H = −1
2

(
∂2

∂x2
1

+
∂2

∂x2
2

+
∂2

∂y2
1

+
∂2

∂y2
2

)
+
ω2
x

2
(
x2

1 + x2
2

)
+
ω2
y

2
(
y2

1 + y2
2

)
. (2.64)

The ground state with eigenvalue 3 can be written as

φ0 = e(x
2
1+x2

2)
ω2
x
2 e(y

2
1+y2

2)ω
2
y
2 . (2.65)
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Then we have two excited states with eigenvalue 4

φ1 = x1φ0 φ′1 = x2φ0; (2.66)

and other two states with eigenvalue 5:

φ2 = y1φ0 φ′2 = y2φ0. (2.67)

Here G is the permutation group. We have only two irreducible non-equivalent
representations, the Fermion one and the Boson one. The energy of the Boson
state can be computed exactly; for Fermion state the energy depends by the
goodness of the nodal surface of the trial wavefunction.

Thus, we take into account an approximated form for the ground state

φ̂0 =
1

x2
1 + x2

2 + y2
1 + y2

2 + 0.1
; (2.68)

and for the first excited state:

φ̂1 = (sin(2θ)x1 + sin(θ)y1)φ0, (2.69)

with θ a variational parameter.

At first we take into account two systems like the previous one:

• a system A with N = 2 Bosons in D = 2 dimensions;

• a system B with N = 2 Fermions in D = 2 dimensions;

• the same group symmetry for both systems (the permutation group), but
with two different representations : GA = {1} and GB = {1,−1}.

We have that EA = 3, EB = 4 and E = 7. With the fixed–node DMC algorithm
we are able to compute separately EFNA = EA and EFNB ≥ EB . With the fixed–
node DMC algorithm on the full system, i.e. with the fixed–hypernode DMC,
we can compute EFHNB = EFHN − EA ≥ EB . From the plot of Fig. 2.1 we
ca see that EFHNB = EFNB independently from the nodal surface, i.e. form the
variational parameter θ. We have no explanation for this behavior, for which
there is not theoretical prediction.

Now we take into account a quite different system:

• a system A with N = 2 Bosons in D = 2 dimensions requiring an anti-
symmetry respect to the x coordinate;

• a system B with N = 2 Fermions in D = 2 dimensions;

• now the symmetry group is that of permutations Z2 and the spatial reflec-
tion Px (only 2 irreducible nonequivalent representations); For the system
A we choose the trivial representation for Z2 and the non trivial one
for Px; vice versa for the system B. Thus we have GA = {1,−1} and
GB = {−1, 1}, the energies are EA = 4 , EB = 4, and E = 8. The
symmetry on A fixes the whole nodal surface, and we are able to compute
EFNA = EA. Not the same for the system B for which we are able to
compute EFNB ≥ EB .
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Figure 2.1: The two upper bounds EFNB and EFHNB varying a wavefunction
variational parameter θ. The exact value is EB = 4.
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Figure 2.2: Upper bounds EFNB and the three EFHNB (using the three different
trial wave functions Ψ0, Ψ+ and Ψ−), varying the wavefunction variational
parameter θ. The exact value is EB = 4.
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As we can see in Fig. 2.2, the upper bound EFHNB computed with the wave-
function Ψ− is lower than that computed with the fixed node on φB .

Summarizing, with this extension of the fixed–hypernode algorithm we could
obtain a better upper bounds for the Fermion ground state energy with respect
to the fixed–node estimation EFNB . Anyway a better study to understand better
when and how much we could improve with this method the fixed node energy
could be interesting.
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Chapter 3

Auxiliary Field Diffusion Monte Carlo

3.1 Something about the GFMC algorithm

The DMC method introduced in the previous chapter can only be used for
systems where the degrees of freedom are the spatial coordinates. For nuclear
systems, where we have to take into account spin/isospin degrees of freedom, it
is possible to extend the method as explained in (§ 1.6).

We have already discussed in (§ 1.6) the scalability problems related to the
size of the spin/isospin space. Moreover in GFMC[Car87, Pie05] we also need to
apply to each configuration the propagator of the imaginary time Schrödinger
equation. To increase the efficiency of the algorithm, in nuclear systems, a
propagator for which the two–body terms are exactly computed is often used.
However the gain in efficiency is pretty spoiled by the increased complexity of
the calculation. Some additional tricks are used to improve the computability,
but despite of that the bigger nuclear systems computed can reach “only” 12
nucleons.

We have to say that for nuclear systems with hard core potentials (like the
Argonne Av18 potential) GFMC is still the best or at least one of the best
available methods[KNG+01]. There is a further shortcoming of GFMC. The
propagators that can be sampled must come from local potentials or from spin–
orbit terms of the Hamiltonian. This implies that calculations with the Argonne
class potentials should be limited to the use of Av8′. The inclusion of further
terms can be achieved only perturbatively.

3.2 The idea of AFDMC

The starting point is the same of DMC or GFMC algorithms. We assume to
have only two body local interactions(i.e. without terms that does not commute
with the position other than the kinetic term) and a trial wavefunction made
by Slater determinants and at most central correlations (i.e. not operatorial
Jastrow correlations).

Focusing our attention to the spin/isospin space, we indicate the single par-

27
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ticle Hilbert spaces with H with dimension NS and the space of the full NPART
particles system as

H =
NPART⊗

i

Hi with dim H = NS
NPART (3.1)

Clearly the wavefunction of the ground state lives in H, like the configurations
that we have to to sample with GFMC. Let us define also the sum space

H =
NPART⊕

i

Hi with dim H = NPART ·NS (3.2)

Now let us suppose to represent in H the configurations that we have to
sample, i.e. in the sum space of single particle spaces. Also suppose to have
a propagator for the Schrödinger imaginary time equation Eq(2.2) containing
one–body operators only. A propagator like that is closed respect to the sum
space H , i.e. we are able to perform simulations representing our operators
and sampling our configurations in the space H , whose dimension increases as
4NPART , i.e. linearly with the number of particles. With these hypothesis,
the algorithm scales polynomially with the number of nucleons as opposed to
the exponential scaling of the GFMC. Anyway we have to remember that our
physical propagator contains two–body operators, i.e. terms that do not live in
H . But, under the hypothesis of only two–body (central) interaction, we can
rewrite our propagator as a sum of quadratic terms:

e−dt
O2
2 . (3.3)

Now we can apply an Hubbard Stratonovich transform, i.e. a Gaussian inte-
gration on an auxiliary field x, to rewrite the previous propagator and obtain a
propagator containing linear operators only, i.e. one body terms:

e−dt
O2
2 =

1√
2π

∫
dxe−

x2
2 e−

√
−dtxO (3.4)

Using this equivalence we can apply the previous idea also to systems with
two–body spin/isospin dependent interactions, keeping a polynomial scalability
in the particle number. The extra computational cost is that related to the
Monte Carlo integration on the auxiliary fields x, from which the name AFDMC
comes[Sch99, FSS00].

3.3 Notation and used relations

Let us introduce some technical details and notations for the next develop-
ment:

• Oi is a generic one body operator in one body space representation.

• Ôi is the representation in the N–body tensor product space of the one
body operator Oi:

Ôi = I1 ⊗ ...⊗ Ii−1 ⊗Oi ⊗ Ii+1 ⊗ ...⊗ IN (3.5)
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• For generic operators (matrix) A, B, A and B, the following relations are
used

(A⊗B) · (A⊗ B) = (A ·A)⊗ (B ·B) (3.6)

A⊕B = A⊗ I + I⊗B (3.7)∑
i

Ôi =
⊕
i

Oi (3.8)

eA⊕B = eA ⊗ eB (3.9)

e
P
i Ôi = e

L
i Oi =

⊗
i

eOi (3.10)

• If Vij = Vji is a symmetric matrix, its eigenvalues λn are real

PmiVijP
−1
jn = λnδnm, (3.11)

and the eigenvectors matrix satisfies

PT = P−1, (3.12)

so it is possible to write Vij as

Vij =
∑
k

λkPikPjk. (3.13)

• Let we remember the Hubbard Stratonovich transform

e−
λ
2O

2
=

1√
2π

∫
dx e−

x2
2 e−

√
−λ x O. (3.14)

• The reason of using the Hubbard Stratonovich transform lays in the fol-
lowing simple observation. Consider a system composed by N particles.
Assume that d is the dimension of the single particle space. The space
dimension of the complete system is dN , and a single configuration of the
system has to be represented by dN coefficients. But, if the propagator
does not mix different particle states, we can represent the evolution of
the wavefunction by d ·N coefficients only.
Let us checkout the conditions under which this is possible. Assume that
the propagator has a form as in equation (3.10) and that the starting
wavefunction is

Ψ =
⊗
i

ci ·φi, (3.15)

where ci represents a vector of d coefficients. Remembering equation (3.6)
we have that

Ψ′ = e
P
i Ôi · Ψ =

(⊗
i

eOi

)
·

(⊗
i

ci ·φi

)
=
⊗
i

[(
eOi · ci

)
·φi
]
.

(3.16)
Thus we can represent the new state with only d ·N coefficients:

c′i = eOi · ci, Ψ′ = e
P
i Ôi · Ψ, Ψ′ =

⊗
i

c′iφi. (3.17)

The fundamental requirement is that the propagator must be a tensor
product of single particle operators.
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3.4 The propagator

Setting aside the kinetic and one–body terms, that are treatable as in the
standard DMC algorithm, let us focus on the role of the two–body operatorial
terms on the propagator. Consider a two body potential in the form:

V =
1
2

∑
ij

VijÔi · Ôj , (3.18)

and rewrite it using the Eq(3.13) as

V =
1
2

∑
k

λk

(∑
i

PikÔi

)2

. (3.19)

Now the two body propagator term is

e−dtV = e−
dt
2

P
k λk(

P
i PikÔi)

2

. (3.20)

Neglecting commutators of order O(dt2), we can factorize and use the Hubbard
Stratonovich transform for each squared operator, obtaining:

e−dtV '
∏
k

(
1√
2π

∫
dxke

− x
2
k
2 e−

√
−λkdt xk (Li PikOi)

)

'
∏
k

(
1√
2π

∫
dxke

− x
2
k
2

(⊗
i

e−
√
−λkdt xk PikOi

))

'
(

1
2π

) k
2
∫∫

dx1...dxk e
−
Pk
j=1 x

2
j

2

k∏
j=1

(⊗
i

e−
√
−λjdt xj PijOi

)
.

(3.21)

Limiting ourselves to two operators only, odd terms in the expansion of the
exponential give a null contribution to the following integral∫∫

dxdy e−
x2
2 e−

y2

2 ex
√
dtA · ey

√
dtB =

'
∫
dxe−

x2
2

(
1 +���

�
x
√
dtA+

x2

2!
A2dt+

�
��

�
��x3

3!
dt
√
dtA3 +O(dt2)

)
×

×
∫
dye−

y2

2

(
1 +����y

√
dtB +

y2

2!
B2dt+

��
�
��
�

y3

3!
dt
√
dtB3 +O(dt2)

)
.

(3.22)

By adding to the previous expression the following null term

0 =
∫∫

dxdye−
x2
2 e−

y2

2

(
x
√
dtA

)
·
(
y
√
dtB

)
2!

+

(
y
√
dtB

)
·
(
x
√
dtA

)
2!

(3.23)
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it is possible to complete a square in the expression in parenthesis. Some similar
odd terms can be used to complete the cubic terms. Finally we obtain:∫∫

dxdy e−
x2
2 e−

y2

2 ex
√
dtA · ey

√
dtB =

=
∫∫

dxdye−
x2
2 e−

y2

2

(
1 +
���

���
���(

x
√
dtA+ y

√
dtB

)
+

1
2!

(
x
√
dtA+ y

√
dtB

)2

+

+
���

���
���

��
1
3!

(
x
√
dtA+ y

√
dtB

)3

+O(dt2)

)
=

=
∫∫

dxdy e−
x2
2 e−

y2

2 e
√
dt(xA+yB) + O(dt2)

(3.24)
and thus, reconsidering Eq(3.21) combined with Eq(3.24), neglecting terms
O(dt2), and re–exponentiating we can rewrite the two body propagator Eq(3.21)
as

e−dtV '
(

1
2π

) k
2
∫∫

dx1...dxk e
−
Pk
j=1 x

2
j

2

k∏
j=1

(⊗
i

e−
√
−λjdt xj PijOi

)

'
(

1
2π

) k
2
∫∫

dx1...dxk e
−
Pk
j=1 x

2
j

2

(⊗
i

e−
Pk
j=1

√
−λjdt xj PijOi

)
(3.25)

With the previous form, as explained in Eq(3.16) and Eq(3.17), we are able to
apply the propagator in a simple way without going out of the sum space H.

3.5 Importance sampling on auxiliary fields

In the previous paragraph we have written the propagator in a suitable form.
It would be proper to include also importance sampling like in DMC algorithm.
We accomplish that in the same way like in DMC.

We want to show that∫
dxe−

1
2 (x+

√
−dtλ〈O〉)2

e−
1
2 〈O

2〉λdt〈s′|e−x
√
−λdtO|s〉 (3.26)

is equivalent to∫
dxe−

1
2x

2
〈s′|e−x

√
−λdtO|s〉 〈φ|s

′〉
〈φ|s〉

= 〈s′|e−λdtO
2

2 |s〉 〈φ|s
′〉

〈φ|s〉
. (3.27)

If |s′〉 indicates the new walker configuration, |s〉 the old one, |φ〉 the trial
wavefunctions and e−λdt

O2
2 the propagator, the previous equation is simply the

Green’s function expression of the imaginary time Schrödinger equation with
importance sampling, as in equation Eq(2.45). In Eq(3.26) we have used for a
generic operator θ the notation

〈θ〉 =
〈φ|θ|s〉
〈φ|s〉

. (3.28)
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Remembering that, because of the definition of s′, we have

〈s′|e−x
√
−λdtO|s〉 = 1, (3.29)

expanding the exponential in Eq(3.26) to order dt we obtain:

∫
dxe−

1
2x

2
e

1
2λdt(〈O〉)

2
e−x
√
−λdt〈O〉e−

1
2λdt〈O

2〉
���

���
��:1

〈s′|e−x
√
−λdtO|s〉 '∫

dxe−
1
2x

2
[(

1 +
1
2
λdt(〈O〉)2

)(
1− x

√
−λdt〈O〉 − 1

2
dtλ(〈O〉)2

)
×

×
(

1− 1
2
〈O2〉dtλ

)]
+O(dt2) '∫

dxe−
1
2x

2

[
�
��

�
��1

2
λdt(〈O〉)2 +

(
1− x

√
−λdt〈O〉 −

�
��

�
��1

2
dtλ(〈O〉)2

)

−1
2
〈O2〉dtλ

]
+O(dt2) '

∫
dxe−

1
2x

2

〈
φ
∣∣1− x√−λdtO − 1

2dtλO
2
∣∣ s〉

〈φ|s〉 ���
���

��:1
〈s′|e−x

√
−λdtO|s〉+O(dt2) '∫

dxe−
1
2x

2 〈φ|e−x
√
−dtλO|s〉
〈φ|s〉

〈s′|e−x
√
−λdtO|s〉+O(dt2)

(3.30)

that is the same of Eq(3.27).
Now we can directly use Eq(3.26) instead of Eq(3.27) to compute the new

configuration s′. The reason is that the ratio 〈φ|s
′〉

〈φ|s〉 in Eq(3.27) might fluctuate
a lot, and different sampled configurations could give very different weights.
Instead if we use Eq(3.26) we have to weight the configuration with the local
energy, i.e. with a quantity that is constant if the trial wavefunction is exact, and
that otherwise has fluctuations depending on the quality of the wavefunction
itself.

Hence we simply sample a normally distributed random Gaussian number
g; this will be equal to

g = x+
√
−dtλ〈O〉. (3.31)

Defining
Cfac = −

√
−dtλ, (3.32)

x̄ =
√
−dtλ〈O〉 = −Cfac〈O〉, (3.33)

we have that
g = x+ x̄ =⇒ x = g − x̄. (3.34)

Thus, to sample a new s′ configuration we can use Eq(3.26), i.e. the operator

e−x
√
−λdtO = e(g−x̄)Cfac , (3.35)

and weight the configuration with the local energy

e−
1
2 〈O

2〉λdt. (3.36)
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3.6 The drift of DMC revisited

In paragraph (§ 2.3) we introduced the concept of importance sampling in the
case where auxiliary field or Hubbard Stratonovich transform are not present.
We will see that the result of the previous section can be reconciled with the
arguments made in the standard DMC case.

For simplicity, consider an Hamiltonian with a kinetic and a central terms
only: so the Hamiltonian is something like

H =
∑
i

p2
i

2m
+ V, (3.37)

and the propagator will be:

P = e
−dt/~

P
i

p2
i

2m
e−dt/~V . (3.38)

Now for each particle i we can rewrite the kinetic propagator using an Hubbard
Stratonovich transform, i.e. :

e−dt/~ p2
i

2m =
1√
2π

∫
dxe−

x2
2 e−
√
−dt/~x pim (3.39)

It must be notice that while we are not able to apply directly e−dt
p2
i

2m to a config-
uration |x〉, we can apply e−

√
−dtx pim . Remembering that e−

ı
~dp is a translation

operator, i.e.:

|x′〉 = e−
ı
~dp|x〉 = |x+ d〉. (3.40)

We can apply the previous expression to Eq(3.39) and to Eq(3.38) to obtain

P =
∏
i

1√
2π

∫
dxie

− x
2
i
2 e
− ı

~

“
xi
√

~dt
m

”
p

e−dt/~V , (3.41)

i.e applying the propagator P to an old configuration |R〉 we obtain a new
configuration

|R′〉 =

∣∣∣∣∣R+

(
xi

√
dt~
m

)〉
, (3.42)

with a weight
e−dt/~V . (3.43)

This is exactly the same of the previously obtained equation Eq(2.11).
This perspective is much dearer then that derived by the Fokker–Plank equa-

tion because:

• importance sampling for the kinetic term can be derived in a simpler way,
like in the previous paragraph, instead of studying the Green’s function
of a Fokker–Plank equation with a drift term;

• in this way it becomes straightforward to include in the propagator some
non–local terms, like explained in the following paragraphs;

• the so called “fixed–phase” approximation in this approach is naturally
defined.
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3.7 Sign problem

We have seen in the previous chapter how we can deal with the sign problem
to study the ground state of Fermion systems using DMC. For the AFDMC the
problem is quite more complicated and less clear. In fact, while in DMC we
can usually work with real wavefunctions and propagators, AFDMC requires
generally complex wavefunctions and complex operators in the propagator. As
a consequence, the “fixed node” approximation is no more well defined.

Let us review how this problem is handled in this case.

3.7.1 The fixed–phase approximation I

A first approach might consist of generalizing the “fixed–node” approxima-
tion to a sort of “fixed–phase” constraint. Let us focus on a system within an
external complex potential but without internal spin or isospin degrees of free-
doms. In this way we are able to solve the problem with a DMC algorithm. We
can consider an Hamiltonian H

H =
p2

2m
+ V, (3.44)

with V diagonal in the coordinates R. Defining

ψ(R, τ) = |ψ(R, τ)|e−iφ(R,τ) with φ(R, τ) ∈ R (3.45)

and requiring taht:

φ(R, τ) = φ(R) (3.46)

we can rewrite the imaginary time Schrödinger equation as

− ~
∂

∂τ
|ψ(R, τ)|e−iφ(R) = Ĥ|ψ(R, τ)|e−iφ(R) (3.47)

Given that:

∇2(|ψ|e−iφ) = e−iφ
(
∇2|ψ| − 2i∇φ∇|ψ| − i|ψ|∇2φ− (∇φ)2|ψ|

)
(3.48)

by dividing with the phase factor we can rewrite Eq(3.47)

−~
∂

∂τ
|ψ(R, τ)| =

(
−~2∇2

2m
+

~2(∇φ(R))2

2m
+ < [V (R)]

)
|ψ(R, τ)|

+i
[

~2

m

(
∇φ(R)∇|ψ(R, τ)|+ 1

2
|ψ(R, τ)|∇2φ(R)

)
+ = [V (R)]

]
.

(3.49)

Splitting the imaginary and the real part of Eq(3.49), we see that Eq(3.47) is
equivalent to the following coupled equations

− ~
∂

∂τ
|ψ(R, τ)| =

(
−~2∇2

2m
+

~2(∇φ(R))2

2m
+ <[V ]

)
|ψ(R, τ)|

~2

m

(
∇φ(R)∇|ψ(R, τ)|+ 1

2
|ψ(R, τ)|∇2φ(R)

)
+ = [V (R)] = 0

(3.50)
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Now let us introduce importance sampling adding the factor

ϕ(R) = |ϕ(R)|eiφ(R), (3.51)

i.e. a trial wavefunction with a phase eiφ(R) in Eq(3.50). We obtain

− ~
∂

∂τ
|ψ(R, τ)|����e−iφ(R)|ϕ(R)|���eiφ(R) =

= |ϕ(R)|XXXeiφ(R)XXXXe−iφ(R)

(
−~2∇2

2m
+

~2(∇φ(R))2

2m
+ V

)
|ψ(R, τ)|.

(3.52)

The following equivalence is satisfied:

|ϕ(R)|
(
−~2∇2

2m
+

~2(∇φ(R))2

2m
+ V

)
|ψ(R, τ)| =

=

(
−~2∇2

2m
+

~2

m
∇∇|ϕ(R)|
|ϕ(R)|

−
~2

2m∇
2|ϕ(R)|
|ϕ(R)|

+
~2(∇φ(R))2

2m
+ V

)
|ψ(R, τ)||ϕ(R)|.

(3.53)
Hence, defining the operator:

K̃(R) ≡

(
−

~2∇2
|R

2m
+

~2

m
∇|R
∇|ϕ(R)|
|ϕ(R)|

−
~2

2m∇
2
|R|ϕ(R)|
|ϕ(R)|

+
~2(∇φ(R))2

2m
+ V (R)

)
,

(3.54)
and a real function:

f(R, τ) ≡ |ψ(R, τ)||φ(R)| = ψ(R, τ)φ(R), (3.55)

we can rewrite Eq(3.52) as:

− ~
∂

∂τ
f(R, τ) = K̃(R)f(R, τ) (3.56)

So Eq(3.47) plus the fixed–phase condition Eq(3.46), i.e. Eq(3.50), is equiv-
alent to:

− ~
∂

∂τ
f(R, τ) = K̃(R)f(R, τ)

~2

m

(
∇φ(R)∇|ψ(R, τ)|+ 1

2
|ψ(R, τ)|∇2φ(R)

)
+ = [V (R)] = 0

(3.57)

with f(R, τ) defined as in Eq(3.55) and K̃ as in Eq(3.54). We can finally see
that Eq(3.57) can be rewritten multiplying by |ψ(R, τ)|

∇|ψ(R, τ)|2(∇φ(R))
2

+ =[V (R)]|ψ(R, τ)| = 0 (3.58)

The spectrum of Eq(3.57) is not the same of the original Schrödinger equa-
tion, because the Hilbert space is limited to ψ(R, τ) with a time–independent
phase e−iφ(R).

To obtain an upper bound of the ground state both equations of Eq(3.57)
must be satisfied. Instead, what is usually done is simply to solve the first
equation, loosing the upper bound properties of the energy.
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We can consider most complex cases, i.e. when a magnetic field B is present.
In this case a vector potential appears:

A(R) =
B

2
(−y, x, 0), (3.59)

with a generic potential V (R) diagonal in R. The Hamiltonian assumes this
form:

H =
Π2

2
+ V (r) with Π = −i∇−A(r)

=
−∇2

2
+
[
A2(R)

2
+ V (R)

]
+
i

2
[∇A(r) + 2A(R)∇]

(3.60)

Now we consider the eigenvalue equations:

Hψ(R) = Eψ(R)

H|ψ(R)|eiφ(R) = E|ψ(R)|eiφ(R).
(3.61)

The Hamiltonian act on the wavefunction as follows:

H
(
|ψ|eiφ

)
= eiφ

{[
−∇

2

2
+

(∇φ)2

2
+
A2

2
+ V +A(∇φ)

]
+ i

[
(∇φ)∇+

(∇2φ)
2

+
(∇A)

2
+A∇

]}
|ψ|

(3.62)

Hence, we can decouple the imaginary and the real part, because the eigenvalue
is real. Eq(3.61) becomes:

[
−∇

2

2
+

1
2

((∇φ) +A)2 + V

]
|ψ| = E|ψ|

[
(∇φ)∇+

(∇2φ)
2

+
(∇A)

2
+A∇

]
|ψ| = 0

(3.63)

Multiplying by 2|ψ| the second equation we obtain

∇
[
|ψ|2 ((∇φ) +A)

]
= 0. (3.64)

In order to solve Eq(3.63) it is possible to solve the first equation choosing a
trial wavefunction assuring that Eq(3.64) is satisfied for each ψ obtained from
the first equation only. Doing so we satisfied the variational principle[OCM93].

As we have seen, either implementing a “fixed–phase” approximation is not so
simple, because we have to solve a system of two coupled differential equations or
to search a very precise trial wavefunction, the evolution which satisfies the other
equation. Because of that, in AFDMC a rougher fixed–phase approximation is
used, similar in the idea to the “constrained path” approximation used in GFMC.

3.7.2 The constrained–path approximation

Consider now a complex wavefunction, as in the previous section, with a real
central potential. To apply our DMC algorithm we have to satisfy Eq(2.47) and
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Eq(2.48), as is done in the fixed–node approximation.

To satisfy Eq(2.48), we can redefine the drift vD(R) of Eq(2.41)

vD(R) =
∇<(ϕ(R))
<(ϕ(R))

, (3.65)

so that G̃D(R← R′, dτ) will be positive defined. In the same way we can require
that vD(R) is real to keep the R coordinates real.

As for the fixed–node algorithm Eq(2.58), we require

<(ϕ(R′))
<(ϕ(R))

> 0 (3.66)

rejecting the move if the new walker does not satisfy the previous.
Thus, remembering Eq(2.57), Eq(2.43) and assuming that G̃D(R← R′, dτ) '

GD(R← R′, dτ) we can write GB(R← R′, dτ) as follows:

GB(R← R′, dτ) ' GV (R← R′, dτ)G0(R← R′, dτ)
G̃D(R← R′, dτ)

ϕ(R)
ϕ(R′)

' e−
“
V (R)+V (R′)

2

”
dτ
~ e−(2ση+σ2vD(R′)) vD(R′)

2
<(ϕ(R))
<(ϕ(R′))

(3.67)

and we can use this factor for the branching step.
The expectation of an observable O could now be computed as

〈O〉 =
N∑
i=1

O<(ϕ(Ri))
<(ϕ(Ri))

. (3.68)

In this approach there is no sound justification for several assumptions. The
situation becomes worse, more complicated and less clear, when we have to take
into account the effects of a complex potential. Hence for more accurate and
systematic description we refer to [CGOZ99, ZCG97].

The “constrained–path” approach is derived from that used in GFMC. More-
over, in GFMC the propagator is implemented using the exact two–body prop-
agator, very good trial wavefunctions and no auxiliary filed integrations. The
lack of all these conditions makes the constrained path a bad choice for AFDMC.

3.7.3 The fixed–phase approximation II

Instead of the previous constrained path approximation, we use a suitable
version of the fixed–phase approximation. It can be derived like in the previ-
ous paragraph. Considering a complex wavefunction and a real central potential.

In order to satisfy Eq(2.48), we define the drift vD(R) as in Eq(2.41)

vD(R) =
∇|ϕ(R)|
|ϕ(R)|

= <
(
∇ϕ(R)
ϕ(R)

)
(3.69)
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so that G̃D(R← R′, dτ) is positive defined
With this choice the branching term GB(R← R′, dτ) must be corrected as

GB(R← R′, dτ) =
|ϕ(R′)|
|ϕ(R)|

ϕ(R)
ϕ(R′)

×

× exp

−
− ~2

2m
∇2|ϕ(R)|
|ϕ(R)| + V ϕ(R)

ϕ(R) −
~2

2m
∇2|ϕ(R′)|
|ϕ(R′)| + V ϕ(R′)

ϕ(R′)

2
− E0

 dτ

~


(3.70)

Now, as before, we can write:

ϕ(R) = |ϕ(R)|eiφ(R) (3.71)

with φ(R) a real function. From this we derive:

|ϕ(R′)|
|ϕ(R)|

ϕ(R)
ϕ(R′)

= ei[φ(R)−φ(R′)] (3.72)

The fixed–phase approximation requires that f(R, τ) has zero phase, i.e.
that the phase of Ψ∗(R, τ) is the same of ϕ(R) in order to satisfy Eq(2.47).

We have to take into account only the real part of GB(R← R′, dτ) Eq(3.70).
To keep the normalization of the Green’s function we multiply it by

1− ~
2m

(∇φ(R))2dτ. (3.73)

This factor can be included directly in the branching term GB(R ← R′, dτ)
(3.70) using the following relation

<
(
∇2ϕ(R)
ϕ(R)

)
=
∇2|ϕ(R)|
|ϕ(R)|

− (∇φ(R))2. (3.74)

This means to compute the kinetic energy as <
(
∇2ϕ(R)
ϕ(R)

)
instead of ∇

2|ϕ(R)|
|ϕ(R)| .

The full branching factor will then be

GB(R← R′.dτ) =

= exp

−
− ~2

2m<
(
∇2ϕ(R)
ϕ(R)

)
+ V ϕ(R)

ϕ(R) −
~2

2m<
(
∇2ϕ(R′)
ϕ(R′)

)
+ V ϕ(R′)

ϕ(R′)

2
− E0

 dτ

~

.
(3.75)

The expectation value of an observable O can be computed by means of

〈O〉 =
N∑
i=1

<
(
Oϕ(Ri)
ϕ(Ri)

)
. (3.76)

This approach has derivation similar to that of the constrained–path. How-
ever, in this context we reach the same result in a clear and simpler way. More-
over, all this derivations are clearly extensible to operators other than the kinetic
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energy and it becomes clearer why it works quite well respect to the constrained–
path approximation.

Eventually, the procedure consists of taking into account equation Eq(3.26)
directly, i.e. the propagator with the importance sampling for a generic quadratic
operator linearized with an integration on auxiliary fields.

The expression that has to be positive defined, i.e. the weight of our con-
figuration, is simply the exponential of the mixed expectation value of the
squared operator, that is of the local energy. So we approximate Eq(3.26) using
<
(

1
2 〈O

2〉λ
)
(the local energy) instead of 1

2 〈O
2〉λ.

We want to point out two facts that justify this constraint:

• if we have a good trial wavefunction, the local energy is already a good
approximation of the ground state energy. The weight will be more or
less constant and with a neglected phase that will be as small as the trial
wavefunction is close to the exact one.

• the weight is a function of the eigenvalue of the ground state, so it will
not only be real but also constant. As a consequence we will have small
fluctuations in the weight, i.e. a smaller statistical noise.

This is fine for every spin/isospin operator, but we have to keep care to apply this
method to the kinetic term. In fact the drift so computed for the auxiliary filed
could generally be complex, but we are not able to apply a complex translation.
So we keep simply the real part of the drift like in Eq(3.69).

3.8 Algorithm

Now we can briefly summarize the algorithm structure:

• We start with a trial wavefunction written like a sum of Slater determi-
nants of single particle wavefunctions. A central Jastrow correlation can
be used.

• We choose a sufficiently small time step and a sufficiently large number of
walkers as for the DMC algorithm.

• For each configuration we can sample the new coordinates with a drift in
the same way as in DMC. For the drift, we keep only its real part.

• For each configuration, i.e. for each set of coordinates, we have to di-
agonalize the 2–body potential Eq(3.18) and we obtain in this way the
operators that have to act on each one–particle spinor. Then we can ap-
ply the propagator related to each of that operators with the importance
sampling following the procedure explained in (§ 3.5).

• We have now to compute the weight of each configuration using the local
energy, the factor will be

e−dt(〈H〉−E0)

because of the use of the importance sampling and of the drift in auxiliary
fields like in (§ 3.5).
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• We impose our constraint weighting 0 the walker for which the real part
of the trial wavefunction change sign.

• When the projection on the ground state is reached, we can compute on
each walker the mixed estimators of those observables that we want to
study. We average these with the previous weight, in the same way as we
do for DMC.

• After having “branched” the walkers with their weight like in DMC, we
can go back to the third point and iterate the algorithm.

3.9 Spin–orbit terms

We have seen how to include into the propagator local terms in the Hamil-
tonian, the kinetic term, and 2–body spin/isospin dependent terms but local in
the coordinates. Now let us look how it is possible to include a spin–orbit term.
The derivation is initially due to K.E.Schmidt, and it is unpublished so far.

With Greek indexes we indicate Cartesian components {x, y, z}. A is the
number of nucleons with mass m. Latin index are summed on particle number
A.

We consider an Hamiltonian with a spin–orbit interaction like that.

H =
∑
j,β

(
pβj

)2

2m
+
∑
i<j

1
4~
∑
α

Lαjkσ
α
jk

(
v(rij) +

∑
δ

τ δj τ
δ
kvτ (rij)

)

=
∑
j,β

(
pβj

)2

2m
+
∑
i<j

1
4~
∑
αβγ

εαβγ r
β
jk p

γ
jk

(
σαj + σαk

)(
v(rij) +

∑
δ

τ δj τ
δ
kvτ (rij)

)
(3.77)

Subtracting the center of mass kinetic energy from the previous formula, we
obtain

H =
∑

i<j,α,β


(
pβij

)2

3
2mA

+ pβij

∑
γ,δ

εβγδ
(
σγi + σγj

)
rδij

(1
3
V (rij) + ταi τ

α
j Vτ (rij)

)
(3.78)

where

pij =
pi − pj

2
, (3.79)

rij = ri − rj . (3.80)
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From here on, we do the following assumptions to simplify the notation

p → p√
3
2mA

, (3.81)

V → V

√
3
2
mA

1
2~
, (3.82)

Vτ → Vτ

√
3
2
mA

1
2~
. (3.83)

Defining
θβij =

∑
γδ

εβγδσ
γ
i r
δ
ij , (3.84)

and performing the necessary algebraic steps, we rewrite Eq(3.78) as:

H =
∑
i 6=j,αβ

1
2

(
pβij + θβij

(
1
3
V (rij) + ταi τ

α
j Vτ (rij)

))2

−1
2

(
θβij

(
1
3
V (rij) + ταi τ

α
j Vτ (rij)

))2

.

(3.85)

In the previous expression quadratic operators appear and we can recast the
propagator e−Hdt used in AFDMC algorithm by means the Hubbard Stratonovich
transform

∏
i6=j,αβ

∫
d

xαβij exp

−
(
xαβij

)2

2

 exp
[
−
√
−dtpβijx

αβ
ij

]
×

exp
[
−
√
−dtθβijx

αβ
ij

V (rij)
3

]
exp

[
−
√
−dtθβijx

αβ
ij Vτ (rij)ταi τ

α
j

]
×

exp

dt2
∑

γδ

(
σγi + σγj

)
rδijεβγδ

2

×

(
V (rij)

9
+

2V (rij)Vτ (rij)
3

ταi τ
α
j + V 2

τ (rij)
)]

.

(3.86)
In this way the momentum operators are separated from the other ones. The last
exponential contains no auxiliary fields x, but only two body central operators;
we are able to treat those terms in a standard way with an Hubbard Stratonovich
transform. The third exponential is a simple one–body term. The problem is
in the fourth exponential. In fact that term contains non–commuting two body
terms, but still an integration on auxiliary fields x:

−
√
−dtθβijx

αβ
ij Vτ (rij)ταi τ

α
j . (3.87)

In principle could apply one more Hubbard Stratonovich transform. This is not
so simple because we should rewrite Eq(3.87) as a sum of square operator

θβijτ
α
i τ

α
j =

1
4

[(
θβijτ

α
i + ταj

)2

−
(
θβijτ

α
i − ταj

)2
]

(3.88)
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making sure that:

[
θβijτ

α
i , ταj

]
= 0 for i 6= j. (3.89)

If the previous commutator is not zero we are introducing an error of order√
dt when splitting the exponential containing the operator on particle i and

operator on particle j respectively. This error is under control only for a single
small dt iteration, but not for the large number of iterations needed to reach
the limit t→∞; in this case we are out of the convergence radius.

Because of Eq(3.89), we can apply yet one more integration on auxiliary
fields y and z on the fourth exponential term of the propagator:

∏
i 6=j,αβ

exp
[
−
√
−dtθβijx

αβ
ij Vτ (rij)ταi τ

α
j

]
=

=
∏

i6=j,αβ

∫∫
dzαβij dy

αβ
ij exp

−
(
yαβij

)2

+
(
zαβij

)2

2

×
exp

[
−
√
−
√
−dtxαβij

Vτ (rij)
2

(
yαβij + ızαβij

)
θβijτ

α
i

]
×

exp

[
−
√
−
√
−dtxαβij

Vτ (rij)
2

(
yαβij − ız

αβ
ij

)
ταi

]
(3.90)

Hence to write the full propagator it is possible to make use of the identity

∑
γδ

(
σγi + σγj

)
rδijεβγδ

2

= 4 + 2
∑
βγ

σβi σ
γ
j

(
δβγ − r̂βij r̂

γ
ij

)
(3.91)

and, in order to simplify the notation, we define the following Hermitian matrix,
eigenvalues and eigenvectors

Tij = dt 8
3V (rij)Vτ (rij) (3.92)

Siβ,jγ = 2dt
(

1
3V (rij)2 + 3Vτ (rij)2

) (
δβγ − r̂βij r̂

γ
ij

)
(3.93)

Tiβ,jγ = 4
3dtV (rij)Vτ (rij)

(
δβγ − r̂βij r̂

γ
ij

)
(3.94)

Tij = QTikλ
T
kQ

T
jk (3.95)

Tiβ,jγ = QT
iβ,kδλ

T
kδQ

T
jγ,kδ (3.96)

Siβ,jγ = QSiβ,kδλ
S
kδQ

S
jγ,kδ (3.97)
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Eventually the propagator is:

∏
i

∫
dx dy dz dqT dqS dqT exp

−1
2

∑
jαβ

((
xαβij

)2

+
(
yαβij

)2

+
(
zαβij

)2
)×

exp

−1
2

∑
jδ

(
qSjδ
)2 exp

−1
2

∑
jα

(
qTjα
)2 exp

−1
2

∑
jαδ

(
qT
jαδ

)2×
exp

2dt
∑
j

V (rij)2

3
+ 3Vτ (rij)2

×
exp

∑
β

pβi

−√−dt
2

∑
jα

(
xαβij − x

αβ
ji

)×
exp

∑
γ

σγi

−∑
jδ

√λSjδqSjδQSiγ,jδ +
∑
αβ

√
−dtxαβij εβγδr

δ
ij

×
exp

∑
α

ταi

−∑
j

√λTj qTjαQTij +
∑
β

√
−
√
−dtxαβij

Vτ (rij)
2

(
yαβij − ız

αβ
ij

)×
exp

∑
αγ

σγi τ
α
i

−∑
jδ

(
PT
iγ,jδq

T
jδα

√
λT
jδ

)

−
∑
jδβ

(√
−
√
−dtxαβij

Vτ (rij)
2

(
yαβij + ızαβij

)
εβγδr

δ
ij

)
(3.98)

where the sums on j are intended on j 6= i.
Then we can apply the importance sampling in the standard way, namely

sampling with a drift and weighting with the local energy. For the fields q
the method is exactly the standard one, while it is quite different for y and z
fields because of the double Gaussian integration. If we label with g a Gaussian
distribution centered in 0 with variance 1, we have that

xαβij = gαβij − x̄
αβ
ij (3.99)

yαβij = g̃αβij − ȳ
αβ
ij (3.100)

zαβij = ḡαβij − z̄
αβ
ij (3.101)

x̄αβij =
√
−dt

〈
pβij + θβij

(
V (rij)

3 + Vτ (rij)ταi τ
α
j

)〉
(3.102)

ȳαβij =
〈√
−
√
dtxαβij

Vτ (rij)
2

(
ταj + ταi

∑
δγ σ

γ
i εβγδr

δ
ij

)〉
(3.103)

z̄αβij = −ı
〈√
−
√
dtxαβij

Vτ (rij)
2

(
ταj − ταi

∑
δγ σ

γ
i εβγδr

δ
ij

)〉
(3.104)

where for a generig operator Ω we assume the following definition of the notation
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〈Ω〉:

〈Ω〉 =
〈{r, S, T} |Ω|ΨT 〉
〈{r, S, T}|ΨT 〉

(3.105)

At the end it is necessary to restore the standard notation of Eq(3.83),
reintroducing the physical constants. Notice that in this way we have 27N2 −
12N auxiliary fields instead of the 18N of the AFDMC without spin orbit terms.

We have to notice that we can apply the fourth term of Eq(3.98), only when
its coefficient is a purely imaginary term. Only in that case that term of the
propagator is a translation operator, i.e. we have a real shift. So we have to use
for the propagator a term like this

exp
∑
β

pβi

−√−dt
2

∑
jα

<
(
xαβij − x

αβ
ji

) (3.106)

3.10 L2 terms

On the same idea of the spin–orbit term, we have tried to include a L2 term
into the propagator.

Like in the previous section we assume that Greek indexes indicate {x, y, z}
labels, A is the number of nucleons with mass m and Latin index are summed
on particle number A. We consider an Hamiltonian with a L2 term interaction
like

H =
∑
i,β

(
pβi

)2

2m
+
∑
i<j

1
4~2

V (rij)
∑
α

(
Lαjk
)2 (3.107)

where

Lαij =
∑
βγ

εαβγr
β
ij 2pγij (3.108)

pij =
pi − pj

2
(3.109)

rij = ri − rj (3.110)

Once more, subtracting the center of mass kinetic energy from the previous
formula, we obtain

H =
∑
i<j,α

(pαij)2
1
2mA

+
V (rij)

~2

∑
βγβ′γ′

εαβγεαβ′γ′ r
β
ij p

γ
ij r

β′

ij p
γ′

ij

 . (3.111)

But we have that:

εαβγεαβ′γ′ = εαβγ (δββ′δγγ′ − δβγ′δγβ′) (3.112)

and so we can rewrite Eq(3.111) as

H =
∑
i<j,α


(
pαij
)2

1
2mA

+
V (rij)

~2

∑
βγ

εαβγ

[ (
rβij p

γ
ij

)2

− rβij p
γ
ij r

γ
ij p

β
ij

] (3.113)
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Taking into account the commutation relation and that β 6= γ because of
the εαβγ factor, we have that

rβ pγ rγ pβ = rβ pβ pγ rγ . (3.114)

We can then rewrite the previous term as:

1
4

[(
rβpβ + pγrγ

)2 − (rβpβ − pγrγ)2] , (3.115)

with [
rβpβ , pγrγ

]
= 0 for β 6= γ. (3.116)

Eq(3.116) is important because it permits to split the exponential without mak-
ing an error of order

√
dt in the propagation due to commutators, as explained

for equation Eq(3.89).
So we can write the propagator e−dt(H−E0) as

∏
i

∫
dx dy dz dk exp

−1
2

∑
jα

(
xαij
)2 +

∑
jβγ

(
yβγij

)2

+
(
zβγij

)2

+
(
kβγij

)2

×
exp

−∑
jα

√
−dt
mA/2

pαijx
α
ij

×
exp

−∑
jαβγ

√
εαβγ

√
−dtV (rij)

~2
rβijp

γ
ijy

βγ
ij

×
exp

∑
jαβγ

√
εαβγ

ı

2

√
−dtV (rij)

~2

(
rβijp

β
ij + pγijr

γ
ij

)
zβγij

×
exp

−∑
jαβγ

√
εαβγ

1
2

√
−dtV (rij)

~2

(
rβijp

β
ij − p

γ
ijr

γ
ij

)
kβγij


(3.117)

where we have introduced the auxiliary fields x, y, z and k. Because of
Eq(3.116) we can split the last two exponentials and we obtain a propagator
that only contains rβijp

γ
ij or rβijp

β
ij operators. We can do one more Hubbard

Stratonovich integration to split r from p. Details on importance sampling and
approximation due to the “phase” (i.e. to keep a real drift) are qualitatively the
same of (§ 3.9).

Notice that in nuclear potentials also two–body terms of the form

L2 (σi ·σj) (3.118)
L2 (τi · τj) (3.119)

L2 (σi ·σj) (τi · τj) (3.120)

are presents. I was not able to rewrite terms like that in a way in which it
is possible to have a relation like Eq(3.116) or Eq(3.89), necessary to use the
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second Hubbard Stratonovich transform. So, at this stage of the work, those
terms cannot be used in the propagator of AFDMC.

Anyway, we can observe that the general approach based on splitting each
momentum operator from the others can fruitfully be used in GFMC algorithm.
When we split momentum operators, in GFMC we can treat the other terms
directly even if they are not quadratic, by means of integration on some auxiliary
fields probably we can include non–local terms in GFMC propagator.

3.11 Exchange term between particles with dif-
ferent masses

A standard nuclear Hamiltonian can in principle contain terms that mix
isospin components, i.e. exchange terms that mix neutron and proton states.
Fortunately the mass of the two particle is more or less the same and so we can
assume the same mass for both states.

Treating exchange term exactly is a bit tricky, because we do not know in
principle which mass to use to diffuse the coordinate of a walker that is in a
neutron–proton mixed state. We could solve the problem in the following way.

Let us call the proton and nucleon masses m and M respectively.
The kinetic propagator would have the form∏

i

e−
dt
2mP

2
i Oi =

∏
i

e−
dt
4m (P 2

i +Oi)
2
e−

dt
4mP

4
i e−

dt
4mO

2
i , (3.121)

where Oi is a diagonal matrix like

Oi =

(
1 0
0 m/M

)
(3.122)

Now we can apply the Hubbard Stratonovich transform, focusing only on
one particle i:∫

dxdydz
1

(2π)3/2
e−

x2+y3+z2

2 e−
√
− dt

2mx(P 2
i +Oi)e−

√
− dt

2myP
2
i e−
√
− dt

2m zOi (3.123)

Because it holds
[Oi, Pi] = 0 (3.124)

we can rewrite the previous equation exchanging some terms, keeping the inte-
gral correct up to terms linear in dt. This conclusion is important as shown for
equations Eq(3.89) and Eq(3.116). Rewriting Eq(3.123) we obtain:

∫
dxdydz

1
(2π)3/2

e−
x2+y3+z2

2 e−
√
− dt

2m (x+y)P 2
i e−
√
− dt

2m (x+z)Oi (3.125)

and now we can apply a further Hubbard Stratonovich transform obtaining∫
dxdydzdk

1
(2π)2

e−
x2+y3+z2+k2

2 e−
q
−
√
− 2dt

m (x+y)kPie−
√
− dt

2m (x+z)Oi (3.126)
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Now we are able to use this propagator, also with importance sampling in
the same way like we have done in (§ 3.9) and followings.

Probably, if the masses are nearly the same, it is more computationally
efficient to rewrite the kinetic term like:

T =
∑
i

P 2
i

2m
− M −m

2M

∑
i

P 2
i

2m
θi (3.127)

θi =

(
0 0
0 1

)
(3.128)

In this way it is only necessary to compute the double Hubbard Stratonovich
transform on the last factor, that has a quite small M−m2M coefficient.

This approach could be implemented also in GFMC, so it could be possible
to take into account these mass corrections also into the propagator and not
only perturbatively.

3.12 Estimation of the accuracy if the fixed–phase
approximation of AFDMC

The fixed phase approximation introduces a systematic, uncontrolled error
on the estimates of interest. Here I report the results of an extensive exploration
of these effects recently performed on the ground states of light nuclei.

The test consist of comparing our results to very accurate results of GFMC
calculations by S. Pieper, using the ArgonneAv1′, Av4′ andAv6′ potentials[Pie05,
WSS95, WP02, PW01, PPPW97].

We particularly focus our attention on Helium isotopes, namely 4He, 6He and
8He. For 4He we use as importance function an antisymmetrized wavefunction
on spin/isospin states with a single radial function compounded by a Hartree
Fock calculation with Skyrme interaction. Then we use a central Jastrow factor
that is simply the function obtained solving the 2–body problem with the central
part of the potential. To find the better wavefunction we weight this Jastrow
with a prefactor called “quencher”.

For 6He and 8He we use the same approach, but we have two different or-
bitals with an appropriate combination of Slater determinants in order to have
the good quantum numbers.

In the best hypothesis, we will have that for any trial wavefunction in input
we are able to project to the exact ground state energy. We also have to re-
member that it is necessary to check the bias due to the finite size population
of walkers and to the finite size time step of the propagator; i.e. we have to
extrapolate into the limit dt→ 0 and Nw →∞, or to verify that this extrapo-
lation is less than the statistical error.

We use three different algorithms, theoretically equivalent except for the
behaviors of the fixed–phase approximation and of the extrapolation for small
time steps and big number of walkers:
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• the “drift” AFDMC algorithm, i.e. the standard AFDMC with the drift as
previously explained. For simplicity in this paragraph we call this “drift”
algorithm.

• the “Carlson” AFDMC algorithm. Starting from Eq(3.27) for each of the
sampled walkers we can create two walkers. We generate the first one with
a stochastic variable x sampled like in Eq(3.27), and the second using the
stochastic variable −x. Doing so we obtain a double population but we
removed the noise due to the odd terms of the auxiliary field integral.
However, we have to keep the number of walker constant. So for each
pair of new walkers we randomly choose one of them, with probability
proportional to the branching factor. Then we assume for the weight of
this walker the average of the two previous branching factors. We stress
that the propagator does not include in the weights the local energy as
in the “drift” AFDMC. The consequence is a larger fluctuation in the
population. Anyway, we can observe that the propagator is correct up to
order O(dt2), like in the previous algorithm, and that the stochastic noise
on odd auxiliary field terms is eliminated with the trick of the double
sampling.

• the “Schmidt” AFDMC algorithm. We try this hybrid algorithm to unify
the major peculiarities of the previous two. We take into account the
Green’s function of the previous “Carlson” AFDMC algorithm, but instead
of sampling the auxiliary fields like that Green’s function, we sample them
from that of the drift algorithm. Then we need to apply a corrective weight
factor that is the ratio of the two different Green’s function.

3.12.1 4He

We report in the following three different plots of the energy values obtained
with the three different potentials Av1′, Av4′ and Av6′ for 4He. The value of
Pieper corrected without the electromagnetic contribution is also plotted.

The results, obtained with the three different methods, are reported with
and without the Jastrow factor. For a fixed node DMC algorithm we see that
the result is independent on the Jastrow factor, because it does not change the
nodal surface. Because of the fixed–phase approximations this is no longer true.

We also tried to change also the size of the orbital (the parameter named
rmax in the following) in order to resize the orbital by simply rescaling the radial
coordinate. For the following plots the Hartree Fock orbital length is fixed to
20fm. So we plot the energy as function of the variational parameter rmax,
with and without the Jastrow term, and with the three different algorithms and
potentials.

As we can see from Fig. 3.1, Fig. 3.2 and Fig. 3.3, we have a quite good
result only for the central potential (Fig. 3.1). For values of rmax too far
from the optimal one we have a larger extrapolation coefficient in time step and
walkers number. however, the extrapolated values are all in agreement with
the expected answer. We can notice that the drift AFDMC algorithm has the
worse extrapolation behavior when we have a bad wavefunction. This trend is
amplified with Av4′ and Av6′ potentials.
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Figure 3.1: 4He binding energy with Av1′.

Figure 3.2: 4He binding energy with Av4′.
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Figure 3.3: 4He binding energy with Av6′.

In the last plot Fig. 3.3 there are no points relative to the “Carlson” algo-
rithm because we were not able to reach a good stable value; we are not able
to explain why this algorithm is so unstable with Av6′; we can probably argue
that the presence of a big tensor term into the potential brings some troubles
to the sign problem.

Now we can summarize our results and conclusions:

• The “Schmidt” algorithm (and the “Carlson” one for Av1′ and Av4′) is
better than the “drift” one because of:

1. the small time step and walker number extrapolation;

2. the dependence in the variational parameters of the wavefunction
(Jastrow and size of the orbitals “rmax”) is negligible after extrapola-
tion for Nw →∞ and dt→ 0; that is not so for the “drift” algorithm.

• With the “drift” algorithm it is possible to obtain good results (see Tab. 3.1),
when the trial wavefunction is accurately chosen. For small nuclei, where
we have a comparison with GFMC we are able to fine the trial wavefunc-
tion to obtain the correct numbers.

As we can see from the plot, we were able to obtain these results by
accurately tuning the trial wavefunction in such a way to reproduce the
expected energy. As we can see from the plots with different Jastrow or
orbital size of the trial wavefunction, the results are so different that we are



3.12. Estimation of the accuracy if the fixed–phase approximation of AFDMC51

BE error Pieper
[MeV] [MeV] [MeV]

4He -26.81 0.08 -26.89
6He -25.05 0.05 -25.80
8He -24.03 0.08 -23.73
15O -89.90 0.1
16O -105.4 0.1
17O -104.4 0.1
39Ca -261.2 0.4
40Ca -279.4 0.4

Table 3.1: Energy of some nuclei with the Av6′ potential computed with the
“drift” algorithm and compared with Pieper GFMC calculations where available.

not able to be predictive. This means that the method is not good to fit a
potential or to do calculations for which we do not have any comparison.
Relatively to the second part of this thesis (EFT for nuclei) we can say
that it is very hard to find good results. This is because we have a bad trial
wavefunction, no comparative calculations, and also a bigger sign problem
respect to the standard nuclear AFDMC with Argonne potential, due to
the big vacuum and self–energy terms.

• The previous problem is overcome by the “Schmidt” algorithm. However,
the results are far from the results of Pieper. For example for 4He we
obtain a BE of about 1MeV too big. That error is too high to allow
its application to Hypernuclear systems, where we have to compute the
difference in the binding energy between the nucleus and the relative hy-
pernucleus. In fact, for 5

ΛHe , for example, we have an estimated error of
about 2MeV where the energy that we want to compute is 3.12MeV. The
problem becomes harder if we have also to fit the potential. Moreover take
into account that 4He is the simpler system, because of its closed shell, its
relatively good trial wavefunction and fast in computation.

3.12.2 Perspectives

In the previous paragraph we have stressed limits and problems of the
AFDMC algorithm as we have used and implemented. Then now we try to
plan how we could try to solve or overcome these problems. It is possible both
to improve the algorithm, and to choose a better wavefunction.

In fact the accuracy of the fixed–phase approximation depends on the quality
of the trial wavefunction; if we have a wavefunction closer to the exact one, the
approximation will be improved. For nuclei and hypernuclei, for example, we
could try to obtain a better trial wave function. A possibility consist of perform-
ing VMC calculations, trying to expand the wavefunction on a series of Slater
determinants. Minimizing the energy we can find better one–body wavefunc-
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tions and include effectively spin/isospin correlations. We plan to implement
this idea soon. But while it is theoretically possible in this way to find a trial
wavefunction arbitrarily close to the exact one, we have to check if it is possible
to obtain a sufficiently good trial wavefunction to make usable the fixed–phase
approximation using a not too large computable number of Slater determinants.

Concerning possible improvements of the method, we could try to develop a
better implementation of the fixed–phase approximation or a similar constraint.
We already explored some alternatives attempts as explained in the previous
paragraph. Other improvements might be possible. A different approach might
be be that of using a different algorithm, the Auxiliary Field Quantum Monte
Carlo (AFQMC), which will be described in the next chapter. It looks like this
algorithm has a lower bias due to the fixed–phase approximation.
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Auxiliary Field QuantumMonte Carlo

The Auxiliary Field Quantum Monte Carlo (AFQMC) algorithm was de-
veloped by S. Zhang [STBZ04, PZ04, ASKZ06, ASZK06]. By means of this
method it is possible to study the ground state of a system with a generic two
body interaction.

4.1 The basic idea

Consider an Hamiltonian containing one and two body terms:

H = H1 +H2 = H1 +
1
2
O2, (4.1)

where H2 can be rewritten as the square of one body terms. So, like in DMC,
we can compute the ground state Ψ0 by evolving a starting trial wavefunction
ΨT in imaginary time

Ψ0 = lim
t→∞

e−t(H−E0)ΨT = lim
t→∞

e−t(H1−E0+O2
2 )ΨT

= lim
t→∞

lim
M→∞

(
e−

t
M (H−E0)e−

t
M

O2
2

)M
ΨT .

(4.2)

Choosing a sufficiently high t to reach the convergence and defining dt = t
M

sufficiently small to make negligible the contributions of order O(dt2) due to
[H1, O] terms, we can apply the propagator

P = e−dt(H−E0)e−dt
O2
2 (4.3)

M times to the starting trial wavefunction ΨT and obtain a sampling of the
ground state Ψ0.

If we rewrite e−dt
O2
2 using a Gaussian integration on an auxiliary field (an

Hubbard Stratonovich transform), we obtain a propagator that contains only
one body operators:

P =
1√
2π

∫
e−dt(H−E0)e−

x2
2 e−

√
dtxO (4.4)

53
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In principle Ψ0 lives in an Hilbert space H that is the product space of single
particle Hilbert spaces H of the NPART particles of the studied systems:

H =
NPART⊗

i

Hi dim H = NS
NPART (4.5)

If H are spaces of finite size with dimension NS , the dimension of H will be
NS

NPART . That is, the space dimension (and so also the computational cost
to find Ψ0) increases exponentially with the number of particles in the system.
This is necessary when we use a generic trial wavefunction ΨT and a propagator
written as in Eq(4.3).

On the other hand if we take into account a trial wavefunction ΨT that is
simply the sum of Slater determinants of single particles wavefunctions, we can
represent it in the sum of single particle spaces:

H =
NS⊕
i

Hi dim H = NPART ·NS (4.6)

where H has only dimension NPART ·NS instead of NSNPART like H. Now
a propagator P like that of Eq(4.3) is not closed onto the space H , and so
applying that P to that ΨT we obtain an object that is in general out of H and
that belongs to H. Conversely if we use the propagator P of equation Eq(4.4)
we can work only in the H space because that P is closed onto H .

This is the fundamental point of that algorithm that allows to have a poly-
nomial scalability with the number of particles.

It must be stressed that in order to do that we use an Hilbert space H for the
single particle space that has a finite dimension NS . Typically the single particle
space is infinite–dimensional. The necessity of truncating the Hilbert space to
a finite dimension is a limitation of the method. Clearly increasing NS it is
possible to reach a better results, at the price of an increased computational
cost. A good compromise consist of choosing different Hilbert spaces H (i.e.
single particle basis sets) with increasing NS until the convergence is reached.
With different basis sets we can have slower or faster convergence with the
number NS of basis elements considered. Another thing to take into account is
that with this method it is possible to include any type of two body interaction,
at a difference with DMC. Anyway, differently from DMC, it is not possible to
include three or more body terms even if they are local.

4.2 Single particle space H

As said in the previous section, it is important to use a good single particle
space to choose a basis set for which the algorithm has a fast convergence with
NS . Because of that, being interested in finite size systems and focusing our
attention to nuclear systems, the single particle space is written as the following
direct product:

H = Hσ ⊗Hτ ⊗HL ⊗Hr (4.7)
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where

Hσ is the spin space (4.8)
Hτ is the isospin space (4.9)
HL is the angular momentum space (4.10)
Hr is the radial space (4.11)

Each space will be spanned by a suitable basis set. For the spin and isospin
spaces we choose the 2 eigenstates of σz and τz respectively. For the angular
momentum space we choose the spherical harmonics Y lm. For the radial space
we can choose an arbitrary tabulated set of orthonormal orbitals. We choose
HL⊗Hr because we are interested to finite size systems. For the uniform nuclear
matter case a different basis set might be chosen.

A single particle basis element can then be written as:

|i〉 = |χστ 〉 ⊗
∣∣Y limi〉⊗ |fi〉 , (4.12)

with

|χστ 〉 ∈ Hσ ⊗Hτ , (4.13)∣∣Y limi〉 ∈ HL, (4.14)
|fi〉 ∈ Hr. (4.15)

4.3 Matrix elements

To apply the algorithm to a generic system with a generic Hamiltonian:

H = H1 +H2 =
∑
il

Uilc
†
i cl +

1
2

∑
ijkl

c†i c
†
jckclVijkl (4.16)

we have to compute all the one body Uil and two–body Vijkl matrix elements.
We remember here some properties

Vijkl = 〈ij |V | lk〉

=
∫∫

dxdy i∗(x)l(x)j∗(y)k(y)V (x, y)
(4.17)

V †(x, y) = V (y, x) (4.18)

Vjilk = 〈ji |V | kl〉

=
∫∫

dxdy j∗(x)k(x)i∗(y)l(y)V (x, y) =

=
∫∫

dxdy i∗(x)l(x)j∗(y)k(y)V (y, x) =

=
∫∫

dxdy i∗(x)l(x)j∗(y)k(y)V †(x, y) =

= V ∗ijkl

(4.19)
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It is important to be able to efficiently compute the Vijkl matrix elements,
although they need to be computed only once. In principle the matrix elements
require a “bad” 6–dimensional integration. Taking into account the properties of
the potential and choosing an appropriate basis set for the single particle space,
it is possible to reduce it to a simpler 2–dimensional integral. For a potential
like Argonne Av4′ we can compute those matrix elements as follows:

〈ij |V | kl〉 = δli,llδmi,mlδlj,lkδmj,mk×

×
∫∫

drdr′r2r′2f∗i (r)f∗j (r′)fl(r)fk(r′) 〈χiχj |V (r, r′)|χlχk〉 ,
(4.20)

using only a 2–dimensional integral.
As we can see in (§ 4.4), it is also necessary to compute some matrix ele-

ments coming from the kinetic terms. Assuming the standard definitions of the
spherical coordinates:

x = r sin θ cosφ (4.21)
y = r sinφ sin θ (4.22)

z = r cos θ (4.23)
with θ ∈ [0, π] φ ∈ [0, 2π) (4.24)

we have that

− ~2

2m
〈
i
∣∣∇2

∣∣ j〉 = − ~2

2m
δli,ljδmi,mj 〈χi|χj〉

〈
fi

∣∣∣∣ ∂2

∂r2
+

2
r

∂

∂r
− l(l + 1)

r2

∣∣∣∣ fj〉 ,
(4.25)

and 〈
i

∣∣∣∣ ∂∂x
∣∣∣∣ j〉 =

〈
fi Y

li
miχi

∣∣∣∣ ∂∂x
∣∣∣∣ fj Y ljmjχj〉 =

=
∫
drr2f∗i (r)

[
axf

′
j(r) +

bx
r
fj(r)

]
〈χi|χj〉 ,

(4.26)

with these definitions:

ax =

ZZ
dθ dφ sin θ Y ∗l1m1(θ, φ) sin θ cosφY l2m2(θ, φ) (4.27)

bx =

ZZ
dθ dφ sin θ Y ∗l1m1(θ, φ)

„
−

sinφ

sin θ

∂

∂φ
+ cosφ cos θ

∂

∂θ

«
Y l2m2(θ, φ) (4.28)

ay =

ZZ
dθ dφ sin θ Y ∗l1m1(θ, φ) sin θ sinφY l2m2(θ, φ) (4.29)

by =

ZZ
dθ dφ sin θ Y ∗l1m1(θ, φ)

„
cosφ

sin θ

∂

∂φ
+ sinφ cos θ

∂

∂θ

«
Y l2m2(θ, φ) (4.30)

az =

ZZ
dθ dφ sin θ Y ∗l1m1(θ, φ) cos θY l2m2(θ, φ) (4.31)

bz =

ZZ
dθ dφ sin θ Y ∗l1m1(θ, φ)

„
− sin θ

∂

∂θ

«
Y l2m2(θ, φ). (4.32)

Eq(4.25) and Eq(4.26) are useful, because in that way it is possible to re-
duce to a 2–dimensional(or 1–dimensional) integral a generic matrix element
(for which computation it is required in principle a 6–dimension integral).
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Thus in presence of a generic 2–body potential that only depends on the
distance between two particles, times a more complicated operator (spin–orbit,
tensor etc.) it is possible to pre–compute some constants like in Eq(4.27) and
following formulas.

This distinction is important, because it is necessary to pre–compute all
the 1-body and 2–body matrix elements. They are NS4. and an integral in
2–dimension is very fast to compute in an accurate way (using a Simpson rule),
while for a 6–dimensional integral it is better to use a Monte Carlo method that
anyway require to much time to compute all the NS4 elements.

4.4 Center of mass corrections

In order to study finite size systems, we have to remove the center of mass
contribution to the kinetic energy. So if the momentum of the center of mass is

P β =
∑
i

pβiM = m ·NPART (4.33)

its kinetic contribution to the energy (in first quantization) is written as

Kcm =
P 2

2M
= − ~2

2M

∑
β=x,y,z

∑
i,j

∂βi∂βj

2

= − ~2

2M

∑
β=x,y,z

∑
i

∂2
βi −

∑
i6=j

∂βi∂βj

 .
(4.34)

Rewriting in second quantization we can divide it in a 1–body term and
another 2–body one:

Kcm =
∑
ij

T cmij c†i cj +
∑
ijkl

V cmijklc
†
i c
†
jckcl, (4.35)

where

T cmij = − ~2

2M
〈
i
∣∣∇2

∣∣ j〉 , (4.36)

and

V cmijkl =
~2

2M
〈ij |∇k ·∇l| kl〉 . (4.37)

This last matrix element can be rewritten in a simpler way

〈ij |∇k ·∇l| kl〉 =
〈
Y limifiY

lj
mjfj |∇k ·∇l|Y lkmkfkY llmlfl

〉
=

=
~2

2M

∑
β=x,y,x

〈
Y limifi |∂β |Y llmlfl

〉 〈
Y ljmjfj |∂β |Y

lk
mkfk

〉 (4.38)

Therefore, the Hamiltonian of a system with kinetic term T and a two–body
interaction V can be rewritten, separating one–body and two–body contribu-
tions:

H = K + V −Kcm

=
∑
ij

(Tij − T cmij )c†i cj +
1
2

∑
ijkl

(Vijkl − V cmijkl)c
†
i c
†
jckcl,

(4.39)
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being

Tij − T cmij = − ~2

2m NPART
NPART−1

〈i|∇2|j〉. (4.40)

4.5 The propagator

Now we remember Eq(4.1). We want to write the two–body term of the
potential as the square of a one–body operator. Now to do that, remembering
the properties of V in (§ 4.3), we define this

(
NS

2 × NS
2
)
Hermitian matrix

V(il)(jk) = Vijkl (4.41)
V(il)(jk) = V∗(jk)(il) (4.42)

V = V† (4.43)

Because of its Hermiticity it is possible to diagonalize it with a matrix P
satisfying the relation: (

P−1
)
α(il)

= P ∗(il)α. (4.44)

It is also possible to rewrite V like:

V(il)(jk) =
∑
α

P(il)αλαP
∗
(jk)α, (4.45)

where λα are the eigenvalues of V that are real again because of Hermiticity.

The generic two–body term of the Hamiltonian has the form:

H2 =
1
2

∑
ijkl

c†i c
†
jckclVijkl (4.46)

Taking into account a system composed by Fermions we can rewrite the previous
formula applying the standard anticommutation rules

c†i c
†
jckclVijkl = V(il)(jk)c

†
i clc
†
jck − V(il)(jk)c

†
i ckδjl (4.47)

We now define the single body operators

ρα =
∑
il

P(il)αc
†
i cl; (4.48)

ρ̃α =
∑
il

P ∗(il)αc
†
i cl; (4.49)

ηα = −1
4

∑
ik

c†i ck

∑
j

(
P(ij)αP

∗
(jk)α + P(jk)αP

∗
(ij)α

) ; (4.50)

Ω0 =
∑
α

λαηα = −1
4

∑
ik

c†i ck

∑
j

(
V(ij)(jk) + V(jk)(ij)

) . (4.51)
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We can see that

ραρ̃α =
∑
ijkl

P(il)αc
†
i clP

∗
(jk)αc

†
jck, (4.52)

ρ̃αρα =
∑
ijkl

P ∗(jk)αc
†
jckP(il)αc

†
i cl =

=
∑
ijkl

P(il)αc
†
i clP

∗
(jk)αc

†
jck + P(il)α

(
c†jclδik − c

†
i ckδjl

)
P ∗(jk)α,

(4.53)

[
(ρα + ρ̃α)2 − (ρα − ρ̃α)2

]
= 2 [ραρ̃α + ρ̃αρα] . (4.54)

Finally the two–body Hamiltonian reads

H2 =
1
2

∑
ijkl

c†i c
†
jckclVijkl =

= Ω0 +
1
2

∑
α

λα
4

[
(ρα + ρ̃α)2 − (ρα − ρ̃α)2

]
.

(4.55)

Now defining

H ′1 = H1 + Ω0; (4.56)

H ′2 = −1
2

∑
γ

Ω2
γ ; (4.57)

with

Ωγ =


ı
√
λα
2

(ρα + ρ̃α) for γ = 2α− 1
√
λα
2

(ρα − ρ̃α) for γ = 2α
(4.58)

we can rewrite the Hamiltonian as a sum of single body operators and the
square of single body operators:

H = H1 +H2 = H1 +
1
2

∑
ijkl

c†i c
†
jckclVijkl =

= H1 + Ω0 +
1
2

∑
α

λα
4

[
(ρα + ρ̃α)2 − (ρα − ρ̃α)2

]
= H1 + Ω0 −

1
2

∑
γ

Ω2
γ

= H ′1 +H ′2,

(4.59)

obtaining an equation similar to Eq(4.1).
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Now we can come back to the propagator of equations Eq(4.3) and Eq(4.4)
using the relations previously shown:

e−dt(H−E0) = e−dtH
′
1e−dtH

′
2 +O(dt2) =

= e−dt(H
′
1−E0)edt

P
γ

Ω2
γ
2 +O(dt2) =

= e−dt(H
′
1−E0)

∏
γ

edt
Ω2
γ
2 +O(dt2) =

=
1

(2π)N2
S

e−dt(H
′
1−E0)

∏
γ

∫
dxγ exp

(
−
x2
γ

2

)
exp

(
−
√
dt Ωγ xγ

)
+O(dt2) =

=
1

(2π)N2
S

e−dt(H
′
1−E0)

∫
{dxγ} exp

(
−
∑
γ

x2
γ

2

)
exp

(
−
√
dt
∑
γ

Ωγ xγ

)
+O(dt2) =

=
1

(2π)N2
S

∫
{dxγ} exp

(
−
∑
γ

x2
γ

2

)
exp

(
−dtH ′1 −

√
dt
∑
γ

Ωγ xγ

)
+O(dt2) =

=
1

(2π)N2
S

∫
{dxγ}e−

P
γ

x2
γ
2 Ξ +O(dt2)

(4.60)
where Ξ is defined as

Ξ = exp

(
−dt(H ′1 − E0)−

√
dt

2

∑
γ

Ωγ xγ

)
. (4.61)

Now, like noted in [ASZK06], it is more efficient to “shift” the Ωγ operators
using the (probably not too) bad description of the system given by the trial
wavefunction ΨT . Technically it is important because in this way it is possible
to improve the accuracy of the method, reducing the noise on the auxiliary field
sampling and eventually improving the “phase” approximation used to overcome
the sign problem.

Hence from each Ωγ operator we remove a sort of “mean field” term

Ω̃γ = Ωγ − 〈ΨT |Ωγ |ΨT 〉 , (4.62)

redefining in an equivalent way the one and two–body terms of the Hamil-
tonian

H ′′2 = −1
2

∑
γ

Ω̃2
γ , (4.63)

H ′′1 = H1 + Ω0 +
∑
γ

〈ΨT |Ωγ |ΨT 〉
2

2

− 〈ΨT |Ωγ |ΨT 〉Ωγ , (4.64)

H = H ′1 +H ′2 = H ′′1 +H ′′2 . (4.65)

The following expression of the propagator is then obtained

Ξ̃ = exp

(
−dt(H ′′1 − E0)−

√
dt
∑
γ

Ω̃γ xγ

)
, (4.66)
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e−dt(H−E0) =
1

(2π)N2
S

∫
{dxγ}e−

P
γ

x2
γ
2 Ξ̃ +O(dt2) =

=
1

(2π)N2
S

∫
{dxγ}e−

P
γ

x2
γ
2 e−dt(H

′′
1 −E0)e−

√
dt
P
γ Ω̃γ xγ +O(dt2).

(4.67)

4.6 Importance sampling

Taking into account the evolution equation Eq(4.2), iterate several times the
propagator to a wavefunction |ωt〉 gives the ground state:

|ωt+dt〉 = e−dt(H−E0) |ωt〉 . (4.68)

Clearly, for t = 0 we have that:

|ω0〉 = |ΨT 〉 . (4.69)

The wavefunction |ωt+dt〉 in equation Eq(4.68) lives in the full product space,
that is

|ω〉 ∈
⊗

NPART

H, (4.70)

where H is the single particle Hilbert space. We want to represent our configu-
rations like combinations of Slater determinant of single particle wavefunctions.
It is possible in the limit of NW →∞

|ω〉 =
NW∑
i

|vi〉 , (4.71)

where NW is the number of walkers, i.e. the number of configurations that we
sample, and |vi〉 is a configuration that lives in the direct sum of single particle
Hilbert spaces, i.e. that is written is a Slater determinant of single particle
wavefunctions:

|v〉 ∈
⊕

NPART

H. (4.72)

So we can rewrite

|ωt+dt〉 =
NW∑
i

|vi,t+dt〉 =
NW∑
i

e−dt(H−E0) |vi,t〉 , (4.73)

defining for each i
|vt+dt〉 = e−dt(H−E0) |vt〉 . (4.74)

Using the propagator in Eq(4.67) we have:

|vt+dt〉 = e−dt(H−E0) |vt〉

=
1

(2π)N2
S

∫
{dxγ}e−

P
γ

x2
γ
2 e−dt(H

′′
1 −E0)e−

√
dt
P
γ Ω̃γ xγ |vt〉 .

(4.75)
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With the aim of sampling in a more efficient way the auxiliary variables
xγ we choose to multiply both terms of the previous equation by 〈ΨT |vt+dt〉,
defining

|u〉 = |v〉 〈ΨT |v〉 (4.76)

and sampling |u〉 configurations instead of |v〉 we obtain from Eq(4.75) the
following expression:

|ut+dt〉 =
1

(2π)N2
S

∫
{dxγ}e−

P
γ

x2
γ
2 e−dt(H

′′
1 −E0)e−

√
dt
P
γ Ω̃γ xγ |ut〉

〈ΨT |vt+dt〉
〈ΨT |vt〉

(4.77)
Now using the definition of |u〉 we can rewrite the relation used in the pre-

vious equation in a better form:

〈ΨT |vt+dt〉
〈ΨT |vt〉

=

〈
ΨT

∣∣e−(H−E0)dt
∣∣ vt〉

〈ΨT |vt〉
=

〈
ΨT

∣∣e−(H−E0)dt
∣∣ut〉

〈ΨT |ut〉
=

' 〈ΨT |1− (H − E0)dt|ut〉
〈ΨT |ut〉

=

' 〈ΨT |1− (H ′′1 +H ′′2 − E0)dt|ut〉
〈ΨT |ut〉

=

'

〈
ΨT

∣∣∣1− (H ′′1 − E0 − 1
2

∑
γ Ω̃2

γ)dt
∣∣∣ut〉

〈ΨT |ut〉
.

(4.78)

Considering that:

• in Eq(4.77) odd terms in xγ give zero contribution because of the Gaussian
integral;

• the equivalence
∫
e−x

2/2dx =
∫
e−x

2/2x2dx holds;

• terms O(dt2) are neglected;

it is possible to use instead of Eq(4.78) the alternative form:〈
ΨT

∣∣∣∣1− (√dt∑γ xγΩ̃γ
)

+ 1
2

(√
dt
∑
γ xγΩ̃γ

)2
∣∣∣∣ e−dt(H′′1 −E0)ut

〉
〈ΨT |ut〉

. (4.79)

Defining for a generic operator Q the following notation:

〈〈Q〉〉 =

〈
ΨT |Q| e−dt(H

′′
1 −E0)ut

〉
〈ΨT |ut〉

, (4.80)

we can rewrite Eq(4.79) as:

〈〈1〉〉 −
√
dt〈〈

∑
γ

xγΩ̃γ〉〉+
dt

2
〈〈

(∑
γ

xγΩ̃γ

)2

〉〉. (4.81)
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Now it is possible to see that Eq(4.77) is equivalent to

|ut+dt〉 =
1

(2π)N
2
S

Z
{dxγ}e−

P
γ

(x2
γ+
√
dt〈〈Ω̃γ〉〉)
2 e−dt(H

′′
1 −E0)e−

√
dt
P
γ Ω̃γ xγ |ut〉 edt

〈〈
P
γ Ω̃2

γ〉〉
2

(4.82)
neglecting again O(dt2) terms.

Now we have that

edt
〈〈
P
γ Ω̃2

γ〉〉
2 = e

−dt 〈ΨT |H−E0|ut〉
〈ΨT |ut〉 +O(dt2) ' e−dt(ELOC−E0) +O(dt2) (4.83)

with
ELOC =

〈ΨT |H|ut〉
〈ΨT |ut〉

It is important to note that in the limit of an exact trial wavefunction, the
previous term must be closer to 1 with 0 imaginary part, so it can be a good
choice to use it as a weight factor, i.e. like a branching factor.

So the structure of the algorithm is the following:

1. consider an initial configuration (walker) |ut〉;

2. compute a set {ηγ} of random numbers with a Gaussian probability dis-
tribution centered in 0 with variance 1. and compute 〈〈Ω̃γ〉〉 so that
xγ = ηγ −

√
dt〈〈Ω̃γ〉〉;

3. apply the propagator e−dt(H
′′
1 −E0)e−

√
dt
P
γ Ω̃γ xγ to the configuration |ut〉

obtaining the new configuration |ut+dt〉;

4. compute the local energy and weight (i.e. branch) the new configuration
|ut+dt〉 with the weight e−dt(ELOC−E0);

5. return to the point 2. with the new configurations and go on until the
projection to the ground state is reached.

4.7 Sign problem

For many–Fermion systems the algorithm is not as simple as described in
the previous section. In fact the branching factor e−dt(ELOC−E0) should always
be a positive weight, while generally it can generally be complex. To overcome
this problem the following restraint on the weight is made:

e−dt(<[ELOC ]−E0) · max
[
0, cos

(
phase

[
〈ΨT |ut+dt〉
〈ΨT |ut〉

])]
. (4.84)

4.8 Algorithm structure

We conclude briefly by summarizing the whole algorithm:

1. Choose the single particle space H, like shown in (§ 4.2).
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2. Compute all the matrix elements, as in (§ 4.3).

3. Find a good trial wavefunction ΨT , written as a sum of Slater determinant
of single particle wavefunctions defined in H.

4. Now it is possible to compute all Ω̃γ operators needed in the propagator.

5. Choose a set {u0} of Nw starting configurations.

6. Compute a new configuration set {ut+dt} from the previous {ut}. This
is achieved by choosing a set {ηγ} of random numbers with a Gaussian
propability distribution centered in 0 with variance 1, and applying the
propagator e−dt(H

′′
1 −E0)e−

√
dt
P
γ Ω̃γ xγ with xγ = ηγ −

√
dt〈〈Ω̃γ〉〉 to the

configurations {|ut〉}.

7. Compute all the observables to be estimated and weight them with the
factor Eq(4.84).

8. Compute the branching factor Eq(4.84) and create a number of copies
of each configuration proportional to the branching factor, keeping the
number of configurations more or less constant.

9. Go back to the point 6 iterating the procedure like for other DMC meth-
ods.

4.9 Considerations

As mentioned at the end of the previous chapter, we looked at the AFQMC
algorithm to overcome the limitations of the AFDMC related to the the fixed–
phase approximation. Let us discuss this assertion, and stress differences be-
tween AFDMC and AFQMC algorithms.

DMC is very accurate, tested and used for electron systems. Nevertheless
the extension of DMC to nuclear systems (i.e. AFDMC) is not trivial as we have
seen in the previous chapter. Moreover a further approximation (fixed–phase)
must be used. The AFQMC algorithm described in this chapter is, at present,
well tested and used only for electron systems. But to use it for nucleon systems
we do not have to extend the algorithm. The fixed–phase approximation must
be used in the same way both for electron systems than in nuclear systems.
Moreover the trick in Eq(4.62) makes possible to include part of the two–body
terms of the propagator in a sort of one–body “mean field” term. In this way,
as shown in [ASZK06], it is possible to drastically reduce the bias due to the
fixed–phase approximation. It is not possible to use the same procedure in
the AFDMC algorithm, because of the excessive computational cost needed to
compute this mean field term.

Hence, we expect to obtain reasonable results with the AFQMC algorithm
also for nuclear systems.

Apart from the discussion concerning the fixed–phase approximation we also
want to stress the capability of AFQMC of including any two–body potential.
While in AFDMC we are limited to use only local potentials or some non–local



4.9. Considerations 65

ones (spin–orbit etc.) at the cost of increasing the complexity of the calculation,
with AFQMC we can use any arbitrary two–body potentials. But unfortunately
with AFQMC is not possible to use any three–body force. While with AFDMC
we can use three body potentials containing at most a two–body operators (i.e.
two–body spin/isospin dependent terms), whit AFQMC we cannot include any
there–body term.

We also have to note that with AFQMC we have to cut the size of the
single particle Hilbert space, i.e. we have a further (variational) approximation
on top of the fixed–phase one. So for each calculation we need to choose a
single basis and to consider only a finite set of elements; we must do several
runs considering an increasing number of elements of single particle states to
find the asymptotic trend. We believe that this is not a big limitation of the
algorithm; many currently employed methods based on exact diagonalization
like No Core Shell Model or the Hyperspherical Harmonic method suffer of the
same limitation. Moreover

• we can use any one–body basis set, choosing the one allowing us to faster
reach the asymptotic limit;

• we can use a bigger number of basis element than with exact diagonaliza-
tion methods, because of the polynomial scalability of AFQMC, compared
to the exponential one of exact diagonalization methods.

The last note is about the impossibility of using even a simple Jastrow fac-
tor in the trial wavefunction within AFQMC. Thus, all correlations must be
effectively described only by an appropriate combination of uncorrelated Slater
determinants. Looking at the results showed at the end of the previous chap-
ter, we expect that for nuclear systems this is not a relevant limitation: central
Jastrow factors seem to give no relevant contribution in AFDMC calculations.
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Chapter 5

Introduction

This is the starting work of my PhD; this project remained uncompleted be-
cause of technical problems possibly related to the “fixed–phase” approximation.
Anyway, the idea of this project is very interesting and promising; we hope to
be able to reopen this project in a near future whit better numerical methods
or reasonable and useful approximations allowing for the solution of the problem.

The study of nuclei is still an open problem in theoretical physics because
of:

• The absence of a single exact nuclear potential, derived from prime princi-
ples. There are many phenomenological nuclear potentials (e.g. Argonne,
Illinois, Urbana, Skyrme) realistic for the two body sector and at densities
typical of nuclei. Properties at supersaturation densities (relevant in as-
trophysics) and effects of n–body (n > 2) interactions are not well–known
and predicted. Nuclear potentials derived from Effective Field Theories
(EFT) were recent developed (e.g. CD-Bonn, Nijmegen). They are writ-
ten starting from QCD symmetries, thereby adding more theoretical basis
to phenomenological potentials and a systematic way to order and add
new terms.

Nevertheless, Effective parameters must still be fitted on experimental
data and cannot be derived directly from QCD simulations yet.

• The absence of a sufficiently accurate method to calculate nuclei and nu-
clear matter properties. Mean field methods (like Hartree–Fock) are too
much model dependent, despite the feasibility of the computation also for
large systems. Hamiltonian diagonalization methods (e.g. No Core Shell
Model) could be accurately applied only to few body systems, because of
the high number of basis elements to be considered to reach convergence.
Accurate Variational Monte Carlo methods (VMC) have been used up to
n ≤ 12. The increase of the number of nucleons is computationally ex-
pensive, because of the exponential growth of the number of spin–isospin
states. Green’s Function Monte Carlo (GFMC), starting from very ac-
curate variational wavefunctions, could give good results within the con-
strained path approximation and nonlocal potential terms. Systems stud-
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2N LO

N LO3

NLO

LO

3N force 4N force2N force

Figure 5.1: EFT diagrams at different orders and corresponding 2–body, 3–
body and more nucleon–nucleon potential terms. Solid and dashed lines denote
nucleons and pions, respectively. Solid dots, filled circles and filled squares and
crossed squares refer to different chiral order vertices. Figure from [Epe10].

ied so far are limited to n ≤ 12 for the same reasons that limit VMC
calculations. Auxiliary Field Diffusion Monte Carlo method (AFDMC)
open the possibility to study heavier nuclei than GFMC (40Ca, for ex-
ample) or nuclear matter (now up to n = 114). Because of its promising
behavior we chose this method to try to solve harder problems, like that
of nucleons within EFT, even if there are still some difficulties to include
not local and three body potential terms. Unfortunately we have seen in
(§ 3.12) that the method as we have implemented it, and the poor quality
of the wavefunctions used are not sufficiently accurate for this problem.

This is the preamble. The final goal is to have an accurate computational
method to solve the nuclear problem as described by a realistic and good the-
ory. So we assumed that the AFDMC method is right one. The recent EFT
developments suggest that it could be very promising to use them as our theo-
retical background. So, we simply tried to solve nuclear EFT using the AFDMC
method.

But why EFT? These are the main advantages:

• The possibility of having a theoretical tool to build a systematically im-
provable Lagrangian starting from symmetry principles. We can roughly
say that EFT is obtained by selecting the relevant degrees of freedom and
writing the most general Lagrangian allowed by the fundamental symme-
tries. If we have a way to cast these infinite terms in an ordered series, we
can choose and take into account only the most relevant terms, obtaining
a systematically and arbitrarily improvable Lagrangian. Fig. 5 could be
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very useful to display this property.

• The possibility of taking into account also the dynamic effects of the EFT
degrees of freedom. If we take into account a standard phenomenological
potential like Argonne Av18 we have a potential between nucleons and
no more. The same happens if we take into account a nucleon potential
derived by an EFT. This is a good approximation but it is still possible to
have some effects due to excitations of nucleons, to the meson exchange
and so on. It is not simple at all to introduce these corrections in a
systematic approach like EFT. The alternative is to exploit EFT in a
direct way. Assuming pions the only relevant degrees of freedom after the
nucleons, if we integrate out the pion fields we obtain a potential quite
similar to the standard ones. Instead, if we take into account the dynamic
effects due to the pion fields, i.e. if we are able to solve the problem
explicitly including the pion field, we could have a richer and realistic
description of the nuclear interaction. This includes directly effects that
in standard potentials are equivalent to a sort of “density–dependence”
and “energy–dependence”. We do not know how large these corrections
are. A calculation of these effects should in any case be very interesting,
in order to assess their importance.

A further observation is in order. If we take into account a standard nucleon
potential, and if we try to solve it using the AFDMC method, we have to
introduce auxiliary fields to describe the interaction. Moreover, the nucleon–
nucleon interaction is described by the exchanged meson fields. So, why do
not include directly these physical fields instead of the auxiliary fields of the
AFDMC method? If we are able to do a calculation with AFDMC auxiliary
fields, would it not be possible to perform a calculation with physical exchanged
meson fields? This is a point of view that should be further pursued.
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Chapter 6

Effective Field Theories

The following sections are intended only as a short and very introductory
summary. We remand to [Epe08, Lee09, Pic98, BBH+00, Bor07] to a better,
clearer and more detailed description.

6.1 Preliminary

The dream of the nuclear theorist is to solve the nuclear systems starting
directly from the elementary particles and their fundamental interactions. This
is so far impossible to achieve attacking the study of nuclear systems starting
directly from QCD, because it is strongly limited by its non–perturbative char-
acter. Also lattice QCD simulations are prohibitive because of their enormous
computational cost. On the other hand, if we limit our interest to the study
of a specified system and energy regime (e.g. fundamental state of nuclei), not
all degrees of freedom (like quarks and gluons) are necessary to realistically
describe the system dynamic.

Effective Field Theories help to construct an equivalent effective Lagrangian:

• including only the relevant effective degrees of freedom (e.g. baryons and
lighter exchanged mesons);

• ordering in a perturbative series the Lagrangian terms (in principle infi-
nite);

• preserving the fundamental symmetries.

At momentum lower than M ∼ 1GeV QCD is intrinsically not perturbative.
M is order of nucleon mass MN . The typical momenta Q exchanged between
nucleons in small nuclei are order of their size, i.e. Q ∼ mπ ' 138MeV. It is
thus possible to consider two energy scales:

• low energy scale, involving only relevant degrees of freedom (nucleons, pi-
ons,...) with momentum Q < M . We have to study a nuclear system, that
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is compounds of nucleons, and so we have to take into account the nu-
cleon degrees of freedom. Moreover, we have to consider other exchanged
mesons or excited states of the nucleons. The contribution of these terms
is suppressed with the inverse of their masses for the exchanged mesons,
or with the inverse of the difference with the nucleon mass for the nucleon
excitation. So, we can simply take into account nucleonic and pionic de-
grees of freedom. At higher orders also the ∆ excitation becomes relevant,
at such degrees of freedom as other exchanged mesons like ρ or ω.

• high energy scale, involving degrees of freedom that are omitted. The
effects are included in effective theory by a counterterms series, in principle
infinite. Considering that Q

M < 1, it is possible to order these terms in a
perturbative series, considering only a finite number of terms for a given
precision.

On top of the selection of the relevant degrees of freedom, a regularization
cut–off must be introduced for momentum larger than Q, removing ultraviolet
divergences and the high energy physics that will be described by the added
counterterms.

6.2 The Lagrangian

As previously mentioned, we take into account only nucleonic and pionic
degrees of freedom. In following formulas we include also the ∆ excitation, even
if we do not use it in our calculations.

Using stereographic coordinates we can define the covariant pion derivative
as

Da
µ ≡ D−1 ∂µπ

a

2fπ
, (6.1)

with fπ ' 92 MeV the pion decay constant and

D ≡ 1 +
π2

4f2
π

, (6.2)

where π is the pion isovector. Chiral covariant objects, including D, the nu-
cleon N and the delta–isobar ∆ fields, transform under axial chiral rotation
(the spontaneously broken part of the SU(2)L × SU(2)R chiral symmetry) as a
π–dependent isospin rotation (the unbroken subgroup). Therefore, an isospin
invariant Lagrangian built out of covariant objects will automatically satisfy the
full SU(2)L × SU(2)R chiral symmetry.

For a generic chiral–covariant field with isospin I, ψ(I), its covariant deriva-
tive is defined as

Dµψ
(I) ≡

(
∂µ + t(I) ·Eµ

)
ψ(I) , (6.3)

where
Eµ ≡ i

π

fπ
×Dµ . (6.4)

For an isovector with Cartesian indices like Dν , it is conventional to write the
covariant derivative as

DµDν ≡ ∂µDν + iEµ ×Dν . (6.5)
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In the same way we can define a covariant derivative for nucleon and ∆–isobars

DµN = (∂µ + τ ·Eµ)N , (6.6)

Dµ∆ =
(
∂µ + τ (3/2) ·Eµ

)
∆ , (6.7)

Now we can write the most general chiral Lagrangian using the fields N ,
∆, D and their covariant derivatives. Ordering the terms of this Lagrangian
respect to the momentum, i.e. using the Weinberg chiral index[Wei90, Wei91],
we can obtain the lowest order Lagrangian.

UsingWeinberg’s ν index, or chiral index, the leading chiral Lagrangian[OnRvK94,
OnRvK96, vK94] is

L0 =− 1
2
D−2∂µπi∂

µπi −
1
2
D−1m2

ππ
2
i +N†

[
i∂0 −

D−1

f2
π

εijkτiπj∂0πk −M0

]
N

− gA
fπ
N†τiσj∇jπiN −

1
2
C
(
N†N

) (
N†N

)
− 1

2
CI
(
N†τiN

) (
N†τiN

)
+ ∆†

[
i∂0 −

D−1

f2
π

εijkτ
(3/2)
i πj∂0πk −m∆

]
∆

− hA
fπ

[
N†TiSj∇jπi∆ + H.c.

]
+ . . .

(6.8)
where ga is the nucleon axial charge,M0 the nucleon bare mass, mπ the pion

mass and m∆ the ∆ mass. At the leading chiral order we have that mπ is the
physical pion mass. The 2× 4 transition operators S and T coupling N and ∆
fields, are defined as:

SiS
†
j = 1

3 (2δij − ıεijkσk) (6.9)

TiT
†
j = 1

6 (δij − ıεijkτk) . (6.10)

We must remember that this Lagrangian must be also regularized choosing
a cut–off to high momenta, in such a way to remove the ultraviolet divergences.
The remaining constants in L0, likeM0 e m∆, are regularization dependent and
must be properly tuned.

If we want, we can also find the next order terms in the chiral expansion:

L1 =− B1

2f2
π

D−2N†N (∂µπi∂µπi)−
B2

2f2
π

D−2εijkεabcN
†σkτcN∇iπa∇jπb

− B3

2f2
π

m2
πD−1N†Nπ2

i + . . .

(6.11)
However it is sensible to start using the leading order Lagrangian only, there-

fore taking into account only nucleons and pions. So, we consider the following
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Lagrangian:

L0 =− 1
2

[
(~∇πi)2 − (∂0πi)2 +m2

ππ
2
i

]
+N†

[
i∂0 −

1
8f2
π

εijkτiπj∂0πk −M0

]
N

− gA
2fπ

N†τiσj∇jπiN −
1
2
C
(
N†N

) (
N†N

)
− 1

2
CI
(
N†τiN

) (
N†τiN

)
.

(6.12)
Notice that in our approach we also introduce the nucleon kinetic term be-

cause this is required to apply the standard DMC algorithm. We are allowed to
do that because this term is second order.

Lk = N†
∇2

2M0
N. (6.13)

Now we have to find the corresponding Hamiltonian. We define the conjugate
fields

ΠN (~x) =
δL

δ∂0N
= iN†(~x), (6.14)

ΠN†(~x) =
δL

δ∂0N†
= 0, (6.15)

Ππ(~x) =
δL

δ∂0πk
= ∂0πk(~x)− 1

8f2
π

εijkπjN
†τiN, (6.16)

obtaining

H =
∫

[ΠN (~x)∂0N(~x) + Ππ(~x)∂0π(~x)−L (~x)] d~x. (6.17)

We can rewrite the previous expression of the Hamiltonian as a sum of three
terms:

H = Hπ +HN +HπN (6.18)

where
Hπ =

1
2

∫
Π2
π(~x) +

(
~∇π(~x)

)2

+m2
ππ

2(~x)d~x (6.19)

is the pion–field Hamiltonian,

HπN =
ga

2fπ

∫
N†(~x)σjτi∇jπi(~x)N(~x)d~x (6.20)

is the pion–nucleon interaction, and

HN =
∫
N†(~x)

(
M0 −

∇2

2M0

)
N(~x)d~x

+
1
2
C

∫ ∫
δ(~x− ~y)N†(~x)N(~x)N†(~y)N(~y)d~xd~y

+
1
2
CI

∫ ∫
δ(~x− ~y)N†(~x)τiN(~x)N†(~y)τiN(~y)d~xd~y

(6.21)

is the nucleonic Hamiltonian.
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The previous Hamiltonian is quantized with the canonical commutation rules

[ΠN (~x, t), N(~y, t)]+ = −iδ3(~x− ~y) (6.22)

[ΠN (~x, t),ΠN (~y, t)]+ = 0 (6.23)

[N(~x, t), N(~y, t)]+ = 0 (6.24)

[Ππ(~x, t), π(~y, t)] = −iδ3(~x− ~y) (6.25)
[Ππ(~x, t),Ππ(~y, t)] = 0 (6.26)
[π(~x, t), π(~y, t)] = 0 (6.27)

So the Hilbert space H is the composition of the nucleon and pion Fock
space:

H = Fπ ⊗FN , (6.28)

where:
FN =

∞
⊗
i=0
AH i

N ,

Fπ =
∞
⊗
i=0
SH i

π ,
(6.29)

and H i
π (H i

N ) is the i pion (nucleon) Hilbert space. S and A are the sym-
metrization and antisymmetrization operators respectively.

For the moment we are interested only in the low energy regime, consistently
with the fact that we are retaining only the leading order of the Lagrangian.
In this regime it is safe to assume that the baryon number is conserved. This
implies that instead of considering the full nucleon Fock space FN we are allowed
to take into account onlyAH i

N , where i is the number of nucleons in our system.
This simple assumption is technically very crucial and important because

it greatly simplifies the problem and its solution. Thus, instead of the Hilbert
space of Eq(6.28), we simply take into account

H = Fπ ⊗AH A
N . (6.30)

Moreover, we have to stress that the dynamic term of the pion fields, i.e. the
∂0π terms in the Lagrangian L0 of equation Eq(6.12), is usually neglected. With
this assumption it is possible to integrate out the pion fields and to derive in an
easy way a nucleon potential. However, important effects might be neglected.
We discuss this approximation in the next chapter.

6.3 Regularization and Effective Parameters

Starting from the Lagrangian L0 a few steps are in order to further develop
an algorithmic approach:

• Fix a regularization scheme, with a cut–off Λ on momenta Q.

• Determine all effective parameters that depend on regularization scheme
and cut–off Λ.
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• Seek an Hamiltonian formalism to use Monte Carlo methods with the
chosen regularization scheme.

About the effective parameters, we can say that:

• At this order mπ corresponds to the physical pion mass (the average of
π+, π− and π0 masses) .

• M0 is the nucleon bare mass. The difference between the physical mass
MN is the eigenenergy due to interaction energy between the single nucleon
and the pion fields. So we can setM0 requiring that the difference between
the ground state energy of one nucleon and the system with no nucleons
is equal to the physical nucleon mass MN .

• gA is the axial vector coupling of nucleon and fπ is the pion decay constant.
They are known from experimental data.

• C and CI are the effective coefficients parameters of the counterterms.
They are regularization dependent, so we need to set them reproducing
some experimental or previously computed theoretical data.

We choose to set the cut–off Λ representing the pion fields on a periodic
lattice with step a ' 2fm. This choice must be consistent with the degrees of
freedom that we take into account and that we omit. This defines an energy
range

mπ

M
<

Λ
M

<
m∆ −MN

M
< 1 (6.31)

We do not need to regularize nucleon fields too, because we have already as-
sumed that the baryon number is conserved, i.e. we can deal with nucleons
by introducing a simple standard wavefunction. So, we describe the pion fields
on a periodic cubic lattice. We assume a cubic box of size L, discretized in
nl points per dimension, with step of size a so that L = Nl a. Consistently,
a discrete definition of derivative on pion fields is required. We choose the 3
points formula:

∇xπ(~l) ≡ π(~l + x̂)− π(~l − x̂)
2a

(6.32)

with ~l + nl~i ≡ ~l and ~i ∈ Z3. Assuming periodic boundary conditions and using
the notation π(~l) instead of π(a~l) , we can rewrite the Hamiltonian Hπ Eq(6.19)
as:

Hπ =
1
2
a3
∑
~l

Π2
π(~l) +

1
2
a3
∑
~l,~n

π(~l) K~l~n π(~n), (6.33)

with

K~l~n =
(
m2
π +

1
a2

3
2

)
δ~l~n −

1
2a2

∑
~µ=x̂,ŷ,ẑ

δ~l,~n+2~µ (6.34)

~l ∈
{
∀~l ∈ Z3|0 ≤ li < nl

}
. (6.35)

Now, in rewriting the other Hamiltonian terms, we have to regularize the nucleon
contact terms, i.e. to choose a regularization for the δ function. We choose it
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consistently with the lattice regularization, i.e.

δa(~k) ≡


1
a3

if |kx| <
a

2
, |kx| <

a

2
, |kx| <

a

2
0 otherwise

(6.36)

With these assumptions the nucleon part of the hamiltonian becomes:

HN = AM0 −
A∑

m=1

∇2
m

2M0
+

1
2

A∑
m=1

A∑
n=1
n 6=m

δa(~xm − ~xn)(C + CI~τm ·~τn). (6.37)

Now we can rewrite the nucleon–pion term Eq(6.20) as

ga
2fπ

∫ ∫
N†(~x)σjτi∇jπi(~y)N(~x)δ(~x− ~y)d~xd~y. (6.38)

Because of the definition of our regularization∫
δ(~x)d~x −→ a3

∑
~k

δa(~k), (6.39)

we can finally write

HπN =
ga

2fπ

A∑
m=1

a3
∑
~k

τiσj∇jπi(~k)δa(~k − xm)

=
ga

2fπ

A∑
m=1

τiσj∇jπi(ba−1~xmc)

=
ga

2fπ

A∑
m=1

τiσj
πi(ba−1~xmc+ ĵ)− πi(ba−1~xmc − ĵ)

2a
,

(6.40)

where A is the nucleon number of the system. In the previous formula we have
used the notation b~xc defined as

b~xc ≡ (bxxc, bxyc, bxzc) (6.41)
bxc ≡ nearest integer to x (6.42)

We want to stress that in order to avoid the nucleon–nucleon self interaction,
only terms with m 6= n must be considered in Eq(6.37).

6.4 The pion vacuum

Because of the presence of the ∂0π term even, the 0–nucleon system is not
trivial, because the energy of the vacuum pion field alone is not zero. As we can
see, the vacuum energy could be very large with respect to the typical nuclear
binding energy. So, it is very important to know the correct value of the vacuum
energy and its wavefunction in such a way that it can be subtracted exactly from
AFDMC estimates in order to compute the nucleon energy.
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Let us now derive the pion vacuum wavefunction, first in the continuum case
then in the discrete one.

We take into account Hπ of Eq(6.19). Because of the commutation relations
Eq(6.27), it is possible to define a set of eigenfunction for the operator π̂(~x)

π̂(~x)|π(~x)〉 = π(~x)|π(~x)〉, (6.43)

with the normalization condition

〈π(~x)|π′(~x)〉 = δ (π(~x)− π′(~x)) ,∫
Dπ(~x)|π(~x)〉〈π(~x)| = 1.

(6.44)

We can define the operator Π̂(~x), the conjugate of π̂(~x), as the functional
derivative of π(~x)

Π̂(~x) = −i δ

δπ(~x)
. (6.45)

The functional wavefunction will be

Ψ [π(~x)] = 〈π(~x)|Ψ〉, (6.46)

and it must satisfy the Schrödinger equation:

i
∂

∂t
Ψ [π(~x)] = Hπ [π(~x)]

=
1
2

∫ (
−i δ2

δπ(~x)2
+
(
~∇π(~x)

)2

+m2
ππ

2(~x)
)

Ψ [π(~x)] d~x.
(6.47)

For the free theory (without nucleons) Ψ0 [π(~x)] is the fundamental eigen-
state when the expectation value of the annihilation operator â~k is zero:

â~p(t) =
∫

d~x

(2π)3w~p
π(x) i

↔
∂ 0 e

i(~p~x−w~pt), (6.48)

where
w~p =

√
~p2 +m2

π, (6.49)

and
A
↔
∂ 0B ≡ A∂0B −B∂0A. (6.50)

We remember Eq(6.27) and Eq(6.45), and then we rewrite Eq(6.48) as:

â~p(t)Ψ0 [π(~x)] =
∫

d~x

(2π)3w~p
ei(~p~x−w~pt)

(
w~pπ(~x) +

δ

δπ(~x)

)
Ψ0 [π(~x)] = 0.

(6.51)
Trying to use the following functional in Eq(6.51)

Ψ0 [π(~x)] = e−
1
2

R
π(~x)E(~x,~y)π(~y)d~xd~y (6.52)

we can obtain ∫
ei~x~p

(
w~pπ(~x)−

∫
E(~x, ~y)π(~y)d~y

)
d~x = 0 (6.53)
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Using the Fourier transform to solve the previous equation, we can obtain the
following relation for the kernel E(~x, ~y):

E(~x, ~y) =
∫

d~p

(2π)3
ei~p(~x−~y)w~p. (6.54)

The vacuum energy E0 will be the eigenvalue of the equation HπΨ0 [π(~x)] =
E0Ψ0 [π(~x)]:

E0 =
1
2
E(0, 0) =

δ3(0)
2

∫
d~p

(2π)3
w~p (6.55)

In the continuum, i.e. without a high momentum cut–off, the previous expres-
sion is divergent if we do not use the normal order.

In the discretized case, the fields are regularized on the lattice. We take into
account the Hamiltonian Hπ of Eq(6.33) with the derivative definition ~∇π(~k) of
Eq(6.32) . We also assume periodic boundary conditions for a lattice nl×nl×nl
of step a, with side L = nla and volume V = L3.

Remembering the following relations where ~k and ~l satisfy Eq(6.35):

~x −→ a~l, ~p −→ 2π
anl

~k (6.56)

f(~x) = f(a~l) −→ f~l, f̃(~p) = f̃

(
2π
anl

~k

)
−→ f̃~k (6.57)

the discrete Fourier transform and antitransform are defined on the continuous
and discrete space in this way:

f̃(~p) =
∫
V

f(~x)e−i~x~pd~x −→ f̃~k =
∑
~l

f~l e
−i 2π

nl
~l~k
, (6.58)

f(~x) =
1

(2π)3

∫
Ṽ

f̃(~p)ei~x~pd~p −→ f~l =
1
n3
l

∑
~k

f̃~k e
i 2π
nl
~l~k
. (6.59)

The following relations are also satisfied:

1
(2π)3

∫
V

ei~x~pd~p = δ(~x) −→ 1
n3
l

∑
~k

e
i 2π
nl
~k~l = δ~l,0. (6.60)

As for the continuum case Eq(6.52), we can define a vacuum functional as

Ψ0

[
π(~l)

]
= exp

−1
2
a3
∑
~l~n

π(~l)E~l~nπ(~n)

 , (6.61)

with
E~l~n =

1
n3
l

∑
~k

e
i 2π
nl
~k(~l−~n)

w~k. (6.62)
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The vacuum energy E0 will be the eigenvalue of HπΨ0

[
π(~l)

]
= E0Ψ0

[
π(~l)

]
:

1
2
a3

∑
~i

E~i~i +
∑
~l~n

K~l~n −∑
~i

E~i~lE~i~n

π(~l)π(~n)

Ψ0

[
π(~l)

]
= E0Ψ0

[
π(~l)

]
(6.63)

from which we have
K~l~n =

∑
~i

E~i~lE~i~n. (6.64)

Now using Eq(6.62) we can rewrite the previous expression as:

n6
l K~l~n =

∑
~k~i~j

w~i w~j e
i 2π
nl
~i(~k−~l)

e
i 2π
nl
~j(~k−~n)

. (6.65)

Using the identity Eq(6.60) on ~k we obtain the condition ~i = −~j. So we can
write:

n3
l K~l~n =

∑
~i

w2
~i
e
i 2π
nl
~i(~n−~l)

. (6.66)

Using Eq(6.59) to antitransform the previous, we obtain∑
~n~l~k

w2
~k
e
i 2π
nl
~n(~k−~i)

e
−i 2π

nl
~l(~k+~j) = n3

l

∑
~n~l

K~l~ne
−i 2π

nl
~l~j
e
−i 2π

nl
~n~i

∑
~n~k

w2
~k
e
i 2π
nl
~n(~k−~i)

δ~k,−~j =
∑
~n~l

K~l~ne
−i 2π

nl
~l~j
e
−i 2π

nl
~n~i

n3
l

∑
~k

w2
~k
δ~k,~iδ~k,−~j =

∑
~n~l

K~l~ne
−i 2π

nl
~l~j
e
−i 2π

nl
~n~i

n3
lw

2
~i
δ~i,−~j =

∑
~n~l

K~l~ne
−i 2π

nl
~l~j
e
−i 2π

nl
~n~i
,

(6.67)

from which
w2
~i

=
∑
~n

K0~ne
−i 2π

nl
~n~i
. (6.68)

Remembering the definition K~l~n Eq(6.34), because of the periodic boundary
conditions, we have that:

w2
~k

=
∑
~n

(m2
π +

1
a2

3
2

)
δ0~n −

1
2a2

∑
~µ=x̂,ŷ,ẑ

δ0,~n+2~µ

 e−i 2π
nl
~n~k

= m2
π −

1
2a2

∑
~µ=x̂,ŷ,ẑ

[
e
−i 2π

nl
~k2~µ + e

+i 2π
nl
~k2~µ

2
− 1

]

= m2
π −

1
2a2

∑
~µ=x̂,ŷ,ẑ

[
cos
(

4π
nl
~k~µ

)
− 1
]

= m2
π +

1
a2

∑
~µ=x̂,ŷ,ẑ

sin2

(
2π
nl
~k~µ

)
.

(6.69)
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Using Eq(6.56) we can see that the previous expression becomes in the contin-
uum limit:

1
a2

∑
~µ=x̂,ŷ,ẑ

sin2

(
2π
nl
~k~µ

)
=

1
a2

∑
~µ=x̂,ŷ,ẑ

sin2 (a~p~µ) −→
lim
a→0

1
a2

∑
~µ=x̂,ŷ,ẑ

(a~p~µ)2 = ~p2

(6.70)
i.e. we obtain again the expression Eq(6.49) for w~k

w2
~p −→

lim
a→0

m2
π + ~p2. (6.71)

Taking into account Eq(6.63), Eq(6.64) and Eq(6.62) we have that the vac-
uum energy for the lattice is

E0 =
1
2

∑
~i

E~i~i =
1
2
nl

1
nl

∑
~k

w~k =
1
2

∑
~k

√√√√m2
π +

1
a2

∑
~µ=x̂,ŷ,ẑ

sin2

(
2π
nl
~k~µ

)
.

(6.72)

6.5 Nucleon–pion correlations

Consider a system made by only one nucleon. Similarly to what happens to
the pion vacuum, because of the presence of the ∂0π term, we have a non trivial
correlation between nucleon and pion. This means that we have to compute the
ground state of one nucleon inside the pion lattice. The ground state energy
will be the sum of the pion vacuum energy plus, the physical nucleon mass.
In this way we can determine the nucleon bare mass. Let us call (improperly)
self–energy of the nucleon the difference between its physical mass and the real
one. As for the pion vacuum energy, we can see that the nucleon self–energy is
much larger than the typical nucleon binding energy. Thus, we have to compute
its value and to accurately describe the nucleon–pion correlation that allows us
to perform an accurate AFDMC calculation.

As we will see, we cannot analytically solve the one–nucleon problem, so the
exact nucleon–pion correlation is not known. However, we can still accurately
compute the nucleon self–energy.

To study this nucleon–pion correlation, we forget the nucleon kinetic term.
So we start from a simple toy model and then we will try to improve it.

6.5.1 Yukawa model

We start taking into account only one species of pions and the following
simplified Hamiltonian:

H = Hπ +HπN (6.73)

Hπ =
1
2

∫
Π2
π(~x) +

(
~∇π(~x)

)2

+m2
ππ

2(~x)d~x (6.74)

HπN =
ga

2fπ

∫
N†(~x)π(~x)N(~x)d~x. (6.75)
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We can rewrite Eq(6.74) by integrating by parts:

Hπ =
1
2

∫
Π2
π(~x)− π(~x)∇2π(~x) +m2

ππ
2(~x)d~x, (6.76)

and Eq(6.75) assuming a constant nucleon number:

HπN =
ga

2fπ

A∑
n=1

∫
π(~x)δ(~x− ~xn)d~x =

ga
2fπ

A∑
n=1

π(~xn). (6.77)

We define ∆(~x) as the fundamental solution of

(−∇2 +m2
π)∆(~x) = δ(~x) =⇒ ∆(~x) =

e−mπ|~x|

|~x|
. (6.78)

We can also define the fields π(~x) and Ππ(~x) as:

Ππ(~x) → Π′π(~x) ≡ Ππ(~x), (6.79)

π(~x) → π′(~x) ≡ π(~x) +
ga

2fπ

A∑
n=1

∫
∆(~x− ~z)δ(~z − ~xn)d~z. (6.80)

The non interacting Hamiltonian for the new fields is

Hπ =
1
2

∫
Π
′2
π (~x)d~x +

1
2

∫ (
π′(~x)− ga

2fπ

A∑
n=1

∫
∆(~x− ~z)δ(~z − ~xn)d~z

)
×

×
(
−∇2π(~x) +m2

π

)(
π′(~x)− ga

2fπ

A∑
m=1

∫
∆(~x− ~y)δ(~y − ~xm)d~y

)
d~x

(6.81)
Integrating by parts, because of the properties of δ(~x) and of the definition of
∆(~x) Eq(6.78), we can write:

Hπ = H ′π −
ga

2fπ

A∑
n=1

π(~xn) − g2
a

8f2
π

A∑
m=1

A∑
n=1

∆(~xm − ~xn) (6.82)

with
H ′π =

1
2

∫
Π
′2
π (~x) +

[
∇2π′(~x)

]2
+m2

ππ
′2(~x)d~x. (6.83)

The second term of Eq(6.82) cancels with the interaction term of Eq(6.73)):

H = H ′π −
g2
a

8f2
π

A∑
m=1

A∑
n=1

∆(~xm − ~xn). (6.84)

With the new fields, we have that the Hamiltonian differs from the free one only
by a constant V0 . This is the energy interaction of the nucleons with the pion
fields:

V0 = − g2
a

8f2
π

A∑
m=1

A∑
n=1

∆(~xm − ~xn) = − g2
a

8f2
π

A∑
m=1

A∑
n=1

e−mπ|~xm−~xn|

|~xm − ~xn|
. (6.85)
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Therefore, for this toy model we have that the nucleon bare mass M0 is equal
to M0 = MN −MA, with MA = V0 where V0 is computed for A = 1.

We can write also the ground state of the system; we remember Eq(6.52),
Eq(6.54) and then we apply the same transformations Eq(6.80) and Eq(6.79),
obtaining

Ψ0 [π′(~x), ~xn] = exp

[
−1

2

∫ (
π′(~x)− ga

2fπ

A∑
n=1

∆(~x− ~xn)

)
E(~x, ~y)×

×

(
π′(~y)− ga

2fπ

A∑
m=1

∆(~y − ~ym)

)
d~xd~y

]
.

(6.86)

Now we can do the same on the discrete lattice, with the same assumptions
of the previous paragraph. The free pion Hamiltonian Hπ Eq(6.33) will be

Hπ =
1
2
a3
∑
~l

Π2
π(~l) +

1
2
a3
∑
~l,~n

π(~l) K~l~n π(~n), (6.87)

while the interaction term HπN becomes:

HπN =
ga

2fπ

A∑
n=1

∑
~l

π(~l)δa(a~l − ~xn) =
ga

2fπ

A∑
n=1

π(ba−1~xnc). (6.88)

Now we can define a discretized version of ∆(~x), consistently with the discrete
derivative Eq(6.32):

(−∇2 +m2
π)∆(~n) = δa(~n), (6.89)

∆(~n) =
1

a3n3
l

∑
~l

e
2π
nl
~l~n

m2
π + 1

a2

∑
~µ=x̂,ŷ,ẑ

sin2
(

2π
nl
~l~µ
)

=
1

a3n3
l

∑
~l

cos
(

2π
nl
~l~n
)

m2
π + 1

a2

∑
~µ=x̂,ŷ,ẑ

sin2
(

2π
nl
~l~µ
) .

(6.90)

The fields π(~n) and Ππ(~n) are defined as:

Ππ(~n) → Π′π(~n) ≡ Ππ(~n), (6.91)

π(~n) → π′(~n) ≡ π(~n) +
ga

2fπ

A∑
n=1

∑
~l

∆(~l)δa(a~l − ~xn). (6.92)

As for the continuum case we write the free Hamiltonian using the new fields
definition obtaining:

H = H ′π −
g2
a

8f2
π

A∑
m=1

A∑
n=1

∆(ba−1(~xn − ~xm)c), (6.93)
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with
H ′π =

1
2
a3
∑
~l

Π
′2
π (~l) +

1
2
a3
∑
~l,~n

π′(~l) K~l~n π
′(~n). (6.94)

The interaction of the nucleons with the pion field will be:

V0 = − g2
a

8f2
π

A∑
m=1

A∑
n=1

∆(ba−1(~xn − ~xm)c)

= − g2
a

8f2
π

1
a3n3

l

A∑
m=1

A∑
n=1
n6=m

∑
~k

cos
(

2π
nl
~k
(
ba−1(~xn − ~xm)c

))
m2
π + 1

a2

∑
~µ=x̂,ŷ,ẑ sin2

(
2π
nl
~k~µ
) . (6.95)

As from Eq(6.61) , we can write the ground state wavefunction:

Ψ0

[
π′(~l), ~xn

]
= exp

−1
2
a3
∑
~l~n

(
π′(~l)− ga

2fπ

A∑
i=1

∆(~l − ba−1~xic)

)
×

×E~l~n

π′(~n)− ga
2fπ

A∑
j=1

∆(~n− ba−1~xjc)

 .
(6.96)

In this way we have obtained the ground state energy and the wavefunction of a
A nucleon system, taking into account only the Hπ and the Yukawa HπN terms
of the Hamiltonian, both in the continuum that in the lattice case.

6.5.2 Derivative coupling model

We try now to further improve the previous model. We still have to take
into account only one type of pions, and we consider the Hamiltonian:

H = Hπ +HπN , (6.97)

Hπ =
1
2

∫
Π2
π(~x) +

(
~∇π(~x)

)2

+m2
ππ

2(~x)d~x

=
1
2

∫
Π2
π(~x)− π(~x)∇2π(~x) +m2

ππ
2(~x)d~x,

(6.98)

HπN =
ga

2fπ

∫
N†(~x)∂zπ(~x)N(~x)d~x

=
ga

2fπ

A∑
n=1

∫
∂zπ(~x)δ(~x− ~xn)d~x =

ga
2fπ

A∑
n=1

∂zπ(~xn).
(6.99)

We define ∆(~x) as in Eq(6.78) and the pion fields π(~x) and Ππ(~x) as

Ππ(~x) → Π′π(~x) ≡ Ππ(~x), (6.100)

π(~x) → π′(~x) ≡ π(~x)− ga
2fπ

A∑
n=1

∫
∂z∆(~x− ~z)δ(~z − ~xn)d~z. (6.101)
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The free Hamiltonian can be rewritten as

Hπ =
1
2

∫
Π
′2
π (~x)d~x +

1
2

∫ (
π′(~x) +

ga
2fπ

A∑
n=1

∫
∂z∆(~x− ~z)δ(~z − ~xn)d~z

)
×

×
(
−∇2π(~x) +m2

π

)(
π′(~x) +

ga
2fπ

A∑
m=1

∫
∂z∆(~x− ~y)δ(~y − ~xm)d~y

)
d~x.

(6.102)
Integrating by parts, because of the properties of δ(~x) and because of the defi-
nition of ∆(~x), we have that

Hπ = H ′π −
ga

2fπ

A∑
n=1

π(~xn) +
g2
a

8f2
π

A∑
m=1

A∑
n=1

∂2
z∆(~xm − ~xn) (6.103)

with H ′π as in Eq(6.83). So we have

H = Hπ +HπN = H ′π +
g2
a

8f2
π

A∑
m=1

A∑
n=1

∂2
z∆(~xm − ~xn) = H ′π + V0. (6.104)

The ground state will have eigenvalue E0 + V0. Its wavefunction will be

Ψ0 [π′(~x), ~xn] = exp

[
−1

2

∫ (
π′(~x) +

ga
2fπ

A∑
n=1

∂z∆(~x− ~xn)

)
E(~x, ~y)×

×

(
π′(~y) +

ga
2fπ

A∑
m=1

∂z∆(~y − ~ym)

)
d~xd~y

]
.

(6.105)

Now we try to do the same for the discrete case. With the derivative defini-
tion Eq(6.32), with ∆(~n) defined as in Eq(6.90) and with the following Hamil-
tonian H = Hπ +HπN :

Hπ =
1
2
a3
∑
~l

Π2
π(~l) +

1
2
a3
∑
~l,~n

π(~l) K~l~n π(~n), (6.106)

HπN =
ga

2fπ

A∑
n=1

∑
~l

∂zπ(~l)δa(a~l − ~xn)

=
ga

2fπ

A∑
n=1

∂zπ(ba−1~xnc)

=
ga

2fπ

A∑
n=1

π(ba−1~xnc+ ẑ)− π(ba−1~xnc − ẑ)
2a

,

(6.107)

we can define, as for the Yukawa toy–model:

Ππ(~n) → Π′π(~n) ≡ Ππ(~n) (6.108)
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π(~n) → π′(~n) ≡ π(~n)− ga
2fπ

A∑
n=1

∑
~l

∂z∆(~l)δa(a~l − ~xn)

= π(~n)− ga
2fπ

A∑
n=1

∑
~l

∆(~l + ẑ)−∆(~l − ẑ)
2a

δa(a~l − ~xn).

(6.109)

Now using the previous relations to rewrite the Hamiltonian, we have

Hπ = H ′π −
ga

2fπ

A∑
i=1

∂zπ(ba−1~xic) +
g2
a

8f2
π

A∑
i=1

A∑
j=1

∂2
z∆(ba−1~xi−a−1~xjc) (6.110)

with H ′π as from Eq(6.94). As we can see, also in this case the second term is
removed by the interaction term HπN of the full Hamiltonian H = Hπ +HπN :

H = H ′π +
g2
a

8f2
π

A∑
i=1

A∑
j=1

∂2
z∆(ba−1~xi − a−1~xjc) = H ′π + V0 (6.111)

Now using the notation ∆(~ni − ~nj) = ∆(ba−1~xi − a−1~xjc) , we have

∂z∆(~ni − ~nj) =
∆(~ni − ~nj + ẑ)−∆(~ni − ~nj − ẑ)

2a

=
1

2a4n3
l

∑
~l

cos
(

2π
nl
~l(~ni − ~nj + ẑ)

)
− cos

(
2π
nl
~l(~ni − ~nj − ẑ)

)
m2
π + 1

a2

∑
~µ=x̂,ŷ,ẑ

sin2
(

2π
nl
~l~µ
)

= − 1
a4n3

l

∑
~l

sin
(

2π
nl
~lẑ
)

cos
(

2π
nl
~l(~ni − ~nj)

)
m2
π + 1

a2

∑
~µ=x̂,ŷ,ẑ

sin2
(

2π
nl
~l~µ
)

(6.112)

∂2
z∆(~ni − ~nj) =

∂z∆(~ni − ~nj + ẑ)− ∂z∆(~ni − ~nj − ẑ)
2a

= − 1
a5n3

l

∑
~l

sin2
(

2π
nl
~lẑ
)

cos
(

2π
nl
~l(~ni − ~nj)

)
m2
π + 1

a2

∑
~µ=x̂,ŷ,ẑ

sin2
(

2π
nl
~l~µ
) (6.113)

We obtain the expression of V0 for the lattice

V0 = − g2
a

8f2
π

1
a5n3

l

A∑
i=1

A∑
j=1

∑
~l

sin2
(

2π
nl
~lẑ
)

cos
(

2π
nl
~l(ba−1~xi − a−1~xjc)

)
m2
π + 1

a2

∑
~µ=x̂,ŷ,ẑ

sin2
(

2π
nl
~l~µ
) (6.114)
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and the ground state wavefunction

Ψ0

[
π′(~l), ~xn

]
= exp

−1
2
a3
∑
~l~n

(
π′(~l) +

ga
2fπ

A∑
i=1

∂z∆(~l − ba−1~xic)

)
×

×E~l~n

π′(~n) +
ga

2fπ

A∑
j=1

∂z∆(~n− ba−1~xjc)


= exp

−1
2
a3
∑
~l~n

(
π′(~l) +

ga
2fπ

A∑
i=1

∆(~l − ba−1~xic+ ẑ)−∆(~l − ba−1~xic − ẑ)
2a

)
×

×E~l~n

π′(~n) +
ga

2fπ

A∑
j=1

∆(~n− ba−1~xjc+ ẑ)−∆(~n− ba−1~xjc − ẑ)
2a


(6.115)

In this way we have obtained the ground state energy and the wavefunction
of a A nucleon system, taking into account only the Hπ and the derivative toy–
model HπN terms of the Hamiltonian, both on the continuum and on the lattice
case.

6.5.3 Spin-Isospin dependent coupling

Now we try to use the exact HπN term as in the previous two paragraphs.
The full pion–nucleon coupling is:

HπN =
ga

2fπ

∫
N†(~x)σjτi∇jπi(~x)N(~x)d~x

=
ga

2fπ

A∑
n=1

σnjτni∇jπi(~xn).
(6.116)

We take into account the Hamiltonian H = Hπ +HπN , excluding the nucleon–
nucleon part. As in the previous paragraphs we can define

Ππi(~x) → Π′πi(~x) ≡ Ππi(~x), (6.117)

πi(~x) → π′i(~x) ≡ πi(~x)− ga
2fπ

∫
N†(~z)σjτi∇j∆(~x− ~z)N(~z)d~z

= πi(~x)− ga
2fπ

A∑
n=1

σnjτni∇j∆(~x− ~xn),
(6.118)

with ∆(~x) defined as in Eq(6.78).
Once more we rewrite the Hamiltonian with the new fields:

H = H ′π +
g2
a

8f2
π

A∑
m=1

A∑
n=1

σmjσnj′τmiτni∇j∇j′∆(~xm − ~xn). (6.119)
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Because of the properties of ∆(~x), we have that:

∇j∇j′∆(~x) = δj′j∇2
j∆(~x), (6.120)

and consequently Eq(6.119) becomes:

H = H ′π +
g2
a

8f2
π

A∑
m=1

A∑
n=1

σmjσnjτmiτni∇2
j∆(~xm − ~xn). (6.121)

In the case A = 1 because of the properties of the σ matrices, we have that
τ2
i = σ2

i = 1. We can then simplify Eq(6.121) obtaining:

H = H ′π + 9
g2
a

8f2
π

∇2
j∆(0) = H ′π + V0. (6.122)

We might state that an analytic solution was also found for the case A = 1.
However, this is not the case. Consider the ground state wavefunction to which
we now also add the nucleon spin/isospin component χ(s, t):

Ψ0 [πi(~x), s, t] = e−
1
2

R
πi(~x)E(~x,~y)πi(~y)d~xd~y χ(s, t). (6.123)

Using Eq(6.118) we can rewrite

Ψ0 [πi(~x), xn, sn, tn] =

= exp

[
−1

2

∫ (
π′i(~x) +

ga
2fπ

A∑
n=1

σnjτni∇j∆(~x− ~xn)

)
E(~x, ~y)×

×

(
π′i(~y) +

ga
2fπ

A∑
m=1

σmjτmi∇j∆(~y − ~ym)

)
d~xd~y

]
χ(sn, tn)

(6.124)

and even for one nucleon, we have that:

HΨ0 [πi(~x), xn, sn, tn] 6= (E0 + V0)Ψ0 [πi(~x), xn, sn, tn] (6.125)

i.e. Ψ0 is not an eigenfunction of H ′π because of the presence of non–commuting
spin/isopsin operators.
Nevertheless, a variational wavefunction of the form described in Eq(6.124)
might still be a better approximation those derived in the previous simplified
models for ADFMC calculation.

Let us now derive the discrete formulation of the wavefunction. The Hamil-
tonian will be

HπN =
ga

2fπ

A∑
n=1

∑
~l

σnjτni∇jπi(~l)δa(a~l − ~xn)

=
ga

2fπ

A∑
n=1

σnjτni∇jπi(ba−1~xnc)

=
ga

2fπ

A∑
n=1

σnjτni
πi(ba−1~xnc+ ĵ)− πi(ba−1~xnc − ĵ)

2a
,

(6.126)
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and the new fields:
Ππi(~n) → Π′πi(~n) ≡ Ππi(~n) (6.127)

πi(~n) → π′i(~n) ≡ πi(~n)− ga
2fπ

A∑
n=1

∑
~l

σnjτni∇j∆i(~l)δa(a~l − ~xn)

= πi(~n)− ga
2fπ

A∑
n=1

∑
~l

σnjτni
∆i(~l + ĵ)−∆i(~l − ĵ)

2a
δa(a~l − ~xn).

(6.128)
The wavefunction can be written as:

Ψ0

h
π′i(~l), ~xn, sn, tn

i
=

= exp

24−1

2
a3
X
~l~n

 
π′i(~l) +

ga
2fπ

AX
k=1

σkjτki∇j∆i(~l − ba−1~xkc)

!
×

× E~l~n

 
π′i(~n) +

ga
2fπ

AX
l=1

σljτli∇j∆i(~n− ba−1~xlc)

!#
χ(sn, tn)

= exp

24−1

2
a3
X
~l~n

 
π′i(~l) +

ga
2fπ

AX
k=1

σkjτki
∆i(~l − ba−1~xkc+ ĵ)−∆i(~l − ba−1~xkc − ĵ)

2a

!
×

× E~l~n

 
π′i(~n) +

ga
2fπ

AX
l=1

σljτli
∆i(~n− ba−1~xlc+ ĵ)−∆i(~n− ba−1~xlc − ĵ)

2a

!#
χ(sn, tn).

(6.129)

6.6 Wave Functions

In order to be able to perform efficient AFDMC calculations we need a good
trial wavefunction for the ground state. We have seen that for the pion vacuum
system we known the exact wavefunction Ψ0 Eq(6.61). For the one nucleon
system we can only have an approximate wavefunction as Eq(6.129) or those of
the previous simpler models. For many–nucleon systems we eventually have to
take into account some nucleon–nucleon correlations.

We can thus define a one–body operator for a nucleon–pion correlator. We
use a spin/isospin independent θ′m:

Θ′m = exp

−1
2
gT
2fπ

a3
∑
~i,~j,α

πα~i E~i~j ∂β∆(~j − ba−1~xmc)

 , (6.130)

or a θm that contains spin/isospin operators:

Θm = exp

−1
2
gT
2fπ

a3
∑

~i,~j,α,β

πα~i E~i~j ∂β∆(~j − ba−1~xmc)σβτα

 , (6.131)
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with ∂β∆ defined as in Eq(6.112) and gT a variational parameter. Two body
nucleon–nucleon correlations could be included with other spin/isospin depen-
dent Jastrow terms, taking care to symmetrize the operators to preserve the
antisymmetry of the uncorrelated wavefunction. Calling |χ〉 the antisymmetric
uncorrelated nucleon wavefunction (i.e. a sum of Slater determinant of single
particle wavefunctions), the final trial wavefunction becomes

|ΨT 〉 = Ψ0

[
S
∏
m>n

(1 + τα(m)τα(n)fτ (rmn))

] ∏
m>n

fc(rmn)
∏
w

Θw|χ〉

(6.132)
where Ψ0 is the pion vacuum wavefunction of Eq(6.61). The correlation func-
tions fc(rmn) and fτ (rmn) and the parameter gT of Θm have to be determined
variationally, minimizing the energy of the system.



Chapter 7

AFDMC within EFT

7.1 Assumptions

In the first part of this thesis we have seen the technical details of the
AFDMC method. In the previous chapter we have shown the basics of EFT to
define our nuclear system. Now we try to solve this problem with the AFDMC
method.

We start with the leading order EFT as defined by the Hamiltonian described
in (§ 6.3). We have already chosen our degrees of freedom (nucleons ad pions),
our regularization scheme and our cut–off a ' fm . In order to study a nucleus
like 4He it is customary[BEK+07] to choose a pion field box with L ' 10fm,
i.e. with 5 lattice site per dimension. Other parameters and constants used in
simulations are reported in Tab. 7.1.

~ 1
~c 197.33 fm MeV
a 1.9733 fm
nl 5
L 9.8663 fm
mπ 138.08 MeV
MN 938.92 MeV
ga 1.26
fπ 92 MeV

Table 7.1: Used parameters

Now we have to set three effective parameters in our Hamiltonian: the bare
nucleon mass M0 and the two contact interaction terms C and CI . Moreover
we have also to set the variational parameter we use in the trial wavefunction
of AFDMC algorithm.

103
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Figure 7.1: Nucleon eigenenergy MN −M0 for the derivative toy–model for a
lattice with L = 5.92 fm as function of the lattice size a.

At first we have to find M0, i.e. to solve the one nucleon system and to find
the better one nucleon trial wavefunction. Then we need to find the two con-
tact interaction terms C and CI , reproducing the binding energy of two different
nucleon systems. If we had been able to do that, then we could made some pre-
dictive calculations for other nuclei, eventually improved the EFT Hamiltonian
at next orders, or included others degrees of freedom as the ∆.

Note that with the previous assumptions we obtain a vacuum pion energy
equal to

E0 = 34.4633GeV (7.1)

From the computational point of view, it is important to realize that this value
is several orders of magnitude larger than the energies we are interested in.
Fluctuations that are very small compared to this value and that might come
from an inaccurate description of the pion vacuum would eventually prevent
the computation of any quantity with a meaningful accuracy. Therefore, it is
of extreme importance to include the exact pion vacuum wavefunction Ψ0 in
order to prevent the occurence of such statistical fluctuations. If we want to
eventually improve our EFT decreasing the lattice size and increasing the lattice
points, we have to keep care of the diverging value of the vacuum energy.

We can do a similar discussion for the nucleon eigenenergy. For a qualitative
study, we consider one of the previous simplified models. Nucleon self–energy
as function of the pion lattice size are shown in Fig. 7.1. We can argue that
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in the case of a lattice step not too much smaller than those we use (a ' 2
fm), we might not be able to perform an AFDMC calculation without an exact
description of the nucleon–pion correlation. Without it, the statistical noise
related to this self–energy is some order of magnitudes bigger of the typical
nuclear binding energies, and so it hides the signal that we want to compute.

7.2 AFDMC details

In this paragraph we analyze some technical details of the AFDMC imple-
mentation.

The variables that we have to sample are the nucleon coordinates, their spin
and isospin states, and the value of the pion field for each lattice site for all the
three pion species. So, to better understand the Monte Carlo implementation,
let us think each lattice pion site as a sort of “particle”, for which we have a
“kinetic” term (i.e. the Π2

π term) and a sort of “position”, i.e. the value of the
field in that site.

So we can rewrite our Hamiltonian as

H = TN + Tπ + VC + Vστ + Vτ , (7.2)

with

TN = −
A∑

m=1

∇2
m

2M0
, (7.3)

Tπ =
1
2
a3
∑
~l

Π2
πi(
~l), (7.4)

Vc = AM0 +
1
2
a3
∑
~l,~n

πi(~l) K~l~n πi(~n) +
1
2

A∑
m=1

A∑
n=1
n 6=m

Cδa(~xm − ~xn), (7.5)

Vτσ = HπN =
ga

2fπ

A∑
m=1

τiσj
πi(ba−1~xmc+ ĵ)− πi(ba−1~xmc − ĵ)

2a
, (7.6)

Vτ =
1
2

A∑
m=1

A∑
n=1
n 6=m

CI(~τm ·~τn)δa(~xm − ~xn). (7.7)

In the AFDMC algorithm the kinetic contribution to the nucleon dynamics
is given in terms of the standard drifted Gaussian propagator. We can say the
same for the propagator corresponding to Tπ. For each lattice site we have
to sample the pion field value with a drifted Gaussian as for the positions of
nucleons.

The term Vc is simply a central potential term, while Vστ contains a one–
body spin/isospin operator. The propagator of both of them can be included in
the standard DMC without any difficulty.

The propagator of the remaining Vτ contact term, because of the presence
of the two–body isospin operator, requires the use of the Hubbard Stratonovich
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transform, i.e. the inclusion of other auxiliary fields.

The trial wavefunction will be simply a function of nucleon positions and
spin/isospin one–body states, and of the pion field values of each lattice site
for all the three pion families. We can think of using a trial wavefunction like
that in Eq(6.132). Anyway to be able to use AFDMC method, we have to
neglect the two–body isospin dependent term. It might be used in a VMC or
GFMC calculation taking into account the full spin/isospin product space. We
also want to stress the fact that the spin/isospin operators in the nucleon–pion
correlator Θm are only one–body operators, so they can be in principle used
also in a AFDMC calculation. However, in order to compute, for example, the
nucleon kinetic term, we have to write the derivative of |ΨT 〉 with respect to
a nucleon coordinate. Because of the presence of non commuting operators in
Θm, it is impossible to write an analytic form for the derivative of |ΨT 〉. It is
anyway possible to compute it numerically. This numerical calculation is very
expensive if done at any Monte Carlo step for each nucleon and lattice site.

7.3 Nucleon bare mass

As said before, at first we have to compute the nucleon bare mass. We do a
AFDMC calculation for the one nucleon system, using for the nucleon correlator
the spin/isospin independent operator Θ′m. We start choosing M0 = MN , i.e. a
bare mass equal to the physical mass. Computing the energy ground state value
of this system, we have to obtain an overbound equal toMN respect to the pion
vacuum energy. Clearly withM0 = MN we obtain a shift respect to this ansatz.
So we add this shift to M0 and we make a new AFDMC calculation. We iterate
this procedure several times until we reach the convergence.

Finally, after the extrapolation for dt → 0 and nw → ∞ as shown in the
plots, we obtain the following values for the nucleon self–energy

MA = MN −M0 = −(39.82± 0.05)MeV (7.8)

and the nucleon bare mass

M0 = (978.74± 0.05)MeV (7.9)

7.4 Variational parameters

In order to improve the calculation of the previous paragraph, and also to
reduce the statistical noise and the computational cost related to the the self–
energy, we attempt to refine the trial wavefunction.

We try to study the one–nucleon system, at first using Θ′m as the nucleon–
pion correlator and changing the gT parameter of Θ′m.

Then we try also to include one–body spin/isospin correlations using the
correlator Θm. In this case we are able to obtain a very accurate result for
the variational parameter gT = 2ga, as shown in Fig. 7.4. In fact we are able
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Figure 7.2: Nucleon self–energy MN − M0 as function of the inverse of the
number of walkers used in the AFDMC algorithm.

Figure 7.3: Nucleon self–energy MN −M0 as function of the AFDMC time step
dt used in the propagator.
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Figure 7.4: Nucleon self–energy computed with the AFDMC algorithm (-39.819
MeV) and with VMC algorithm as function of the variational parameter gT /ga
of the trial wavefunction.

to obtain with VMC the same result of AFDMC, with a very small statistical
variance.

In other words, this wave function is very close to that of the exact ground
state. However, as explained before, this wavefunction is very expensive to
be computed because derivatives can be calculated only numerically. Thus for
AFDMC calculations it is better to use only the correlator Θ′m with gT = 2ga.

7.5 C and CI parameter fit

We have determined the nucleon bare mass M0. Now we have to set other
two parameters in the Hamiltonian, i.e. the coefficients of the nucleon contact
interaction term. To do that, to avoid bias due to the finite size of the pion box
and the many–body effects, we initially try to solve the 1S0 and 3S1 2–nucleon
states in the box. The solution is known from [BBPnS04]. We made several
attempts to solve this problem, i.e. to fit C and CI , within AFDMC. We have
tried to use different trial wavefunctions and approximations, but the statistical
noise and the instabilities of the fixed–phase approximation do not allow to be
so accurate to find C and CI (see Fig. 7.5 and Fig. 7.6).

We tried to do other calculations for 4He, 8He 16O with a chosen value of C
and CI coefficients. For these systems, the AFDMC calculation are stable (see



7.5. C and CI parameter fit 109

-40

-20

0

20

40

60

80

100

0 500 1000 1500 2000 2500 3000 3500 4000

Monte Carlo steps

E
ne

rg
y 

[M
eV

]

Figure 7.5: Example of the estimate of the energy for the two–nucleon system
as function of the Monte Carlo steps of an AFDMC simulation. It is possible
to notice anomalus jumps, that evidence the instability of the algorithm. In
Fig. 7.6 it is shown a calculation with more samples.
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Figure 7.6: Example of the estimate of the energy for the two–nucleon system
as function of the Monte Carlo steps of the AFDMC simulation. It is possible
to notice that also increasing statistic with respect to Fig. 7.5, the instabilities
do not leave AFDMC to reach a stable value.
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Figure 7.7: Estimate of the energy of 4He as function of the Monte Carlo steps
of an AFDMC simulation. We set arbitrarily C = −3.62 · 10−5MeV−2 and
CI = −2.28 · 10−6MeV−2.

Fig. 7.7). However we have a too poor Lagrangian and too many nucleons to be
able to remove spurious many–body effects or to compare our calculation with
other ones.

Moreover, C and CI are strictly regularization dependent, and we cannot
use the same coefficients computed in other works.



Chapter 8

EFT with istantaneous pion fields

An attempt to solve the EFT problem, though in an approximate way, con-
sist of neglecting the dynamic term ∂0π, in the hope that C and CI coefficients
must be the same also taking into account the ∂0π term. This work was done
in collaboration with Bingwei Long at ECT*.

8.1 2–body potential

As said before, if we neglect the ∂0π term of the EFT Lagrangian, i.e. if we
consider instantaneous the pion meson exchange between nucleons, we are able
to integrate out the pion field and to write a nucleon potential.

So we take into account the Hamiltonian as defined in (§ 6.3). We use
the same regularization and the same conventions of the previous chapter. As
mentioned before, the problem is simplified by removing the Π2

π term in Hπ.
In this way the pion vacuum energy is zero, as the nucleon self energy. The
drawback is the exclusion of all retardation effect and correlations induced by
the pion dynamics.

In order to write a nucleon–nucleon potential we consider a 2–nucleon sys-
tem. We choose to work in momentum space. The momentum eigenstates of a
single nucleon are normalized as orthonormal

〈~p ′ σ′ τ ′|~p σ τ〉 = δ~p ′ ~p δσ′σδτ ′τ . (8.1)

Since the normalization in spin and isospin space is trivial, we focus on momen-
tum space. In the center of mass frame, with ~p (−~p) and ~p ′ (−~p ′) the initial
and final momentum of the nucleon 1 (2), the normalization is

〈~p ′,−~p ′|~p ,−~p 〉 = δ~p ′ ~p . (8.2)

The free Hamiltonian for the two-nucleon system is

H0 =
~p 2

1

2mN
+

~p 2
2

2mN
. (8.3)
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So,

〈~p ′,−~p ′|H0|~p ,−~p 〉 =
~p 2

mN
δ~p ′ ~p . (8.4)

In order to simplify the notation, from now on, |~p 〉 ≡ |~p ,−~p 〉. The contact
interactions have matrix elements as follows

〈~p ′|Vct|~p 〉 = L−3F(~q ) (C + CI~τ1 ·~τ2) , (8.5)

where ~q ≡ ~p ′ − ~p and F(~q ) is simply the Fourier transform of our δα regular-
ization:

F(~q ) ≡
∫
L3
d3x δa(~x )e−i~q · ~x

=
3∏
z=1

sin(qza/2)
qza/2

.

Note that F(~q ) = F(−~q ). The OPE (one pion exchange) potential in momen-
tum space reads

〈~p ′|V OPE |~p 〉 = −L−3

(
gA
2fπ

)2

τ1 · τ2 F2(~q )

(∑3
z=1 σ

z
1

sin qza
a

)(∑3
z=1 σ

z
2

sin qza
a

)
m2
π +

∑3
z=1 sin2(qza)/a2

.

(8.6)
It is easy to see that both 〈~p ′|Vct|~p 〉 and 〈~p ′|V OPE |~p 〉 have the correct dimen-
sion, L−1. Now we can compute the matrix element of H between orthonormal
momentum eigenstates,

〈~p ′|H|~p 〉 =
~p 2

mN
δ~p ′~p + L−3F(~q ) (C + CI~τ1 ·~τ2) +

− L−3

(
gA
2fπ

)2

τ1 · τ2 F2(~q )

(∑3
z=1 σ

z
1

sin qza
a

)(∑3
z=1 σ

z
2

sin qza
a

)
m2
π +

∑3
z=1 sin2(qza)/a2

(8.7)

8.2 Hamiltonian diagonalization and fit of effec-
tive parameters

In the previous paragraphs we have written the nucleon potential and the
2–body matrix element of our EFT theory at leading order in the approximation
of instantaneous pions. Now we want to solve the two body problem. So we
have to find the ground state wavefunction and eigenvalue for the triplet 3S1

and the 1S0 two-nucleon states. We have to diagonalize Eq(8.7) to find the
minimum eigenstate and eigenvalue.

We choose a discretized momentum basis set consistent with the lattice reg-
ularization. We need to take into account a finite number of basis elements so
we choose the smallest momentum states. We consider up to 13 momentum
states per dimension, i.e. up to 2197 total states for 1S0 and 6591 for 3S1. At
first we compute all the matrix elements between these states, both for 3S1 and
1S0. Then we choose to use the Lanczos algorithm to numerically diagonalize
the matrix to find the lowest energy solution.
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Figure 8.1: Plot of exact diagonalization results(red) compared to the results of
Beane et al.(green) for the 1S0 state. Results are in good agreement, but for the
smallest box size. A possible reason is that EFT is not so accurate to describe
a 2–neutron system in a so small box.

As in the previous chapter, we have to fix the coefficients C and CI of the
contact terms. The energy levels of the two nucleon system in a box is known
from [BBPnS04]. In this work Beane et al. compute the corrections due to the
finite size effects and periodic boundary conditions of the two nucleon system.
So we fix this coefficients in a way to reproduce the data of Beane for the
previously defined lattice, i.e. with a = 2 fm and L = 10 fm. Finally we obtain

C = −8.69 · 10−5MeV−2 (8.8)
CI = 5.16 · 10−6MeV−2 (8.9)

We check our calculations with that of Beane, studying the dependence of
the ground state energy on the size of the box L (as shown in Fig. 8.2 and
Fig. 8.1) and making sure to have reached the convergence in the number of
basis elements considered for the diagonalization. This last result is shown in
Fig. 8.3 where N indicates the number of momentum elements considered for
each dimension.

8.3 Another AFDMC attempt

With the previous diagonalization method we have determined the two ef-
fective parameters and also the nucleon potential derived from our EFT. Now
we can use these information to do several things:

• Use the AFDMC with the potential that we have obtained. This is not
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Figure 8.2: Plot of exact diagonalization results(red) compared to the results
of Beane et al.(green) for the 3S1 state. A good agreement with Beane’s calcu-
lations is found up to box with size L ' 17 fm. Disagreements for larger L are
due to the too few number of states considered to diagonalize the Hamiltonian,
i.e. using a basis cut to N = 13 the convergence N →∞ is not reached for box
larger than L = 17 fm.

Figure 8.3: Convergence of the binding energy for both 1S0 than 3S1 states as
function of the considered number of basis elements. We assume a box large
L = 10 fm with a lattice of size a = 2 fm. The convergence is reached using
N ≥ 9 basis elements.
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useful and without any interest. In fact we have obtained a poor potential
that has nothing more than a standard phenomenological one. We do not
have any dynamic correlation inside. Moreover there is a bias related to
the presence of the lattice, of it is symmetry and of the finite size and
boundary conditions of the box. We cannot learn nothing new about the
physic system or the interaction.

• Use the AFDMC EFT approach like in the previous chapter, i.e. using
instead of the potential the Hamiltonian with the explicit presence of
the pion fields. From the physical point of view we do not have any
improvement respect to the previous point. From a technical point of
view, it could be interesting to see how the auxiliary fields of AFDMC are
directly related to the pion fields.

• Use the previous used diagonalization method to study other nuclei. This
is not possible because of the exponential explosion of the number of state
to be considered, i.e. of the matrix size to be diagonalized.

• As said before we can hope that the coefficients C and CI so determined
are not so far from that one of the Hamiltonian that includes the ∂0π
terms in Hπ, i.e. without the approximation of instantaneous pions. So
we tried to compute with the method explained in the previous chapter
the binding energy of 4He system; we obtain a too deep binding energy
(∼ 125MeV). We tried also the 2–nucleon 1S0 and 3S1 states finding again
the already discussed AFDMC instability of these two systems.
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Chapter 9

Introduction

In this part of the thesis we want to use our AFDMC knowledge to solve the
ground state of hypernuclei. We plan also to perform a calculation for neutron
matter in the presence of hyperons. In this chapter we summarize the knowledge
and the experimental and theoretical interest to hypernuclear systems.

9.1 Hyperons and hypernuclei

Hyperons are barion with non zero strangeness. In table Tab. 9.1 we show
all the hyperon types and their principal properties. As we can see they have

Hyperon Composition Mass Lifetime Decay modes
[MeV] [s]

Λ uds 1115.683(6) 2.60 · 10−10 p+ + π− , n+ π−

Σ+ uus 1189.37(0.7) 8.018 · 10−11 p+ + π0 , n+ π+

Σ0 uds 1192.642(24) 7.4 · 10−20 Λ + γ

Σ− dds 1197.449(30) 1.479 · 10−10 n+ π−

Ξ0 uss 1314.83(20) 2.90 · 10−10 Λ + π0

Ξ− dss 1321.31(13) 1.639 · 10−10 Λ + π−

Ω− sss 1672.45(29) 8.21 · 10−11 Λ +K− , Ξ0 + π−

Ξ− + π0

Table 9.1: Hyperon types and properties[ADA+08].

a mass quite bigger than a nucleon and a lifetime characteristic of a weak de-
cay. We want to study systems made up by hyperons and nucleons, so we are
interested to known the interaction between hyperons themselves and hyperons
and nucleons. In presence of accurate experimental results on nucleon–hyperon
scattering it would be possible to build an accurate interaction, as it was done in
the nucleon–nucleon case. However, because of the so short lifetime of hyperons,
it is not possible to have accurate and sufficiently intense beams to do perform
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Updated from: O. Hashimoto and H. Tamura, Prog. Part. Nucl. Phys. 57 (2006) 564.

(2006)

Figure 9.1: Hypernuclear chart as from [HT06]. In this table are shown the
known single–Λ–hypernuclei and the available experiment measures. Moreover
we know also 3 double–Λ–hypernuclei.

such experiments. The only data available so far are a few cross section data.
Best experimental data about hyperons came from hypernuclei, i.e. from the
study of nuclei including one or more hyperons. As we can see from the hyper-
nuclear chart Fig. 9.1, about ∼ 40 hypernuclei including a single Λ hyperon and
only 3 double–Λ–hypernuclei been measured. Experimentally hypernuclei are
produced exciting one nucleon to an hyperon. Hypernuclei have more or less
the same lifetime of the single hyperon and therefore they are instable systems
that decay in about 10−10s. We substantially know only Λ–hypernuclei because
the Λ hyperon is the lightest one.

9.2 History and experiments

Because of the previously explained properties of hyperons at present the
only way to study the hyperon–hyperon and hyperon–nucleon interaction is
related to the study of hypernuclei.

Hypernuclei were discovered in 1953. From that year Λ–hypernuclei were
systematically studied with the available experimental technology. Until 1970’s
only experiments using emulsion plates were possible. So only the ground state
of light Λ–hypernuclei (A ≤ 16) were measured from their weak decays.

In the early 1970’s with the availability of a K− beam at CERN and later
at Brookhaven National Laboratory (BNL), it became possible to do accurate
spectroscopy experiments also for excited states. In that case reaction (K−, π−)
was used. Also γ–ray hypernuclear spectroscopy started to be developed.

In the mid–1980’s it was possible to have such an accurate and high energy
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Figure 9.2: Schematic representation of three strangeness production reactions
used to study hypernuclei. Figure from [HT06].

π+ beam at the alternating gradient synchrotron (AGS) of BNL to make also
possible to use the (π+,K+) reaction. Later on, the same process it was used
also at the proton synchrotron (PS) of the High Energy Accelerator Organi-
zation (KEK) in Japan, where the superconducting kaon spectrometer (SKS)
played a role in exploring Λ–hypernuclear spectroscopy. γ–ray spectroscopy
developed reaching unprecedented resolution through the use of a germanium
detector array called Hyperball and the high–quality and high–intensity electron
beams available at the Thomas Jefferson National Accelerator Facility (JLab),
USA. They permitted the first successful (e, e′K+) hypernuclear spectroscopy
measurement. Today new experiments in these direction have been proposed,
for example within the FINUDA project at DAΦNE facility, Frascati, Italy,
and at the Japan Proton Accelerator Research Complex (J–PARC), where a
new high–intensity proton synchrotron and a new better Hyperball are under
construction.

Reaction spectroscopy is based on three typical strangeness reactions
(K−, π−), (π+,K+) and (e, e′K+) which can excite a nucleon in the target
to a Λ hyperon through the exchange of a couple s–d quark in the case of
(K−, π−) or the creation of a s–s̄ pair for the others, as shown in Fig. 9.2. The
excellent resolution achieved using Hyperball detector is essential to resolving
each member of the doublet in the hypernuclear fine structure: precise measures
of the energies of various hypernuclear levels obtained by γ–ray spectroscopy
allow the study of ΛN interaction in much grater detail. In particular, the spin–
dependent interactions, the ΛN–ΣN coupling interaction in connection with the
three–body ΛNN interaction, can be investigated.

Because of this extensive experimental activity, a parallel theoretical and
computational work is needed to explain or predict experimental results. More-
over as we will explain in (§ 9.4), the hyperon interaction is not well known.
Therefore any direct comparison with experiments is still not only interesting
and useful, but fundamental to study better hyperon systems.
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9.3 Astrophysical interest

Hyperons play a very important role in astrophysics because of their impor-
tance in neutron stars structure. We briefly summarize and show why hyperons
are so relevant, and what is interesting to compute, in a way to discriminate
between different neutron star models. Our intent is not a complete and de-
tailed description of this argument; for a more accurate description we remand
to [HHPY07].

Figure 9.3: Schematic structure of a neutron star. Stellar parameter are model
dependent. Figure from [HHPY07].

We can roughly describe a neutron star as a sequence of layers of matter of
different densities, as shown in Fig. 9.3. While the knowledge of the atmosphere
and of the crust is quite well established, we do not know anything certainly
about the inner core. There are several models and hypothesis, but for densities
bigger than 2ρ0, where ρ0 = 0.16fm−3 is the nuclear saturation density, we have
very different possible scenarios: Fermion/Boson condensates such hyperons, a
pion condensate, a kaon condensate or even an uniform quark matter. All these
possible pictures strictly depend on the details of the hadron–hadron interaction
scheme assumed. It is therefore difficult to discriminate among them because of
the lack in experimental data. The hypothesis that we want to test by means of
AFDMCmethods is that at densities 2ρ0 < ρ < 3ρ0, Σ− hyperons become stable
in the uniform matter, contributing to the moderate softening in the equation
of state that seems necessary to fit the constraints determined by astrophysical
observations. Bruckner Hartree Fock (BHF) calculations, like that in Fig. 9.4
[HHPY07], suggest that hyperons are indeed important to determine the equa-
tion of state. At smaller densities we have the presence of only Σ− hyperons, at
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Figure 9.4: Relative fraction of different particles in a neutron star, as a function
of the core density. From [HHPY07], obtained from a BHF calculation with the
NSC97e potential.

higher ones also Λ hyperons become present. As clear from Fig. 9.5 an accurate
knowledge of the EOS including hyperons could be very important to compare
different models and astrophysical observations. From the figure we can also see
how poor is our knowledge of nucleon and nucleon–hyperon interaction. In fact,
using different potentials (with or without hyperons) very different results are
obtained, for instance in the estimate of radii or masses of neutron stars. The
problem is not just related to the potential or to the model of the neutron star.
It is also very important to verify the accuracy of the calculations that we use
to derive the EOS. In the case of the cited BHF ones, for example, all the three
body correlations are neglected. As we can see in a while, for the Nijmegen
nucleon–hyperon potential used, it is crucial to include also these correlations.
We could conclude asserting that we are able to improve the previous calcula-
tions only when we can stronger constraint the interaction and use an accurate
computational method.

9.4 Hyperon potentials

From experiments we only know a few hyperon–nucleon cross sections and
the ground state energy or some excited states of single Λ hypernuclei. Because
of that the knowledge relative to the hyperon potential is mainly related to the
interaction between the Λ hyperon and nucleons. Moreover, it is not so easy to
extract accurate microscopic information about the hyperon–nucleon potential
from hypernuclei because of the presence of many–body effects. Because of that,
at present only three interaction types are present:

Phenomenological interaction. It is mainly used with shell model calcula-
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Figure 9.5: Mass of neutron star as function of it is radius (left) and central
density (right) for different potentials, with and without hyperons. From BHF
calculations [SVn06].

tion. It is written in a form like

VΛN (r) = V0(r) + Vσ(r)σΛσN + VΛ(r)lΛNσΛ + VN (r)lΛNσN + VT (r)S12

(9.1)
with

S12 = 3(σΛr̂)(σN r̂)− σΛσN (9.2)

The interaction is described by a two body effective force containing a
central term, a spin dependent term, other two terms depending on the
relative angular momentum and a last one tensor term. This is the inter-
action used in shell model calculations[Hiy09, Hiy08, HKM+98, HKM+96,
HKYM10, HY09, HYRM06] giving results in excellent agreement with ex-
perimental data, with a very high accuracy. However, we cannot conclude
that the interaction is known. In fact because of the shell model used in
calculations, all the many body effects are hidden in appropriate effective
potentials that describe the interaction between different clusters.

Usmani potential. It is a phenomenological potential[Bod84, UBS08] derived
in the same way as the Argonne nuclear potential. It is built taking
into account different diagrammatic contributions, mainly due to pion
exchange. Like explained in the next section, it contains two–body ΛN
terms and also three–body ΛNN terms. These three body terms are very
important because describe effectively the excitation of the Λ hyperon to a
Σ hyperon, in the same way as three body NNN Urbana potential terms
describe the possibility of exciting one nucleon to a ∆. However because
of the smaller mass difference between Λ and Σ respect to the difference
between the nucleon and ∆ masses, we have that the inclusion of the ΛNN
term is fundamental and not simply a small correction to the two–body
ΛN term.

Nijmegen potential. It is based on a theoretical SU(3) model[NRdS77, Tak80,
Hal99, Hal00]. Because of that it describes the interaction between all the
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Figure 9.6: Two pion exchange term

Figure 9.7: Two pion exchange term

hyperons themselves, and not only those between nucleons and hyperons
or one hyperon species. Hence, it is the most widespread used interaction.
However, several different parametrizations of this potential exist and all
of them are far to reach the accuracy of the previous potential results.
Without describing the potential in detail, we want to underline that be-
cause of the inclusion of all the hyperon types the potential contains only
two–body terms. The exciting of a Λ hyperon to a Σ, which description
requires the use of a three body term in the previous approach, can be
described directly taking into account a two body force but including also
the Σ hyperon in the calculation.

In our work, we chose to use the Usmani potential.

9.5 Usmani potential

The Usmani interaction includes a short range Wood–Saxon potential that
describes effectively all the short–range, high energy behaviors. The long range
part is described by meson exchange terms. So we can take into account the
diagrams in figure Fig. 9.8, Fig. 9.6 and Fig. 9.7, i.e. a one–kaon exchange
and two–pions exchange graphs. Clearly a one–pion exchanged is denied. The
kaon exchange term is substantially canceled by the correspondent anti-kaon
exchange term. So the main part of the two body interaction will be described
by the two–pion exchange process. Now we can write the two body term of the
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Figure 9.8: One kaon exchange

ΛN potential as

VΛN (r) = v0(r) + v0(r)ε(Px − 1) + (vσ/4)T 2
π (mπr)σΛ ·σN , (9.3)

where the term v0 is the direct ΛN term, i.e. the repulsive Woods–Saxon
potential vc plus the two–pions attractive one

v0(r) = vc(r) + v2π(r), (9.4)

plus the spin dependent two–pions exchange term. We use these definitions

vc(r) = Wc/[1 + exp{(r −R)/a}] (9.5)

v2π = vT 2
π (mπr), (9.6)

v = (vs + 3vt)/4, (9.7)

vσ = vs − vt, (9.8)

Tπ(x) =
(

1 +
3
x

+
3
x2

)
e−x

x
ξT (r), (9.9)

and this regularization cut–off:

ξY (r) = ξ
1/2
T (r) =

(
1− e−cr

2
)
. (9.10)

The second term of the interaction is a space–exchange term potential, where
Px is the exchange operator, defined as Px = (−1)l with l is the momentum
eigenvalue of the nucleon–hyperon pair. This term is added to explicitly include
parity violation. Althogh there is a clear experimental evidence for this effect, it
has not well quantitatively fixed yet. The source of this term is simply the kaon
exchange term of figure Fig. 9.8. I guess that it might be a reasonable improve-
ment in the accuracy of the potential, directly including the one kaon exchange
term in Fig. 9.8, even if quite small. With the previous description of the parity
violation term we are instead using for the potential a shape characteristic of
the two–pion exchange rather than that of the kaon exchange. Explicitly includ-
ing the one kaon exchange we would also be to introduce tensor terms just in
the two body sector of the interaction. This could be an interesting and useful
study.
Now we have to take into account also the possibility to excite a Λ hyperon
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Figure 9.9: Two pion exchange, dispersive term.

Figure 9.10: Two pion exchange, P wave term.

Figure 9.11: Two pion exchange, S wave term.
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Constant Value
Wc 2137 MeV

R 0.5 fm

a 0.2 fm

ε 0.1÷ 0.38
v 6.15(5) MeV

vσ 0.24(5) MeV

c 2.0 fm−1
WD 0.01÷ 0.1 MeV

CP 0.4÷ 2.0 MeV

CS 1÷ 2 MeV

Table 9.2: Parameters of the NΛ potential used in AFDMC calculations.

to a Σ one. Like explained previously it is very important to include also this
term into the potential because of the small mass differences between the two
hyperons.

So considering the diagrams in figure we can write a three body force like

VΛij = V DΛij + V 2π
Λij , (9.11)

where V DΛij is relative to the two pion dispersive term of graph Fig. 9.9:

V DΛij = WDT 2
π (mπrΛi)T 2

π (mπrΛj)[1 + σΛ · (σi + σj)/6], (9.12)

while V 2π
Λij

V 2π
Λij = V PΛij + V SΛij , (9.13)

is the sum of the S–wave (Fig. 9.11) and P–wave (Fig. 9.10) two pion exchange
terms

V PΛij = −
(
CP /6

)
(τ i · τ j){XiΛ, XΛj}, (9.14)

V SΛij = CSZ(mπriΛ)Z(mπrjΛ)σi · r̂iΛσj · r̂jΛτ i · τ j , (9.15)

with:
XΛi = (σΛ ·σi)Yπ(mπrΛi) + SΛiTπ(mπrΛi), (9.16)

Z(x) =
x

3
[Yπ(x)− Tπ(x)], (9.17)

Yπ(x) =
e−x

x
ξY (r), (9.18)

SΛi = 3(σΛ · r̂Λi)(σi · r̂Λi)− σΛσi. (9.19)

Summarizing, the full nucleon-hyperon interaction, assuming AΛ = 1, has the
following form:

HΛN =
AN∑
i

VΛi +
AN∑
i<j

VΛij . (9.20)
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Now we need to determine the parameters of the potential like in table Tab. 9.2.
As we can see from the values in the table, cross section data fix reasonably
well the two body terms except for the exchange term coefficient ε. But for
coefficients relative to the three body potential we can fix only their range with
theoretical considerations related to the SU(3) approximate symmetry. Then
they could be well fixed reproducing the binding energies of some hypernuclei.
This work was performed several times from Usmani et al., but because of
the use of different nucleon–nucleon potentials or because of the perturbative
inclusion of the exchange term, they never use the same parameters. So before
using this potential we have to fit the three body parameters.
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Chapter 10

AFDMC for Hypernuclei

In the previous chapter we summarized the physics and the present status of
the knowledge relative to hypernuclei. It would be of high interest to compute
an accurate EOS with hyperons to be used for neutron star models. However we
have seen that at present there is no definite knowledge of the nucleon–hyperon
interaction, nor an accurate theoretical framework is available to determine it
only from experimental data. Before trying to solve this problem we want to
verify the accuracy of the potential used and of the proposed AFDMC method
that we want to use. So we focus on the study of hypernuclear systems, to
be able to compare directly our calculations with the available experimental
results.
We choose the AFDMC method and so we take into account only the ground
states of hypernuclei. Now we proceed with clarifying some details needed to
implement the AFDMC algorithm before to report the results.

10.1 Conventions and assumptions

We use the following conventions:

• AΛ is the number of hyperons (we assume AΛ = 1);

• AN is the number of nucleons;

• A = AΛ +AN is the number of nucleons plus hyperons;

• indexes with Greek letters are referred to hyperons;

• indexes with Latin letters are referred to nucleons.

The Hamiltonian used is

H = HN +HΛN +HΛ, (10.1)

where HN is the nucleon Hamiltonian term, i.e. nucleon kinetic term plus a
standard Argonne Av′6 nucleon–nucleon potential. For more details about this
interaction we refer to [WSS95, WP02]. The HΛ is the pure hyperon Hamilto-
nian term. In the case of AΛ = 1 it is simply the Λ kinetic term. The other
HΛN term is the ΛN potential term like defined in Eq(9.20).

137
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10.2 Trial wavefunction

We assume the following ansatz for the wavefunction:

ψ = JΛnJnnDetΛDetn, (10.2)

where JΛn is a nucleon–hyperon central Jastrow factor, Jnn the nucleon–nucleon
one, DetΛ a Slater determinant of single Λ wavefunctions, and Detn Slater deter-
minant of single nucleon wavefunctions. For the single nucleon wavefunctions we
use spherical harmonics and radial orbitals obtained by an Hartree Fock calcu-
lation with Skyrme interaction. We use the same form for the hyperon orbitals.
The central Jastrow correlations are determined solving the two body problem
with the central part of the nucleon–nucleon and nucleon–hyperon potential.
The single nucleon spin/isospin state is simply a four–dimensional spinor; the
hyperon Λ has the only spin 1/2 degrees of freedom and so the spin state is rep-
resented only by a two–dimensional spinor. With these assumptions we consider
the hyperon and nucleons as distinct particles. It is very important to notice
that in this way we are not able to include the exchange term in the AFDMC
propagator, because it mixes nucleon and hyperon states. We will dedicate a
section to discuss this problem in details.

10.3 Center of mass correction terms

In order to have a simple form for of the wavefunction that is an eigenstate
of J , we define single particle orbitals with respect to the center of mass of the
hypernucleus. To study finite size systems we also have to remove from the
Hamiltonian the kinetic term relative to the center of mass. Hence, we see the
details for a system with different mass particles like an hypernucleus. Calling
ρi the relative coordinates and ri the absolute ones, we have:

ρi = ri −
∑
j

rjmj

M
, ρcm =

∑
j

rjmj

M
, M =

∑
i

mi, (10.3)

∂ρi
∂ri

= δij −
mj

M
, (10.4)

∂

∂ri
f(ρ1...ρN ) =

 ∂

∂ρi
− mi

M

∑
j

∂

∂ρj

 f(ρ1...ρN ). (10.5)

If f(ρ1...ρN ) is a Slater determinant, the previous can be efficiently computed
using Eq(10.17).

∂2

∂r2
i

f(ρ1...ρN ) =

 ∂2

∂ρ2
i

− 2
mi

M

∑
j

∂2

∂ρi∂ρj
+
m2
i

M2

∑
jk

∂2

∂ρk∂ρj

 f(ρ1...ρN ).

(10.6)
Clearly because of the independence of f(ρ1...ρN ) from ρcm we have that the
center of mass kinetic contribution is vanishing:(∑

i

∂

∂ri

)2

f(ρ1...ρN ) = 0 (10.7)
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From Eq(10.6) we derive the following expression that can be efficiently com-
puted using Eq(10.17), Eq(10.25) and (10.26):

∂2

∂r2
i

f(ρ1...ρN ) =

 ∂2

∂ρ2
i

− 2
mi

M

∑
j

∂2

∂ρi∂ρj
+
m2
i

M2

∑
jk

∂2

∂ρk∂ρj

 f(ρ1...ρN )

=

(1− 2
mi

M

) ∂2

∂ρ2
i

− 2
mi

M

∑
j,j 6=i

∂2

∂ρi∂ρj
+

+2
m2
i

M2

∑
j<k

∂2

∂ρk∂ρj
+
m2
i

M2

∑
j

∂2

∂ρ2
j

 f(ρ1...ρN );

(10.8)∑
i

∂2

∂r2
i

f(ρ1...ρN ) =

∑
i

∂2

∂ρ2
i

− 2
∑
ij

mi

M

∂2

∂ρi∂ρj
+

+
∑
i

m2
i

M2

∑
jk

∂2

∂ρk∂ρj

 f(ρ1...ρN ) =

=

∑
i

∂2

∂ρ2
i

+
∑
ij

∂2

∂ρi∂ρj

(
−2

mi

M
+
∑
k

m2
k

M2

) f(ρ1...ρN )

=

[∑
i

(
1− 2

mi

M
+
∑
k

m2
k

M2

)
∂2

∂ρ2
i

+

+2
∑
i<j

(
−2

mi

M
+
∑
k

m2
k

M2

)
∂2

∂ρi∂ρj

 f(ρ1...ρN ).

(10.9)
We apply the previous formula to compute the derivative of the trial wavefunc-
tion defined in Eq(10.2)

∂Λψ = ψ

(
∂ΛJΛn

JΛn
+
∂ΛDetΛ

DetΛ

)
; (10.10)

∂nψ = ψ

(
∂nJΛn

JΛn
+
∂nJnn
Jnn

+
∂nDetn
Detn

)
; (10.11)

∂Λ∂nψ = ψ

[(
∂ΛJΛn

JΛn
+
∂ΛDetΛ

DetΛ

)(
∂nJΛn

JΛn
+
∂nJnn
Jnn

+
∂nDetn
Detn

)
+
(
∂Λ∂nJΛn

JΛn
− ∂nJΛn

JΛn

∂ΛJΛn

JΛn

)]
;

(10.12)

∂2
nψ = ψ

[
∂2
nJnn
Jnn

+
∂2
nJΛn

JΛn

∂2
nDetn
Detn

+ 2
∂nJnn
Jnn

∂nJΛn

JΛn
+

+2
∂nJnn
Jnn

∂nDetn
Detn

+ 2
∂nJΛn

JΛn

∂nDetn
Detn

]
;

(10.13)

∂2
Λψ = ψ

[
∂2

ΛJnΛ

JnΛ
+
∂2

ΛDetΛ

DetΛ
+ 2

∂ΛJΛn

JΛn

∂ΛDetΛ

DetΛ

]
. (10.14)
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10.4 Derivative of Slater Determinant

In this section we describe how to compute in an efficient way the derivative
of a Slater determinant. This is very important to have a good efficiency for
the AFDMC algorithm. Moreover we want to stress that this technique can
be generalized to compute any one–body operator or product of two one–body
operators applied to a Slater determinant; so we use this trick in our AFDMC
to compute efficiently any two–body expectation value.
Define the Slater determinant Aij = fi(j) so that ∂jAij = f ′i(j). iB is a matrix
equal to A but with column i replaced by derivative of f : iBki = f ′k(i), and
iBkj = fk(j) for j 6= i. Considering the trivial identity

|Q| = |Q|
∑
i

QijQ
−1
ji =

∑
i

Qij(Q−1
ji |Q|), (10.15)

and at the following relation

(Q−1
ji |Q|) = (−1)i+j |Minor(ij)|, (10.16)

the cofactor |Minor(ij)| is, by definition, j–independent. So for a derivative of
Slater determinant follows that

∂j |A| = |A|
∑
i

A−1
ji (∂jAij) = |A|

∑
i

A−1
ji f

′
i(j), (10.17)

but we have also that |jB| = ∂j |A| from which:

|jB| = |A|
∑
i

A−1
ji f

′
i(j). (10.18)

Using Eq(10.17) for |iB|, now we try to compute

∂j∂i|A| = ∂j |iB| = |iB|
∑
k

(iB)−1
jk (∂jiBkj). (10.19)

Choosing i 6= j we have that (∂jiBkj) = (∂jAkj) = f ′k(j). Using Eq(10.18) we
rewrite the previous equation

∂j∂i|A| =

(∑
k

f ′k(j) (iB)−1
jk

)(∑
k

f ′k(i)A−1
ik

)
|A| (10.20)

Now we use the Sherman–Morrison Formula to compute (iB)−1:

(A+ u⊗ v)−1 = A−1 − (A−1 ·u)⊗ (v ·A−1)
1 + v ·A−1 ·u

, (10.21)

with u, v vectors. To have that (A+ u⊗ v) = iB, we choose for u:

uk = f ′k(i)− fk(i), (10.22)

and for v: vk = 0 except for k = i, with vi = 1. So using Eq(10.21) we obtain

(iB)−1
kj = A−1

jk −A
−1
ik

(∑
k A
−1
jk f

′
k(i)

)
−
(∑

k A
−1
jk fk(i)

)
1 +

(∑
k A
−1
ik f

′
k(i)

)
−
(∑

k A
−1
ik fk(i)

) . (10.23)
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Remembering that Aki = fk(i) and assuming i 6= j we have

(iB)−1
kj = A−1

jk −A
−1
ik

(∑
k A
−1
jk f

′
k(i)

)
−
���

���
�: 0(∑

k A
−1
jk Aki

)
�1 +

(∑
k A
−1
ik f

′
k(i)

)
−
���

���
�(∑

k A
−1
ik Aki

) . (10.24)

So finally we obtain for i 6= j.

∂j∂i|A| = |A|

(∑
k

f ′k(j) A−1
jk

)(∑
k

f ′k(i)A−1
ik

)

−|A|

(∑
k

f ′k(j) A−1
ik

)(∑
k

f ′k(i)A−1
jk

)
.

(10.25)

For i = j we can use Eq(10.17), obtaining:

∂2
i |A| = |A|

∑
k

A−1
ik (∂2

jAki) = |A|
∑
k

A−1
ik f

′′
k (i). (10.26)

10.5 Propagator for two–body hyperon–nucleon
terms

We have to carefully apply the AFDMC propagator term relative to the
NΛ potential term, because we have to well understand how it operates on
different nucleon and hyperon spaces. So considering the following propagator P
(remember conventions of (§ 3.3) and that Greek letters are referred to hyperons
and Latin ones to nucleons) we have:

P = e−dt
P
iα ViαÔi⊗θ̂α =

∏
iα

e−dtViαÔi⊗θ̂α +O(dt2). (10.27)

But we want to rewrite the exponent as

Ôi ⊗ θ̂α =
1
2

(
(Ôi ⊕ θ̂α)2 − (Ôi ⊗ Î)2 − (Î⊗ θ̂α)2

)
; (10.28)

and, neglecting commutators of order O(dt2), we have that:

P '
∏
iα

(
e−dtViα

(Ôi⊕θ̂α)2

2 · edtViα
(Ôi⊗Î)2

2 · edtViα
(̂I⊗θ̂α)2

2

)
. (10.29)

For the last relation we can use the Hubbard–Stratonovich transform (3.14):

P '
∏
iα

1
(2π)3/2

∫∫∫
dx dy dz e−

x2+y2+z2

2 e−x
√
−dtViα(Ôi⊕θ̂α) ·

· e−y
√
dtViα(Ôi⊗Î) · e−z

√
dtViα (̂I⊗θ̂α)

' 1

(2π)
3(i ·α)

2

∫∫∫
dxiα dyiα dziα e−

P
iα x

2
iα+y2

iα+z2iα
2 ·

·
∏
iα

(
e−xiα

√
−dtViα(Ôi⊕θ̂α) · e−yiα

√
dtViα(Ôi⊗Î) · e−ziα

√
dtViα (̂I⊗θ̂α)

)
(10.30)
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Now using the equation (3.24) we can rewrite the previous, up to terms O(dt2),
as

P ' 1

(2π)
3(i ·α)

2

∫∫∫
dxiα dyiα dziα e−

P
iα x

2
iα+y2

iα+z2iα
2 ·

· e−
P
iα xiα

√
−dtViα(Ôi⊕θ̂α)+yiα

√
dtViα(Ôi⊗Î)+ziα

√
dtViα (̂I⊗θ̂α).

(10.31)

But
(Ôi ⊕ θ̂α) = (Ôi ⊗ Î) + (Î⊗ θ̂α), (10.32)

so we have that:∑
iα

xiα
√
−dtViα(Ôi ⊕ θ̂α) + yiα

√
dtViα(Ôi ⊗ Î) + ziα

√
dtViα(Î⊗ θ̂α) =

=
∑
iα

(xiα
√
−dtViα + yiα

√
dtViα)(Ôi ⊗ Î)+

+ (xiα
√
−dtViα + ziα

√
dtViα)(Î⊗ θ̂α) =

=
∑
i

(∑
α

xiα
√
−dtViα + yiα

√
dtViα

)
(Ôi ⊗ Î)+

+
∑
α

(∑
i

xiα
√
−dtViα + ziα

√
dtViα

)
(Î⊗ θ̂α)

=

(⊕
i

(∑
α

xiα
√
−dtViα + yiα

√
dtViα

)
Oi

)
⊕

⊕

(⊕
α

(∑
i

xiα
√
−dtViα + ziα

√
dtViα

)
θα

)
.

(10.33)
Replacing the last result in the previous equation and recalling Eq(3.10) we have
that:

P = e−dt
P
iα ViαÔi⊗θ̂α

' 1

(2π)
3(i ·α)

2

∫∫∫
dxiα dyiα dziα e−

P
iα x

2
iα+y2

iα+z2iα
2 ·

·

(⊗
i

e−(Pα xiα
√
−dtViα+yiα

√
dtViα)Oi

)
⊗

⊗

(⊗
α

e−(Pi xiα
√
−dtViα+ziα

√
dtViα)θα

)
.

(10.34)

Now we are able to apply the previous propagator. Clearly we can improve
the previous expansion of the propagator using the importance sampling as
described in the AFDMC chapter.

10.6 Details on 3–body ΛNN term

We know that in AFDMC code we are not able to include three body op-
eratorial terms. However in our potential Eq(9.20) we also have a three body
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component. Now we have shown that it is possible to rewrite these terms sim-
ply like two operators terms, and so it is possible to use them in the AFDMC
propagator. Assume for this paragraph the following notations:

TΛi = Tπ(mπrΛi) (10.35)
YΛi = Yπ(mπrΛi) (10.36)
CΛi = YΛi − TΛi (10.37)

Ξα,βi,j =
∑

Λ
m2
π

9 CSCΛiCΛj |riΛ||rjΛ|r̂αiΛr̂
β
jΛ (10.38)

Θα,β
Λ,i = CΛiδ

α,β + 3TΛir̂
α
Λir̂

β
Λi. (10.39)

Now we can write

V SΛNN =
1
2

∑
i6=j

∑
α,β,γ

Ξα,βi,j (τγi σ
α
i )
(
τγj σ

β
j

)
, (10.40)

V PΛNN =
1
2

∑
i 6=j

∑
α,β,γ

(
−C

P

3

∑
δ

∑
Λ

Θα,δ
Λ,iΘ

β,δ
Λ,j

)
(τγi σ

α
i )
(
τγj σ

β
j

)
, (10.41)

and considering this definition

ωα,βi,j,Λ =
[
−1

3
CPCΛiCΛjδ

α,β − CPCΛjTΛir̂
α
i r̂

β
i − C

PCΛiTΛj r̂
α
j r̂

β
j +(

m2
π

9
CSCΛiCΛj |riΛ||rjΛ| − 3TΛiTΛjC

P

(∑
δ

r̂δi r̂
δ
j

))
r̂αi r̂

β
j

]
,

(10.42)

we have that:

V DΛNN =
1
2

∑
Λ,i6=j

WDT 2
ΛiT

2
Λj +

∑
Λ,i6=j

∑
α

(
WD

6
T 2

ΛiT
2
Λj

)
(σαΛσ

α
i ) , (10.43)

and

V 2π
ΛNN = V SΛNN + V PΛNN =

1
2

∑
Λ,i6=j

∑
α,β,γ

ωα,βi,j,Λ (τγi σ
α
i )
(
τγj σ

β
j

)
. (10.44)

Remembering that
VΛNN = V DΛNN + V 2π

ΛNN , (10.45)

it is possible to see that this 3–body potential contains only 2–body operators
and can be included into the AFDMC propagator.

10.7 Nucleon–hyperon Exchange term

Consider the nucleon–hyperon potential of Eq(9.3). As seen in previous
paragraphs, we are now able to include all the terms of this potential in our
AFDMC calculations with the exception of the exchange term Px. At first we
can try to include it perturbatively. Doing that is fairly simple. The operator
Px between one nucleon and one hyperon simply exchanges their position re-
spect to their center of mass. That is, for each configuration that we sample, to
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compute this potential contribution, we have to sum over all nucleon–hyperon
pairs. Because of the mass differences between nucleon and hyperon, when we
exchange the pair coordinates with respect to their center of mass, remember-
ing that in this way we are changing also the total center of mass coordinate.
Although not very efficient, we can compute perturbatively the exchange term.
Anyway, we want to underline that including this term only perturbatively is
not a good approximation. As shown in [SUB98, Usm06, UK08] the exchange
operator induces strong correlations and a perturbative treatment is not appro-
priate. On the other hand all other calculations with this potential, except the
cited ones, include this term only perturbatively.
Therefor we outline a proposal for directly implementing the exchange propaga-
tor. At first, rewrite the exchange term in a simpler form. The exchange term
mixes the hyperon and nucleon states. So, instead of describing the nucleons
and hyperons as distinct particles, we can describe them with a sort of “isospin”
with three states:  n

p

Λ

 . (10.46)

So, if we start from a wavefunction that is antisymmetric, i.e. that is an eigen-
state of the permutation operator, we have that

− 1 = PTOT = PxPσPλ, (10.47)

where PTOT is a pair exchange operator, Px as previously defined, the operator
that exchanges only the coordinates, Pσ the one exchanges spins only and Pλ
that exchanging the extended isospins only:

Pσ(i↔ j) =
1
2

I +
∑

α∈{xyz}

σαi σ
α
j

 , (10.48)

Pλ(i↔ j) =
1
2

(
2
3

I +
8∑

α=1

λαi λ
α
j

)
, (10.49)

where λi are the eight Gell-Mann matrices. So from Eq(10.47) we can use
instead of Px

− PσPλ = Px, (10.50)

that is in a form suitable to use into the propagator. Clearly this approach
requires a deep change in the structure of the code for a hypernuclear system.
Instead of having a trial wavefunction that is simply a product of a Slater
determinant of nucleons times another Slater determinant of hyperon single
particle wavefunction, we require the construction of a determinant including
the states of all the particles. The isospin matrices τ become the first three
Gell-Mann matrices. All the potential operators acting on nucleons must be
preceded by a projector on the nucleon state, i.e.

QN =
2I +

√
3λ8

3
=

 1 0 0
0 1 0
0 0 0

 , (10.51)
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and similarly for operators that act on hyperons we have to add the projector:

QΛ =
I−
√

3λ8

3
=

 0 0 0
0 0 0
0 0 1

 . (10.52)

We have to notice that because of the non–negligible differences between the
hyperon and nucleon masses, we have to use the trick explained into (§ 3.11) to
be able to implement a diffusive term of the propagator as:

e−dt
P
i

P2
i Oi
2 , (10.53)

with:

Oi =

 1/mN 0 0
0 1/mN 0
0 0 1/mΛ

 . (10.54)

that is we have to split the Pi operator from the Oi one. We also have to notice
that within this approach, the 3–body NNΛ terms, containing at most two op-
erators in the old approach, in this way, because of the presence of the projector
operators QN and QΛ, become 3–body terms with 3 explicits operators. So
we can suppose that it is not possible to easily include three body terms, like
for 3–body NNN Urbana potential. Fortunately that is not the case. In fact,
in the Usmani 3–body potential we only have NNΛ terms, i.e two operators
that act on nucleons and another acting on hyperons. We can note that all
nucleon operators commute with hyperon operators, and so we can apply twice
the Hubbard Stratonovich transform like we have done to include spin–orbit,
L2 or different mass terms, i.e. we can satisfy a relation similar to equations
Eq(3.89), Eq(3.116), Eq(3.124).

10.8 Results

With the previously described elements, we are now able to compute the
binding energy of a hypernucleus. Anyway we cannot compare our results di-
rectly with experiments, because of the use of a too poor nuclear potential, the
Argonne Av6′. We point out that this calculation has serious shortcoming be-
cause of the limited form of the nucleon–nucleon potential used (Argonne Av6′).
However, the underlying assumption is that the Λ–hyperon binding energy:

BEΛ = BE(hypernucleus)−BE(hypernucleus without hyperon) (10.55)

being the difference of two quantities computes using the same NN potential,
has a systematic error smaller than that on the absolute energy of the nucleons
of the hypernucleus. Clearly this is still an approximation, but reasonable,
universally used. For the nuclei energies we use that one reported in table
Tab. 3.1.

10.8.1 2–body interaction only

As a first step we try to do calculations using only the 2–body terms of the
hyperon—nucleon interaction. We do calculations for the 5

ΛHe hypernucleus, i.e.
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BE error BEΛ exp
[MeV] [MeV] [MeV] [MeV]

5
ΛHe -33.4 0.1 6.6 3.12
17
Λ O -138.0 0.3 32.6 (13.5)
41
Λ Ca -326. 2. 47. (∼ 19)

Table 10.1: BEΛ computed with AFDMC and compared with expected BEΛ

values (experimentally for 4
ΛHe,theoretically estimated for 17

Λ O ). We use Av6′

potential for the nuclear interaction and the Usmany tipe of Eq(9.3) but without
the exchange and the three body terms, i.e. with ε = 0, WD = 0, CP = 0 and
CS = 0.

the 4He nucleus plus the Λ hyperon, for 17
Λ O and for 41

Λ Ca. Results are reported
in Tab. 10.1. As we can see from the table we are quite far from the expected
values of BEΛ. Anyway, how explained and shown in [BUC84], this overbinding
effect is due to the neglected three body terms. With this observation we want
to underline the importance of the three body terms in hyperon interaction. To
do a realistic calculation it is necessary to include it, both for hypernuclei and
for nuclear matter with hyperons. Clearly an equivalent approach is to use only
two–body potentials like Nijmegen, but being sure to take into account 3–body
correlations that allows the possibility to excite a Λ to a Σ hyperon.

10.8.2 With 3–body terms

Now we try to compute BEΛ including also the three body terms of the
nucleon–hyperon interaction. As said before we have to fix the parameters
relative to these three body terms, i.e. WD, CP and CS coefficients. To do
that we try to reproduce the BEΛ of some hypernuclei. We focus on 5

ΛHe and
17
Λ O; these are closed shell systems, therefore simpler and faster to compute.
As we saw from our calculations and as observed in [UK08], the S–wave term
contribution is negligible. So we assume CS = 0. The result for different values
of CP and WD are reported in the plot Fig. 10.1. With parameters WD = 0.06
MeV, CP = 0.7 MeV and CS = 0 we also performed calculations also for other
hypernuclei, as reported in table Tab. 10.2. As we can see, we have to better the
three body coefficients. However, because of the uncertainties in the AFDMC
fixed–phase approximation used, we have first to solve these algorithm problems.
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Figure 10.1: Total BE of 5
ΛHe as functions of CP and WD. Unit measure is

MeV. We use Av6′ potential for the nuclear interaction and the Usmani type of
Eq(9.3) without the exchange term, assuming ε = 0, v̄ = 6.15 MeV, vσ = 0.24
MeV, and CS = 0.

BE error BEΛ exp
[MeV] [MeV] [MeV] [MeV]

5
ΛHe -30.4 0.2 3.59 3.12
7
ΛHe -29.5 0.3 4.46 5.23
9
ΛHe -28.3 0.3 4.29 ?
16
Λ O -102.9 0.6 13.02 12.5
17
Λ O -117.3 0.7 11.94 (13.5)
18
Λ O -118. 1 13.40 ?
40
Λ Ca -275. 5 13.50 18.7
41
Λ Ca -293. 2 13.65 ?

Table 10.2: BEΛ computed with AFDMC and compared with experimental
BEΛ values where available(theoretically estimated and computed[UPU95] for
17
Λ O). We use Av6′ potential for the nuclear interaction and the Usmani type
of Eq(9.3) without the exchange term. We use ε = 0, v̄ = 6.15 MeV, vσ = 0.24
MeV, WD = 0.06 MeV, CP = 0.7 MeV and CS = 0.



148 Chapter 10. AFDMC for Hypernuclei



References

[ADA+08] C Amsler, M Doser, M Antonelli, D Asner, K Babu, H Baer,
H Band, R Barnett, E Bergren, and J Beringer. Review of Par-
ticle Physics. Physics Letters B, 667(1-5):1–6, September 2008.

[Bod84] A Bodmer. Binding energies of ΛΛ hypernuclei and the ΛΛ inter-
action. Nuclear Physics A, 422(3):510–526, July 1984.

[BUC84] A. Bodmer, Q. Usmani, and J. Carlson. Binding energies of hypernu-
clei and three-body ΛNN forces. Physical Review C, 29(2):684–687,
February 1984.

[Hal99] Dean Halderson. Nijmegen soft core YN potential with bound state
restrictions. Physical Review C, 60(6), October 1999.

[Hal00] Dean Halderson. Λ-hypernuclear binding energy test of the refit Ni-
jmegen soft core YN potential. Physical Review C, 61(3), February
2000.

[HHPY07] P. Haensel, Paweł Haensel, A. Y. Potekhin, and D. G. Yakovlev.
Neutron stars: Equation of state and structure, volume 0. Springer,
2007.

[Hiy08] Emiko Hiyama. Recent progress in hypernuclear physics. Nuclear
Physics A, 805(1-4):190c–197c, June 2008.

[Hiy09] Emiko Hiyama. Few-body aspects of hypernuclear physics. Inter-
national Journal of Modern Physics E, 18(10):2192, 2009.

[HKM+96] Emiko Hiyama, Masayasu Kamimura, Toshio Motoba, Taiichi Ya-
mada, and Yasuo Yamamoto. Three-body model study of A=6–7 hy-
pernuclei: Halo and skin structures. Physical Review C, 53(5):2075–
2085, May 1996.

[HKM+98] E Hiyama, M Kamimura, T Motoba, Yamanda T, and Y Yamamoto.
Four-body calculation ofgL4 andΛ4 with realistic ΛN interactions.
Nuclear Physics A, 639(1-2):169c–172c, August 1998.

[HKYM10] E. Hiyama, M. Kamimura, Y. Yamamoto, and T. Motoba. Five-
Body Cluster Structure of the Double-Λ Hypernucleus 11

ΛΛBe. Phys-
ical Review Letters, 104(21), May 2010.

149



150 References

[HT06] O Hashimoto and H Tamura. Spectroscopy of Λ hypernuclei.
Progress in Particle and Nuclear Physics, 57(2):564–653, 2006.

[HY09] E. Hiyama and T. Yamada. Structure of light hypernuclei. Progress
in Particle and Nuclear Physics, 63(2):339–395, 2009.

[HYRM06] E. Hiyama, Y. Yamamoto, Th. Rijken, and T. Motoba. Four-body
structure of 7

ΛLi and ΛN spin-dependent interaction. Physical Re-
view C, 74(5), November 2006.

[NRdS77] M. Nagels, T. Rijken, and J. de Swart. Baryon-baryon scattering
in a one-boson-exchange-potential approach. II. Hyperon-nucleon
scattering. Physical Review D, 15(9):2547–2564, May 1977.

[SUB98] Mohammad Shoeb, Q. N. Usmani, and A. R. Bodmer. ΛN Space-
exchange effects in thes-shell hypernuclei and 9

ΛBe . Pramana, 51(3-
4):421–432, September 1998.

[SVn06] H.-J. Schulze and I Vidaña. Maximum mass of neutron stars. Phys-
ical Review C, 73(5):58801, May 2006.

[Tak80] Y Takahashi. Two-channel separable potential model for the low-
energy hyperon-nucleon interaction. Nuclear Physics A, 336(3):347–
362, March 1980.

[UBS08] Q. Usmani, A. Bodmer, and Z. Sauli. Core nucleus polarization in
Λ hypernuclei. Physical Review C, 77(3), March 2008.

[UK08] A A Usmani and F C Khanna. Behaviour of the Λ N and Λ NN
potential strengths in the 5

ΛHe hypernucleus. Journal of Physics G:
Nuclear and Particle Physics, 35(2):025105, February 2008.

[UPU95] A. Usmani, Steven Pieper, and Q. Usmani. Variational calculations
of the Λ-separation energy of the 17

Λ O hypernucleus. Physical Review
C, 51(5):2347–2355, May 1995.

[Usm06] A A Usmani. ΛN space-exchange correlation effects in the 5
ΛHe

hypernucleus. Physical Review C, 73(1):11302, January 2006.

[WP02] R. Wiringa and Steven Pieper. Evolution of Nuclear Spectra with
Nuclear Forces. Physical Review Letters, 89(18), October 2002.

[WSS95] R. Wiringa, V. Stoks, and R Schiavilla. Accurate nucleon-nucleon
potential with charge-independence breaking. Physical Review C,
51(1):38–51, January 1995.



Further bibliography

[ABCF07] F Ariasdesaavedra, C Bisconti, G Co, and A Fabrocini. Renormal-
ized Fermi hypernetted chain approach in medium–heavy nuclei.
Physics Reports, 450(1-3):1–95, September 2007.

[ACF01] F. Arias de Saavedra, G. Co’, and A. Fabrocini. Correlated model
for Λ hypernuclei. Physical Review C, 63(6), May 2001.

[AG89] I. Afnan and B. Gibson. ΛN-ΣN coupling in HΛ3. Physical Review
C, 40(1):R7–R9, July 1989.

[AG90] I. Afnan and B. Gibson. Hypertriton: Λ Σ conversion and tensor
forces. Physical Review C, 41(6):2787–2799, June 1990.

[AHK+01] S. Ajimura, H. Hayakawa, T. Kishimoto, H. Kohri, K. Mat-
suoka, S. Minami, T. Mori, K. Morikubo, E. Saji, A. Sakaguchi,
Y. Shimizu, M. Sumihama, R. Chrien, M. May, P. Pile, A. Rusek,
R. Sutter, P. Eugenio, G. Franklin, P. Khaustov, K. Paschke,
B. Quinn, R. Schumacher, J. Franz, T. Fukuda, H. Noumi, H. Outa,
L. Gan, L. Tang, L. Yuan, H. Tamura, J. Nakano, T. Tamagawa,
K. Tanida, and R. Sawafta. Observation of Spin-Orbit Splitting in Λ
Single-Particle States. Physical Review Letters, 86(19):4255–4258,
May 2001.

[AHSM00] Y. Akaishi, T. Harada, S. Shinmura, and Khin Myint. Coher-
ent Λ-Σ Coupling in s-Shell Hypernuclei. Physical Review Letters,
84(16):3539–3541, April 2000.

[Aji95] S Ajimura. The Λ hypernuclear spectroscopy with the SKS spec-
trometer at KEK 12 GeV PS. Nuclear Physics A, 585(1-2):173–182,
March 1995.

[APR98] A. Akmal, V. R. Pandharipande, and D. G. Ravenhall. Equation of
state of nucleon matter and neutron star structure. Physical Review
C, 58(3):1804–1828, September 1998.

[APW95] A. Arriaga, V. Pandharipande, and R. Wiringa. Three-body cor-
relations in few-body nuclei. Physical Review C, 52(5):2362–2368,
November 1995.

151



152 Further bibliography

[BBB97] M Baldo, I Bombaci, and G F Burgio. Microscopic nuclear equation
of state with three-body forces and neutron star structure. Astron-
omy and Astrophysics, 328:10, July 1997.

[BBS98] M Baldo, G. Burgio, and H.-J. Schulze. Onset of hyperon formation
in neutron star matter from Brueckner theory. Physical Review C,
58(6):3688–3695, December 1998.

[BBS00] M Baldo, G. Burgio, and H.-J. Schulze. Hyperon stars in
the Brueckner-Bethe-Goldstone theory. Physical Review C,
61(5):55801, April 2000.

[BCP07] O. Benhar, G. Co’, and A. Polls. Learning many-body physics with
Adelchi, volume -1. World Scientific Publishing Co. Pte. Ltd., Sin-
gapore, April 2007.

[BFPV05] I Bombaci, A Fabrocini, A Polls, and I Vidana. Spin-orbit and
tensor interactions in homogeneous matter of nucleons: accuracy of
modern many-body theories. Physics Letters B, 609(3-4):232–240,
March 2005.

[BFS+01] M. Baldo, A. Fiasconaro, H. Song, G. Giansiracusa, and U. Lom-
bardo. High density symmetric nuclear matter in the Bethe-
Brueckner-Goldstone approach. Physical Review C, 65(1), Decem-
ber 2001.

[BG09] E. Bauer and G. Garbarino. Exchange terms in the two-nucleon
induced non-mesonic weak decay of Λ-hypernuclei. Nuclear Physics
A, 828(1-2):29–51, September 2009.

[BLN67] R Bhaduri, B Loiseau, and Y Nogami. Effects of three-body ΛNN
forces in light hypernuclei1. Annals of Physics, 44(1):57–73, August
1967.

[BLO00] Nir Barnea, Winfried Leidemann, and Giuseppina Orlandini. State
dependent effective interaction for the hyperspherical formalism.
Physical Review C, 61(5), March 2000.

[BMB+02] Sonia Bacca, Mario Marchisio, Nir Barnea, Winfried Leidemann,
and Giuseppina Orlandini. Microscopic Calculation of Six-Body In-
elastic Reactions with Complete Final State Interaction: Photoab-
sorption of Λ6He and Λ6Li. Physical Review Letters, 89(5):52502,
July 2002.

[BMG+07] P. Bydžovský, J. Mareš, A. Gal, J. Haidenbauer, U.-G. Meiß ner,
A. Nogga, and H. Polinder. Topics in Strangeness Nuclear Physics,
volume 724 of Lecture Notes in Physics. Springer Berlin Heidelberg,
Berlin, Heidelberg, 2007.
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Conclusions

This thesis work consisted of three distinct set of results. First, we studied
some improvements relative to the the Monte Carlo methods:

• The fixed–hypernode extension is a possible improvement scheme on the
fixed–node approximation used in DMC algorithm. It is necessary to
proceed with more systematic study to understand when we can obtain
reasonable benefits using this method.

• We show how is possible to include nonlocal terms (spin–orbit, L2) and
exchange terms in the propagator of the AFDMC algorithm. This theo-
retical work is interesting and open the possibilities to generally improve
the AFDMC and maybe also the GFMC calculations. But they are not
usable until we do not solve or reduce the problems related to the fixed
phase approximation.

The second part concerns the development of an algorithm of Diffusion
Monte Carlo class to solve EFT Hamiltonians, explicitly including pion degrees
of freedom. These are the main findings.

• The study of the pion dynamic effects in the interaction is very interesting
to be investigate; but maybe it is necessary a more theoretical and analytic
work to have a better trial wave function.

• The inclusion of next order terms in chiral expansion requires an accurate
study to check the feasibility of such calculation. A more extensive and
accurate theoretical and analytic study is required.

• We need a better method than the current version of AFDMC that we
use.

• As shown in the section relative to instantaneous pion fields, maybe it
might be convenient to represent pion fields in momentum space instead
of in coordinate space.

• The idea of representing nucleons in the continuum is not a such a good
idea: we have problems computing derivative terms and an infinite di-
mensional wavefunction space. Representing nucleons on lattice we can
work with a finite basis set for nucleons and we do not introduce any more
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approximation; pions are represented on a lattice anyway, and our physics
is anyway well described only for distances larger than the lattice cell size.

• It is interesting to consider instantaneous pion fields, but only to find
corrective terms to the existent potential. If we want to do that, I think
that a better regularization should be chosen (a continuous one, not on
lattice), and moreover more terms of the EFT theory must be include, at
least to N2LO. A study of nucleonic systems using an instantaneous pion
field on lattice limited to the leading order EFT is useless.

The last part concerned the development of an AFDMC algorithm for study-
ing mixed nucleon–hyperon systems.

• Accurate microscopic calculations on hypernuclei are very useful to fit
accurate hyperon potential on available experimental data, i.e. on the
hypernuclei binding energies. To this end we need an accurate method
to compute binding energies. From the tests performed, we saw that the
current AFDMC algorithm is insufficient for this purpose. We look at
AFQMC algorithm on which we are working.

• It might be very interesting an accurate evaluation of Hypernuclei using
different existent potentials, to stress different properties and behaviors.
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