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A B S T R A C T   

In-stream habitat models at the meso-scale are increasingly used to quantify the effects of hydro-morphological 
pressures in rivers. The spatial distributions of water depth and velocity represent key attributes of physical 
habitat. Choosing between field surveys, hydraulic modeling or their integration is made depending on available 
tools, technical skills, budget and time. However, the sensitivity to such choices of estimated habitat conditions 
suitable for biological organisms, such as fish, is poorly known. 

In this study, three commonly used approaches in hydraulic-habitat modeling were compared and tested on a 
mountain stream, the Mareta River (NE Italy). Two approaches were based on 2D hydraulic modeling, calculated 
on computational meshes with varying resolution and quality: (1) high-resolution meshes derived from topo
graphical data obtained from Airborne Bathymetric LiDAR; (2) a mesh extrapolated from topographical cross- 
sectional profiles. The third approach (3) was based on in-stream surveys. From these, suitable channel-area 
for two fish species, the marble trout (juvenile and adult), and the European bullhead (adult), were estimated. 

Results showed that decreasing mesh resolution and quality affects the simulated water depth and velocity 
distributions, both in terms of their average and their standard deviation. The largest differences were found for 
the in-stream survey-based results. Morphologically complex unit types, such as steps, rapids and pools were 
more sensitive than simpler mesohabitats, such as glides and riffles. The most sensitive hydro-morphological unit 
types to the chosen approach were backwaters, glides being the least sensitive, also in terms of their suitability as 
mesohabitats. Despite that, a key finding is that errors are minimized when deriving habitat - streamflow rating 
curves at the reach scale, for which all approaches were largely able to reproduce the main characteristics of the 
curve, i.e. maxima, minima and inflection points.   

1. Introduction 

In-stream habitat models are widely used to support river restoration 
(Bovee, 1982; Tharme, 2003; Parasiewicz et al., 2013; Schwartz, 2016) 
and the definition of environmental flows (Acreman and Dunbar, 2004; 
Dunbar et al., 2012; Parasiewicz, 2007). They work by describing the 
physical characteristics of a channel, typically its hydraulic character
istics, sediment conditions and the presence and distribution of relevant 
features (such as covers of biophysical origins like boulders, woody 
debris, vegetation, etc.). Using a statistical model linking these attri
butes to preferences or usabilities for a given species and life-stage 
(Bovee, 1982; Parasiewicz, 2007; Wegscheider et al., 2021), spatial 
distributions of aquatic species and biological responses to hydro- 

morphological characteristics can then be estimated, under the 
assumption that habitat quality can serve as a proxy of population status 
and ecological integrity (Tharme, 2003; Lancaster and Downes, 2010). 
Due to their ability to relate hydro-morphological and ecological pro
cesses, and their relative ease of application, their use has greatly 
increased in the past decades (Tharme, 2003; Acreman and Dunbar, 
2004). Despite habitat suitability representing a necessary but not suf
ficient conditions for species presence and community integrity 
(Anderson et al., 2006; Lancaster and Downes, 2010), the use of habitat 
modeling in river management has been shown to be a valuable proxy 
for the system ecological conditions (Lamouroux et al., 2010), allowing 
to define indicators that clearly correlate ecological and hydro
morphological conditions (Parasiewicz, 2007; Parasiewicz et al., 2013; 
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Vezza et al., 2015). 
Traditional habitat models, such as the widely used PHABSIM 

(Bovee, 1982), characterize in-stream habitat suitability at the “micro- 
scale”, which refers to small (1 m2 or smaller) river elements. This can be 
either done by longitudinal interpolation of suitability assessments of 
spaced cross-sections (Bovee, 1982; Jowett, 2010), or by definining two- 
dimensional suitabilities for the reach (Steffler, 2002; Noack et al., 
2013). More recently, the use of meso-scale models, that rely on a 
characterization of the river channel in meso-scale habitats or Hydro- 
Morphological Units (HMUs), such as pools, riffles and glides (Dunbar 
et al., 2012; Wegscheider et al., 2021), has become more common. Ex
amples of mesohabitat modeling frameworks are MesoCASiMiR (Eisner 
et al., 2005), MEM (Hauer et al., 2009; Hauer et al., 2011) and the 
Mesohabitat Simulation Model (MesoHABSIM; Parasiewicz, 2007; 
Vezza et al., 2014). 

One of the key outputs of habitat modeling is the habitat-streamflow 
rating curve for given target species and life stages, that relates the 
amount of suitable habitat (expressed in m2, or as a % of the wetted 
channel area), and the corresponding discharge. These relationships can 
be used to support the definition of environmental flows, or more 
generally to support river rehabilitation efforts. A wide range of ap
proaches have evolved for this purpose (Acreman and Dunbar, 2004). 
These comprise steady-state considerations of minimum flows, which 
are defined to optimize the availability of suitable habitat conditions 
during a specific season, or throughout the year (Jowett and Biggs, 
2010; Holzapfel et al., 2014). More complex analysis involve studying 
the entire flow regime using time-series analysis. This is either done 
through simple approaches considering habitat duration curves (Bovee, 
1982; Maddock, 1999), or through more in-depth analysis of flow 
management scenarios (Capra et al., 1995; Parasiewicz, 2007; Vezza 
et al., 2015). 

In meso-scale habitat modeling frameworks, the physical charac
terization of mesohabitats is often done using in-stream field surveys to 
map the mosaic of Hydro-Morphological-Units (HMUs) and the distri
bution of habitat descriptors, such as water depth and velocity, within 
them. In the MesoHABSIM methodology (Parasiewicz, 2007; Vezza 
et al., 2014), hydraulic surveys are conducted by wading the chosen 
river sub-reach with a flowmeter and a meter-scale pole to measure flow 
velocity and depth respectively, and by surveying representative points 
for each HMU. However, particularly for large gravel-bed rivers and at 
higher flows, in-stream surveys become challenging with reduced 
wadeability. Hydraulic numerical models based on the solution of the 
shallow water Saint–Venant differential system (Vreugdenhil, 1994) are 
now of common use in river engineering and restoration projects (e.g. 
Kondolf et al., 2000; Legleiter and Goodchild, 2005; Pasternack, 2011; 
Parasiewicz et al., 2012; Tonina, 2013; Schwartz, 2016; Wegscheider 
et al., 2021). Their use can compensate wadeability issues in habitat 
modeling, allowing a fast and accurate reconstruction of the flow field at 
different discharges in streams where the shallow water assumption 
applies, such as piedmont and lowland rivers. 

Two-dimensional (2D) numerical hydraulic models can describe 
complex flow patterns associated with the spatial variability of water 
depth, flow velocity and bed shear stress at different discharge condi
tions (Nelson and Bennett, 2003; Nelson, 1989), and they are increas
ingly used for ecohydraulic studies (Tonina, 2013). A prerequisite for 
accurate hydraulic modeling is the accurate representation of the 
topographical flow domain, described in the form of a Digital Terrain 
Model (DTM). The DTM is used within 2D hydraulic modeling by first 
converting it into a computational mesh, an ensemble of grid cells that 
defines the geometrical domain and boundaries of the simulated water 
flow. Highly accurate DTMs are particularly relevant in reaches char
acterized by large bedform- (or macro-) roughness, due to e.g. the 
presence of large boulders and other structures (Crowder and Diplas, 
2000; Baumgartner, 2020), since minor topographical changes in the 
DTM have been shown to affect the simulated flow field (Hardy et al., 
1999; Marks and Bates, 2000; Mandlburger et al., 2009). While grain- 

size roughness can be characterized by the choice of an appropriate 
roughness coefficient and turbulence model during model calibration 
(Morvan et al., 2010; Tonina, 2013), the representation of locally 
complex flow field structures, such as eddies and lateral flow divergence 
and convergence, will require an accurate description of the macro- 
roughness in the computational mesh (Crowder and Diplas, 2000; 
Tonina, 2013; Benjankar et al., 2015; Baumgartner, 2020). Adequate 
DTM quality and mesh resolution for each application hence need to be 
carefully selected depending on the morphological complexity of the 
reach, and the scope of the analysis (Pasternack et al., 2006; Gonzalez 
and Pasternack, 2015; Papaioannou et al., 2019). Airborne LiDAR ba
thymetry (ALB) is a remote sensing technology that well fits these re
quirements, allowing the construction of high resolution and precision 
DTMs (McKean et al., 2014; Tonina et al., 2019), and the detection of 
water surface which provides major advantages for the calibration of 
hydraulic models (Mandlburger et al., 2015; Baumgartner, 2020). 

Prior applications of 2D hydraulic models to simulate river habitat 
suitability have focused on micro-scale habitat models. Conner and 
Tonina (2014) found differences of up to 20% in estimated micro-scale 
habitat suitabilities when comparing the results from a complete grid 
model against those obtained by the same model run on a grid inter
polated from cross-sections. The largest differences were found along 
the stream banks and in areas characterized by complex water depth and 
velocity patterns. Similarly, when comparing applications of a 2D model 
against results from 1D modeling, which used cross-sections derived 
from the DTM, Benjankar et al. (2015) found that, while in some reaches 
the differences in habitat quantity were found to be similar, the 
mismatch in spatial distribution was strongest in complex morphologies. 
More recently, Papaioannou et al. (2019) analyzed the sensitivity of 
microscale habitat suitability estimates for two fish species (Salmo 
pagonicus and Barbus balcanicus) to the geometrical configuration of the 
hydraulic model domain, for a piedmont gravel-bed stream with large 
boulders. Both DTM (0.15 to 3 m) and computational mesh (0.3 to 3 m) 
resolutions were analyzed, finding that mesh resolution had a stronger 
effect on habitat suitabilities compared to DTM resolution. The authors 
suggested that, to accurately resolve reach-scale hydraulic patterns, 
both DTM and mesh resolution should be kept at values lower than 1 m, 
for a river reach with channel width in the range of 3 to 15 m. The use of 
a meter-scale spatial description of the river was also advocated by 
Pasternack (2011), who coined the term near-census to refer to 
comprehensive, spatially explicit observation of the landscape empha
sizing the ∼ 1m scale as the basic building block for characterizing 
geomorphic processes and ecological functions in large rivers. A number 
of studies confirmed that such accuracy is needed to adequately repre
sent ecological processes at a relevant scale in large rivers with wetted 
channel widths greater than 30 m (e.g. Pasternack et al., 2006; Gonzalez 
and Pasternack, 2015). 

The application of meso-scale habitat models has been increasing 
over the past years. However, only few examples exists of their appli
cations in gravel-bed rivers for conditions in which in-stream surveys 
become challenging, and when 2D hydraulic modeling is therefore used 
to simulate the flow pattern (e.g. Legleiter and Goodchild, 2005; Hauer 
et al., 2009; Parasiewicz et al., 2012; Farò et al., 2022). Effects of 
different accuracies and resolution of the DTM and of the derived mesh 
have been so far analyzed for micro-scale 2D hydraulic-habitat modeling 
(Conner and Tonina, 2014; Benjankar et al., 2015; Papaioannou et al., 
2019), but not for meso-scale hydraulic-habitat models. A better un
derstanding of meso-scale hydraulic-habitat models’ sensitivities to 
different DTM and mesh resolution is therefore needed. 

Here we compare three different approaches to describe the meso- 
scale hydraulic habitat in a river reach, and we test the sensitivity of 
related fish habitat suitabilities. The three chosen approaches represent 
typical modeling and survey-based choices to assess meso-scale habitat 
conditions in gravel-bed rivers, namely: (1) 2D hydraulic modeling 
based on high-resolution computational meshes extracted from high- 
resolution DTMs; (2) 2D hydraulic modeling based on a mesh derived 
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from cross-sectional topographical profiles; and (3) a standard in-stream 
survey performed according to the MesoHABSIM methodology (Para
siewicz, 2007; Vezza et al., 2014). Our specific research questions focus 
on how sensitive are: (1) the description of HMUs hydraulics; and (2) the 
estimated fish habitat suitabilities on the choice of approach used to 
quantify the hydraulics of the mesohabitats. 

In particular, we wanted to test the sensitivity of the following var
iables to the choice of the hydraulic approach:  

1. the frequency distribution of the hydraulic variables (water depth 
and velocity within HMUs). Furthermore we analyzed whether dif
ferences at the HMU type level could be identified;  

2. fish habitat suitability estimates by HMU type;  
3. the derived habitat-streamflow rating curve at the reach scale. 

Four different meshes with varying resolutions and quality have been 
compared for 2D hydraulic modeling: three high resolution triangular 
computational meshes built on a regular grid of varying resolution 
(0.25, 0.50 and 1.00 m) based on high quality ALB-derived DTMs of the 
same resolution; and a low quality mesh, with a cell size of 1 x 1.5 m, 
which was interpolated from topographical cross-sectional profiles. The 
2D hydraulic modeling results based on the most refined mesh (R25 

mesh with a resolution of 0.25 m), were used as reference against which 
to compare all other results. While not implying that the reference (R25 
mesh) provides a correct representation of the hydraulics in the reach, 
our choice of a reference simulation has been functional to compare how 
different the outcomes of each approach are at different spatial scales. 

2. Materials and methods 

2.1. Workflow of the study 

A summary of the workflow of our analysis is represented in Fig. 1. 
The topo-bathymetry of the study area was acquired by ALB, from which 
a set of three regular grid meshes with varying resolutions and a cross- 
sections based computational mesh were derived (Section 2.3; in yellow 
in Fig. 1). Based on the derived meshes and calibration data acquired 
through the ALB survey, a 2D hydraulic model was set up for each mesh, 
and HMU hydraulics computed (sec. 2.3; in light blue in Fig. 1). The 
mosaic of HMUs and their hydraulics was acquired through field surveys 
at different flows based on the MesoHABSIM methodology (Section 2.4; 
in brown in Fig. 1). Presence/absence habitat suitabilities at the meso- 
scale were estimated by simplified mesohabitat models (Section 2.5; in 
green in Fig. 1). And finally, a statistical analysis was conducted to study 

Fig. 1. Illustration of the analysis workflow. The steps 
of the workflow are grouped into categories: acquisi
tion and preparation of the DTMs and meshes (yel
low); description of the reach hydraulics (2D 
hydraulic modeling; blue); mapping of HMUs and 
their hydraulics, according to the MesoHABSIM 
methodology (brown); habitat suitability comparison 
(green); statistical analysis of the hydraulics and 
habitat suitability of the HMUs (light pink). The three 
approaches used to derive the hydraulic description of 
the reach are highlighted through a light grey box. 
Parallelograms represent surveyed data; rectangles 
denote processes; rounded shapes show final results.   
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the sensitivity of the probability distributions of water depth and ve
locities and of their derived habitat suitabilities on the hydraulic domain 
data sources (Section 2.6; in light pink in Fig. 1). 

2.2. Study area 

The study was conducted on the Mareta River (Mareiterbach in 
German, from this point onwards referred to as Mareta River; Fig. 2), a 
gravel-bed river located in the central-eastern Italian Alps, in the region 
of South-Tyrol. The river is characterized by a nivo-glacial flow regime 
and high sediment dynamics. Over the last century it has been heavily 
modified by channelization, construction of grade-control structures 
and intense phases of gravel mining, which caused changes in the active 
channel width and in its morphological pattern. Following works done 
in 2009 (Zerbe et al., 2019), in which all check-dams and bank pro
tections have been removed, a 3 km-long reach of the river located few 
kilometers upstream the city of Sterzing/Vipiteno was restored to a 
braided morphology. The restored reach has a catchment area of 206.53 
km2 and an average slope of ∼ 1%. Its mean, median and mean-annual- 
low flows (at the hydrometric station) are respectively 7.15, 4.7 and 
1.57 m3/s, while streamflow values at 2, 10 and 100 return intervals are 
respectively 72.5, 125 and 183 m3/s. Within the restored reach a 1.5 km- 
long section was selected as study area to run 2D hydraulic simulations, 
and a shorter sub-reach of approximately 350 m for the mesohabitat 
surveys, selected as representative of the morphological characteristics 
of the larger reach, sensu Belletti et al. (2017). The modeled reach is 
characterized by an average (wetted) channel width at the lowest flow of 
1.7m3/s of ∼ 17m (which increases to 21 and 31 m respectively at the 
higher surveyed discharges of 3.2 and 10.4 m3/s, with minimum and 
maximum values for the surveyed discharges of 7 and 41 m). Substrate 
composition of the reach ranges from cobbles to large boulders, with 
characteristic grain-sizes (determined through line-sampling according 
to Fehr, 1987) of: D50 = 48.9 ± 13.7mm and D84 = 88.9 ± 27.2mm 
(average ± std. deviation). Macro-roughness elements, in the form of 
large boulders that were artifically placed in the reach in a previous river 
rehabilitation project, have a horizontal average dimension of ∼ 1.5m 
(Baumgartner, 2020). 

2.3. Airborne LiDAR Bathymetry (ALB) survey and 2D hydraulic 
modeling 

The morphology of the riverbed was acquired by a high-resolution 
airborne LiDAR bathymetric survey on December 15th, 2016. The ALB 
flight was carried out by the AirborneHydroMapping GmbH (www.ahm. 

co.at) company, as part of the FHARMOR project (Farò et al., 2018). The 
flight was conducted during the lowest surveyed flow (1.7m3/s). As a 
first post-processing step the acquired points were georeferenced by 
manually adjusting the point cloud to fit Ground Control Points 
measured with a cm-grade GPS-RTK system from large visible objects. 
The georeferenced points were then classified into categories (water 
surface, river bathymetry and land). Finally, a refraction correction was 
applied to all bathymetrical points in accordance to Snell’s law, using 
constant refraction coefficients (1.33 for water, and 1.00029 for air). 
Efforts were undertaken to preserve the complexity of the morphological 
structures, resulting in two classified point clouds of the topo- 
bathymetry (with a mean point density of 140 points/m2), and a 
reconstruction of the water surface elevation (WSE). All post-processing 
was done using the HydroVish software (Steinbacher et al., 2021). 
Quality control points for the bathymetrical ALB (bathymetry and WSE) 
survey were collected using a total station (Leica Viva TS15) along 12 
cross-sections within the channel (and additional points for WSE 
inbetween cross-sections). Cross-sections were selected approx. every 
20 m (Fig. S1, supplementary materials), so as to represent the main 
morphological structures within the reach. An average of 11 points were 
measured at each cross-section (for a total of 146 points). A high level of 
agreement was found between ALB-measured topo-bathymetry and 
WSE and the surveyed quality check points. The difference between ALB 
and in-stream measured values for respectively topo-bathymetry and 
WSE yielded median values of − 0.01 and − 0.02 m, and RMSE respec
tively of 0.03 and 0.04 m (Baumgartner, 2020, Fig. 4.1.2). 

To lower the computational effort in further applications, a reduction 
of the amount of data was performed by projecting the points onto a 
regular raster grid, with the heights of each cell computed as the mean of 
the surrounding points. DTMs based on the original classified data point 
cloud were extrapolated in the form of raster data sets with a regular 
grid resolution of 25 (R25), 50 (R50) and 100 cm (R100). Additionally, 
rasters for WSE with the same resolutions were created. This were 
subsequently used to calibrate the hydraulic model at the low flow 
discharge. The DTMs were then converted to regular triangulated 
meshes. All meshes were generated using the software Surface-Water 
Modelling System (SMS; by Aquaveo). 

Due to economic constraints, it is common practice to reconstruct the 
bathymetry of wadable river sections from cross-section profile surveys. 
To compare the effect of using traditional bathymetric surveys or high- 
resolution ALB-based ones on habitat modeling at the meso-scale, a DTM 
based on cross-sections was also created from the original DTM, from 
which a further computational mesh (CS) with rectangular elements of 
1.0 x 1.5 m was extracted. The topographic cross-sections (Fig. S2) were 
extracted from the high resolution raster, keeping a variable distance 

Fig. 2. Map of the study area of the Mareta River. The location of South Tyrol within Italy and of the study reach within the province are shown. The study area is 
highlighted in red. Downstream of the reach the hydrometric station (36750PG) provided the hydrological time series. 
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between the cross-sections of 4 to 42 m, a measure smaller than the 
average width of the active river corridor. Smaller distances were 
elected in topographically complex areas (which were visually assessed 
in the field and based on the available high-resolution DTM), where they 
were essential to preserve the shape of the riverbed. 

Table 1 presents a comparison of the different implemented meshes, 
in terms of: their geometrical characteristics (number of nodes, point 
density and mesh geometry); computation time for a simulation run; the 
adimensionalized grid size in relation to wetted channel width (average, 
minimum and maximum) and average size of macro-roughness ele
ments. A visual comparison between the different computational meshes 
(R25, R50, R100 and CS), highlighting the decrease in detail as a 
consequence of a decrease in point density and of interpolation between 
areas (CS), is depicted in Fig. 3. 

Hydraulic modeling of the studied reach was performed using the 
hydraulic model HYDRO_AS-2D (Nujić, 2017). The simulation is based 
on a 2D depth-averaged shallow flow model with spatial discretization 
according to a finite-volume method, and implementing a second order 
explicit Runge Kutta time discretization scheme. The convective flow of 
the 2D model is based on the upwind-scheme by Pironneau (1989). A 
parabolic eddy viscosity model with a constant value of 0.6 for the 
turbulent viscosity coefficient was used. No secondary flow correction 
was implemented. A value of 0.01 m was set for wetting/drying com
putations. The simulations were run on a computer with 32 GB of ram 
and four cores (Intel(R) Xeon(R) CPU E3-1240 v5 @3,50 GHZ) using two 
HYDRO_AS-2D licenses, and average run times for each simulations 
recorded. 

Calibration of the model was performed at the constant discharge of 
1.7 m3/s in two steps, and carried out by minimizing Root-Mean- 
Squared Error (RMSE) values between the simulated and ALB- 
surveyed water surface elevations (WSE). During the first calibration 
step, an optimal (i.e. minimizing the RMSE) uniform roughness coeffi
cient (Gauckler-Strickler kst) was derived for the reach, by running 
multiple istances of the hydraulic simulation with varying uniform 
roughness coefficient in the range kst = 17 − 30m1/3/s. In the second 
calibration step, due to the highly structured and morphologically 
diverse river bed bathymetry, a spatially variable (SV) roughness clas
sification was done to improve modeling results. The values obtained 
during the first calibration step were used as basis for this second cali
bration step. Resulting spatially variable Gauckler-Strickler coefficients 
range from kst = 15m1/3/s for non-fluvial artificial boulders, to kst =

34m1/3/s for smoother plane-bed structures (Fig. S3). Regions of distinct 
substrate compositions were manually defined using available ortho
photos, the ALB-derived point cloud and hydraulic modeling results. The 
calibration of the spatially variable roughness zones was carried out 
using the R50 mesh. To ensure comparability between results, the 
resulting roughness distributions from the R50 mesh were then trans

ferred to the remaining meshes. For the calibration, a steady discharge 
of 1.70m3/s was defined as upstream boundary conditions, which was 
measured during the ALB flight using the Sontek FlowTracker2 hand
held device. 

Following standard calibration and validation procedures (Blocken 
and Gualtieri, 2012; Wright et al., 2017), the predictive performance of 
the model and the differing meshes was assessed against a data-set 
(Fig. S1, in supplementary materials) of surveyed flow velocities, 
which were measured at the calibration discharge (Q  = 1.7 m3/s) but 
independently of the WSEs used to calibrate the model, and water edge 
locations measured along the banks (at Q  = 10.4 m3/s). To assess the 
ability of the model to correctly represent water velocities, point- 
sampling over two cross-sections were collected at low flow (1.7 
m3/s). Cross-sections were selected in a wadable section of the river, and 
a total of 30 points were collected at regular intervals (Fig. S1). Veloc
ities were measured at three different elevations within the water col
umn, corresponding to fractions of 0.2, 0.4 and 0.8 of the local water 
depth (measured from the bottom), and then averaged to obtain depth- 
averaged velocity values to be compared with the outputs of the 2D, 
depth-averaged hydraulic simulations. Additionally, model perfor
mance at higher discharges was assessed (Q = 10.40m3/s) by comparing 
the position of modeled and surveyed water-edges. For the assessment, 
we computed planar distances between the measured water edges and 
the corresponding closest modeled wet points (defined as positive if the 
water edge was in a dry area compared to model results, and negative if 
it fell within the modeled wetted channel), and vertical differences 
(computed as the difference between the measured height and the WSE 
of the closest wet modeled point). To assess level of agreement, 
commonly used metrics (Barker et al., 2018) have been computed 

Table 1 
Characteristics of the computational meshes used in the 2D hydraulic modeling and computation time for a simulation run. The following characteristics are shown: 
DTM resolution and corresponding mesh; total number of nodes; point density (in pts./m2); average computation time for a simulation run; adimensionalized grid size 
(in %) in relation to the wetted channel width (average, minimum and maximum), and to the average size of macro-roughness elements; and goodness-of-fit between 
modeled and surveyed values (RMSE and R2) for topo-bathymetry.  

DTM Mesh Number of 
nodes 

Point 
density 
(Pt/m2) 

Mesh 
elements 

Computation 
time (h min) 

Adimensionalized grid size (in %) in relation 
to 

Goodness of 
fit       

channel width macro- 
roughness 
elements 

topo- 
bathymetry       

avg. min max  RMSE (m) 

regular grid (0.25 x 0.25 m) R25 ̃2.141.000 ̃15 Pt/m2 triangular 6 h 50 min 2 6 1 17 0.05 
regular grid (0.5 x 0.5 m) R50 ̃547.000 ̃4 Pt/m2 triangular 50 min 3 13 2 33 0.06 
regular grid (1 x 1 m) R100 ̃138.000 1̃ Pt/m2 triangular 5 min 7 25 3 67 0.07 
interpolated from cross- 

sections (1.0 x 1.5 m) 
CS ̃77.000 ̃0.5 Pt/m2 rectangular 1.25 min 7 x 10 25 x 38 3 x 5 67–100 0.13  

Fig. 3. Reproduction of topographical details for the Mareta River for the four 
analyzed meshes (R25, R50, R100 and CS). 
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between modeled (xmod) and measured (xmeas) values: average and 
standard deviation of bias (xmod − xmeas); regression metrics in the form 
of slope and intercept (coefficient. ± standard error), computed for 
measured vs. modeled values (Piñeiro et al., 2008); coefficient of 
determination R2; RMSE; Nash–Sutcliffe efficiency (NSE). 

Additionally, we checked that differences in water depth between 
modeled and ALB-derived values were consistent across all HMU types. 

Table 1 presents a comparison of the different implemented meshes, 
in terms of: their geometrical characteristics (number of nodes, point 
density and mesh geometry); computation time for a simulation run; the 
adimensionalized grid size in relation to wetted channel width (average, 
minimum and maximum) and average size of macro-roughness 
elements. 

More details about the processing of ALB data, the construction of 
the DTMs, and the calibration and validation of the 2D hydraulic 
modeling can be found in Baumgartner (2020). 

2.4. Mesohabitat field data collection and hydraulics survey 

Surveys have been conducted in the years 2017 to 2018. While some 
morphological changes could be observed within the modeled reach, 
these were negligible in the sub-reach in which HMUs were surveyed 
(Baumgartner, 2020). 

The mosaic of HMUs at varying discharges was repeatedly mapped at 
the study reach according to the MesoHABSIM methodology (Para
siewicz, 2007; Vezza et al., 2014). The following HMU types have been 
identified in the reach: backwater, rapid, riffle, step, glide and pool (see 
Table S1 in suppl. materials for a description of their main hydro- 
morphological characteristics). 

HMUs were mapped on the Mareta River using a portable GIS system 
connected to a TruPulse 360B laser rangefinder. The survey was 
georeferenced using the GPS system of the Getac PS336, running ESRI 
Arcpad 10.2.5. The HMU mosaic was recorded at three discharges, from 
low to mid flows, at Q = 1.7 (February 2017), 3.2 (April 2018) and 
10.4m3/s (June 2018). Fig. 4 shows the mapped HMU mosaics (a), the 

hydrology of the reach for the project years (b), and the flow duration 
curve (c). 

Within each HMU a minimum of 7 measurements of water depth (D) 
and depth-averaged velocity (V) were conducted. Water velocity was 
measured at 0.4⋅D from the bottom, as commonly prescribed for hy
drometric and hydraulic habitat measurements. To ensure a represen
tative coverage of the hydraulic distribution of the parameters within 
each HMU, surveys were conducted following a randomly-stratified 
approach (Parasiewicz, 2007), with an average point density of 
0.044pts./m2 (with a minimum and maximum of 0.007 and 0.335pts./
m2 respectively). 

2.5. Meso-scale fish habitat suitability models 

Habitat suitability is estimated by means of simplified habitat suit
ability models for the considered species and life-stages, which consider 
only the hydraulic parameters water depth and velocity as habitat at
tributes. The implemented simplified models were constructed based on 
literature-based information and field observations (Adamczyk et al., 
2019; Negro et al., 2021). Using as a basis exisiting statistical habitat 
suitability models (Vezza et al., 2017; Negro et al., 2021), which had 
been previously validated in nearby streams with similar hydro- 
morphological and climatic characteristics through electrofishing and 
snorkeling surveys (Carolli et al., 2017; Negro et al., 2022), conditional 
habitat suitability criteria were built by defining the threshold values of 
the hydraulic descriptors that maximize the HMU classification perfor
mance in terms of probability of presence/absence. In accordance with 
the procedure implemented in the MesoHABSIM approach (Parasiewicz, 
2007; Vezza et al., 2017), water depths and flow velocities are dis
cretized into bins with widths of respectively 15 cm and 15 cm/s. For 
given distributions of depth and velocity in a specified HMU, the model 
yields as a result the estimated presence or estimated absence of the 
chosen species within the HMU. Habitat suitability for the reach (ab
solute value of wet channel area, in m2) is then computed as the sum of 
the areas of all suitable mesohabitats (HMUs), with suitability occurring 

Fig. 4. Mesohabitat and hydrological characteristics of the study reach on the Mareta River (as measured by the hydrometric station 36750PG). (a) mapped HMU 
mosaics at increasing discharges are shown; (b) gauged hydrographs. Individual hydrographs for the years 2005 to 2019 are shown in light grey, while the average 
daily discharge is highlighted in black. The dotted horizontal lines visualize the discharges of the three mesohabitat surveys. In (c), the flow duration curve for the 
2005–2019 period is depicted, and the surveyed discharges highlighted with the correspondent exceedance time percentage. 
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when the model indicates probability of presence for the considered 
HMU. 

Models were developed for the following target species and life- 
stages, selected as representative for the reach (as reported by the of
fice for “Fauna, Hunting and Fisheries”, of the Autonomous Province of 
Bolzano): adult and juvenile marble trout (Salmo marmoratus); and adult 
European bullhead (Cottus gobio). The conditional models are shown in 
Fig. 5. 

Note that in the MesoHABSIM approach, mesohabitats are evaluated 
using a larger variety of habitat descriptors (water depth, flow velocity, 
substrate composition, cover types and water surface gradient). Habitat 
evaluation focusing only on water depth and flow velocity was chosen 
for the purpose of this work, given its aim of comparing the sensitivities 
of estimated habitat suitabilities to hydraulic descriptions of HMUs 
obtained using different surveying and modeling approaches. 

2.6. Sensitivity of HMU hydraulics and habitat suitability 

2.6.1. Sensitivity of HMUs hydraulics 
Sensitivity of water depth and velocity within each HMU to the 

choice of hydraulic description approach was tested by computing mean 
and standard deviation (SD) of the distributions. Mean and SD were then 
compared with the values of the reference configuration, which is rep
resented by the 2D hydraulic modeling based on the R25 mesh. We 
remark here that our choice of a reference simulation allows comparing 
how different the outcomes of each approach are at different spatial 
scales and does not imply that its results provide the most accurate 

representation of the actual flow field. Residuals (xres) were then 
computed by normalizing each value (x) against its reference (xref ) ac
cording to the following equation: 

xres =
x − xref

xref
⋅100% 

The mean and SD of different water depth and flow velocity distri
butions were compared as a sensitivity test. The comparison was per
formed both at the reach and at the HMU scale. For the reach-scale 
analysis, all HMUs have been grouped together regardless of their 
classification into HMU types. In the HMU-scale analysis, units are 
separated into HMU types, and compared with each other. 

Using a Kruskal–Wallis test, the similarity of residuals across 
modeled discharges for all tested approaches was assessed. To increase 
sample size, particularly for under-represented HMU types such as pools 
and backwaters, and given the resulting similarity (Table S3), all re
siduals were pooled together, and assessed independently of discharge. 

For the reach-scale analysis, slope and intercept of the linear fit be
tween reference to comparison values, the coefficient of determination 
(R2) and the Root-Mean-Squared-Error (RMSE) were computed by 
comparing the values of mean and SD for each approach (R50, R100, CS 
and survey) against those of the reference (R25). Additionally, the 
following descriptive statistics referring to residual differences (xres) 
were analyzed: median and its 95%-Confidence Interval (C.I. 95%); 
mean; SD; minimum (min) and maximum (max). A two-sided Wilcoxon 
signed-rank test was performed to assess whether the choice of approach 
significantly affected the results, positively or negatively (null hypoth
esis H0 : μ(xres) = 0; alternative hypothesis Ha : μ(xres) ∕= 0). 

For the HMU-scale analysis, we assessed to which extent distribu
tions of hydraulic parameters for different HMU types are sensitive to 
the choice of approach. This was assessed by comparing two sensitivity 
ranges, which have been defined as follows: the “median range” 
computed as 
⃒
⃒max

(
median

(
xapproach

))
− min

(
median

(
xapproach

))⃒
⃒

and the “total range” 

|max(x) − min(x)|

Here the median (xapproach) was computed on all x residuals for a HMU 
type and for each approach. Larger values of the sensitivity ranges 
indicate a higher sensitivity towards the choice of hydraulic descriptive 
approach, in terms of their median and absolute values. 

2.6.2. Sensitivity of mesohabitat suitabilities 
A first comparison was performed at the HMU scale. Presence/ 

absence suitabilities were estimated for each approach (R50, R100, CS 
and survey) and compared against the reference (R25). Suitability maps 
were created for the 3 analyzed discharges, from which “agreement (or 
concordance) maps” were derived. For each HMU habitat suitability can 
take the discrete values of 0 or 1, indicating respectively estimated 
absence or estimated presence for the species and life stage. Agreement 
is counted as 1 when an HMU of the comparison map has the same value 
as the reference map (i.e. having 1 and 1, or 0 and 0). When the values 
are different (i.e. 0 and 1, or 1 and 0), the value 0 is assigned 
(disagreement). Concordance maps express the frequency of agreement 
between approaches. The following metrics are computed to assess 
agreement to reference: the chance-corrected Cohen’s Kappa (Fleiss, 
1971), comparing agreement to reference for all HMUs within the reach 
by species and life stage, and by HMU type; percentage of “full agree
ment” (i.e. all cases where agreement was observed for all considered 
approaches) for each HMU type. The following benchmarks have been 
proposed by Landis and Koch (1977) for Kappa (k) values interpretation: 
< 0, no agreement; 0–0.20, slight agreement; 0.21–0.40, fair agreement; 
0.41–0.60, moderate agreement; 0.61–0.80, substantial agreement; 
0.81–1.0, almost perfect agreement. 

Fig. 5. Conditional biological models, for the species marble trout (Salmo 
marmoratus, juvenile and adult) and European bullhead (Cottus gobio, adult). 
These simplified models have been derived from more complete, multivariate 
models that account for all relevant environmental descriptors as defined 
within the MesoHABSIM methodology. Given the focus of this work, only the 
hydraulic variables (shaded in light blue) water depth (D) and velocity (V) are 
used here. 
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A second comparison was based on the habitat-flow rating curves 
(HQ-curves), by visually comparing the shapes of the curves, and by 
computing the level of agreement using R2 and the normalized RMSE 
(nRMSE), computed as the ratio between RMSE and the maximum value 
from the reference HQ-curve. 

3. Results 

3.1. Hydraulic model calibration and validation 

A summary of calibration and validation results is presented in 
Table 2. Scatterplots of the comparisons can be found in the supple
mentary materials (Fig. S4 for the calibration results; Fig. S5, S6 and S7 
for the validation results). The best results are achieved with the R25 
mesh, that was best able to accurately predict modeled velocities at low 
flow (RMSE of 0.13 m/s and 0.83 NSE) and had the highest agreement in 
terms of modeled water’s edges at the highest modeled flow (RMSE of 
0.12 and 1.14 m respectively for WSE and planar distance). The worst 
performance was achieved with the CS mesh, which had an RMSE of 
0.27 m/s for predicted velocities (NSE of 0.28), and the highest bias and 
error for predicted water edges at the highest flow (RMSE of 0.16 and 
3.04 m respectively for WSE and planar distance). 

Only minimal differences in water depth between modeled (R25) 
and ALB-derived values were observed, also when accounting for HMU 
type (Fig. S8). 

3.2. Mesohabitat surveys 

A total of 54 HMUs were mapped across the three surveyed dis
charges, with 18 units mapped for each surveyed discharge (1.7, 3.2 and 
10.4 m3/s). The most abundant surveyed HMU types were glides (16 or 
29.6 %) and riffles (24 or 44.4 %), while the other unit types were 
present in lower percentages (rapids, 4 or 7.4 %; steps, 4 or 7.4 %; pools, 
3 or 5.6 %; backwaters, 3 or 5.6 %). Wetted channel areas, computed 
based on the mapped HMUs, were of 6070.3, 7617.9 and 8355.4 m2 

respectively for the discharges 1.7, 3.2 and 10.4 m3/s. Average water 
depth for the reach increased from 0.26 to 0.46 m, from the lowest (1.7) 
to the highest surveyed flow (10.4 m3/s). Average flow velocity 
increased from 0.48 to 1 m/s (Table S2). 

3.3. Sensitivity of HMUs hydraulics 

Modeled water depth and velocities based on the R25 mesh are 
shown in Fig. 6 (see also Fig. S9 and Table S2 for a comparison of depth 

and velocity distributions). The figure also depicts the spatially 
distributed percentual differences with modeled depth and velocities for 
R50, R100 and CS. Differences increase with decreasing mesh resolu
tion. While they are minimal for the R50 mesh, a consistently higher 
disagreement can be found for the R100 mesh, and even larger differ
ences are observed in the case of the CS-based hydraulic modeling. The 
largest differences are observed close to the shore, or in highly 
morphologically complex areas, where e.g. flow expansion or contrac
tion can be observed, or in and around steps and other complex 
morphological structures. 

Differences in HMU area between the approaches were minimal. 
Only backwaters were always smaller in the hydraulic simulations 
compared to the surveyed areas, showing quite substantial differences 
(Fig. 6; Fig. S10). 

Table 3 summarizes the level of agreement with reference values 
(R25 mesh) of mean and SD of the frequency distributions of depth and 
velocity for R50, R100, CS and survey and for each mapped HMU. The 
R50 and R100 results agree quite well with the R25 results (R2 > 0.95 
for all variables), while a higher discrepancy is found in the CS model, as 
confirmed by the lower values of R2, particularly for the mean and SD of 
velocity. Overall, regardless of the chosen mesh, a higher agreement 
(higher R2 and lower RMSE values) is found in terms of depths compared 
to velocities. The highest disagreement for all metrics is found with 
reference to the field-surveyed distributions, with a higher agreement 
for average velocities (R2 = 0.788) than for average depths (R2 =

0.576). 
When comparing normalized residuals for the mean and SD of the 

HMU-based frequency distributions of water depth and velocity 
(Fig. S11), no significant differences were found for residuals grouped by 
discharge Q, with the exception of the water depth SD for R100 (χ2

(2) =

7.39), CS (χ2
(2) = 9.64) and survey (χ2

(2) = 8.68), for which a statistically 
significant difference (Kruskal–Wallis test, p < 0.05) was found 
(Table S3, in supplementary materials). The values corresponding to the 
three discharges were therefore grouped together for further analysis. It 
could further be observed that distribution of the residuals around zero 
is independent of the magnitude of the reference value. Only depth 
values (with a mean < 0.1 m and a SD < 0.05) are slightly affected. 

The median residual difference of the HMU mean water depth 
increased with decreasing mesh resolution and quality, with median 
values (in %) of − 1.9, − 3.5 and − 7.6 respectively for the R50, R100 and 
CS meshes (Fig. S11; Table S4). The decrease in mean depth followed the 
decrease in resolution for the regular grid-based meshes, while the 
average for the CS mesh is very similar to the R100 mesh. While the 
differences of the median are relatively small, the spread of these values 

Table 2 
Summary of goodness-of-fit between modeled and measured values, for the calibration and validation of mesh and hydraulic modeling results. Table parameters: 
discharge Q: type (calibration C or validation V); variable; number of observations (# obs.); mesh type; bias, avg. ± stand. deviation (minimum/ maximum values); 
RMSE; slope and intercept, avg. ± stand. error, for measured vs. modeled linear fit (with * indicating p-value < 0.05 m and ** < 0.001),; coefficient of determination 
R2; Nash–Sutcliffe efficiency (NSE).  

Q (m3/s) type variable (unit) # obs. mesh bias (m) RMSE (m) slope intercept R2 NSE 

1.7 C WSE (cm) 116456 R25 0.00 ± 0.08 (-0.71/ 1.07) 0.08 1.00 ± 0.00** 2.94 ± 0.06 1.00 1.00 
29187 R50 0.01 ± 0.08 (-0.41/ 1.04) 0.08 1.00 ± 0.00** 2.25 ± 0.12 1.00 1.00 
7824 R100 0.01 ± 0.08 (-0.64/ 0.96) 0.08 1.00 ± 0.00** 0.72 ± 0.24 1.00 1.00 
4705 CS − 0.01 ± 0.12 (-0.85/ 0.85) 0.12 1.00 ± 0.00** − 4.13 ± 0.46 1.00 1.00 

V flow velocity (cm/s) 30 R25 0.00 ± 0.14 (-0.33/ 0.34) 0.13 1.16 ± 0.10** − 0.07 ± 0.05 0.84 0.83 
R50 − 0.02 ± 0.16 (-0.35/ 0.34) 0.16 1.23 ± 0.12** − 0.12 ± 0.06 0.79 0.76 
R100 − 0.00 ± 0.17 (-0.36/ 0.35) 0.16 1.21 ± 0.13** − 0.12 ± 0.07 0.76 0.74 

CS − 0.07 ± 0.27 (-0.59/ 0.34) 0.27 0.74 ± 0.18** 0.07 ± 0.10 0.37 0.28 
10.4 V water’s edge - vertical Z (cm) 104 R25 − 0.01 ± 0.12 (-0.21/ 0.55) 0.12 0.99 ± 0.00** 6.83 ± 3.86 1.00 1.00 

R50 0.01 ± 0.12 (-0.19/ 0.60) 0.12 1.00 ± 0.00** 4.17 ± 3.89 1.00 1.00 
R100 0.03 ± 0.11 (-0.18/ 0.64) 0.12 1.00 ± 0.00** 1.22 ± 3.91 1.00 1.00 

CS 0.01 ± 0.16 (-0.44/ 0.56) 0.16 0.99 ± 0.01** 9.71 ± 5.28 1.00 1.00 
water’s edge - planar XY (m) R25 0.22 ± 1.12 (-3.41/ 5.68) 1.14     

R50 0.31 ± 1.51 (-9.88/ 5.58) 1.53     
R100 0.47 ± 1.56 (-9.93/ 5.49) 1.63     

CS 0.22 ± 1.12 (-3.41/ 11.46) 3.04      
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Fig. 6. Spatial variability of modeled water depth (a) and velocity (b). Depth and velocities are shown for the R25 mesh (used as reference; upper row in each panel), 
on which the mapped mosaic of surveyed HMUs is overlaid. The three rows below show spatially explicit relative difference maps ((xcomp − xref )/xref ⋅100%, with 
xref/comp expressing modeled water depth and flow velocity obtained in the reference mesh) between simulated depths (a) and velocities (b) using the meshes R50, 
R100 and CS and the reference R25. A comparison is given for the meshes R50, R100 and CS. Computational cells with simulated depth below a threshold of 0.05 m 
are considered as dry. 
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increased for coarser mesh types, with an SD of respectively 3.0, 4.2 and 
19.9 % for the R50, R100 and CS meshes. A similar pattern can be 
observed for residual differences in the SD of the distributions, with 
median differences increasing up to 12.9 % for the CS results, and a 
spread of the residuals increasing from 6.1 % for R50 to 25.8 % for CS. 
For the velocities, similar patterns as for the depth were observed. The 
mean velocity increased with decreasing mesh resolution and quality. 
Particularly affected were the results of CS, which although having a 
relatively small median, have a spread of 298.9 %. Similarly, the mean 
SD residual of the velocity distributions decreased consistently with a 
decrease in mesh resolution for R50 and R100. While the average CS 
residual SD is similar to R100, the spread of the residuals was also 
higher. The highest disagreement was found when comparing surveyed 
frequency distributions, both for the mean and SD of residuals. 
Compared to reference, measurements tended to overestimate the HMU- 
averaged depth and velocity by about 28.1 and 24.6 % respectively, and 
also differed consistently in terms of SD, which showed a median 
average residual of − 7.4 and 20.4 %. The spread of these values was also 
the highest amongst the approaches, with the only exception observed 
for the mean velocities of the CS results. All values from this analysis are 
reported in Table S4 in the supplementary materials. Finally, it must be 

noted that, with exception of the SD residuals for the depth of survey, 
and the mean residuals of velocity for CS, all approaches differed 
significantly from reference (Table S4). 

A comparison of residual differences in mean and SD by mesh type 
and HMU type is shown in Fig. 7. The patterns described above for the 
reach level analysis, remained fairly consistent also on an HMU type 
basis, with a larger spread of the values for the lesser resolution and 
quality meshes, as it can be easily seen by the larger confidence intervals 
(Table S5). The largest differences were observed for backwaters, with 
substantial differences also amongst approaches. Morphologically 
complex units such as pools, rapids and steps showed also a higher 
sensitivity towards the choice of descriptive approach, while morpho
logically less complex units, such as glides and riffles, were less sensi
tive. However, the mesh choice in 2D modeling can strongly affect the 
residual SD of the distributions. No consistently positive or negative 
effect on the residuals of mean and SD for the choice of approach at the 
HMU level was identified, as shown by the results of the Wilcoxon test 
(Table S5). 

A comparison of sensitivity ranges between the approaches (Table 4) 
highlighted the most sensitive HMU types to the choice of hydraulic 
description. Amongst the 2D modeling results, backwaters had the 

Table 3 
Comparison of HMU-based statistics (mean and SD) to reference (R25) for depth and velocity distributions corresponding to R50, R100, CS and field survey. The 
quality of agreement between the different geometric configurations and approaches is expressed in terms of slope and intercept of the linear fit of reference to 
comparison values (avg. ± std. error), the coefficient of determination (R2) and Root Mean Squared Error (RMSE).    

depth   
mean  SD   

slope intercept R2 RMSE (m)  slope intercept R2 RMSE (m) 

R50  1.01 ± 0.01 0.00 ± 0.00 1.00 0.01  1.00 ± 0.01 0.00 ± 0.00 1.00 0.00 
R100  1.03 ± 0.01 1.00 ± 0.00 0.99 0.01  0.99 ± 0.01 0.01 ± 0.00 0.99 0.01 
CS  1.02 ± 0.01 0.01 ± 0.01 0.92 0.04  1.01 ± 0.06 0.01 ± 0.01 0.85 0.03 
survey  0.66 ± 0.08 0.04 ± 0.03 0.58 0.12  0.18 ± 0.11 0.10 ± 0.01 0.05 0.07              

velocity   
mean  SD   

slope intercept R2 RMSE (m/s)  slope intercept R2 RMSE (m/s) 

R50  0.94 ± 0.01 0.02 ± 0.01 0.99 0.03  0.97 ± 0.02 0.01 ± 0.00 0.98 0.01 
R100  0.93 ± 0.02 0.01 ± 0.01 0.98 0.05  1.02 ± 0.03 0.01 ± 0.01 0.96 0.02 
CS  0.77 ± 0.07 0.11 ± 0.05 0.73 0.16  0.90 ± 0.09 0.04 ± 0.02 0.65 0.06 
survey  0.69 ± 0.05 0.11 ± 0.04 0.79 0.19  0.56 ± 0.07 0.07 ± 0.02 0.56 0.09  

Fig. 7. Comparison of mean and SD of residual differences between approaches (R50, R100, CS and survey) and their reference (R25) for water depth and velocity, 
grouped by HMU types. In the graph, the large colored dots represent the median value, with the bars visualizing its 95% Confidence Interval. The smaller black dots 
are the actual values. To improve readability, the range of the y-axis was reduced, and some larger values were omitted from the graph. A full description of the data 
is presented in Table S5 in supplementary materials. 
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highest ranges for all parameters, both for median and total ranges. High 
range values were also observed for the topographically more complex 
units, such as pools, steps and rapids. When comparing glides and riffles, 
the results show that glides are overall less sensitive, particularly when 
the total spread of residuals is compared, as represented by the total 
range. 

Generally, it was also observed that water depth was overall less 
sensitive in terms of choice of approach compared to velocity. 

3.4. Sensitivity of mesohabitat suitabilities 

3.4.1. Comparison at the HMU scale 
Based on suitability maps (an example of which is provided in Fig. 8; 

see also Fig. S12 and S13 in suppl. materials for the discharges 3.2 and 
10.4 m3/s), concordance maps for the marble trout (adult and juvenile), 
and the European bullhead (adult) were computed, for the three sur
veyed discharges based on a hydraulic description from all considered 
approaches (Fig. 9). It can be observed that many HMUs showed a high 
concordance among all approaches, with a few HMUs being particularly 
affected. While the adult life stages show disagreement at all discharges, 
full concordance is observed for the juvenile marble trout at the highest 

flow. 
A visual summary of concordance by HMU type can be seen in 

Fig. 10. Table 5 reports Cohen’s Kappa (k) values for inter-model 
agreement between approaches and the references, while a summary 
(of the % of full concordance) by approach, HMU type and species is 
reported in Table S6. When comparing the two-dimensional modeling 
approaches, it can be observed that concordance decreases with 
decreasing mesh resolution and quality, with almost full concordance 
for the R50 set-up (k  = 0.95), and a lower degree for the CS set-up (k  =
0.69). The highest differences are found between the reference and the 
survey (k  = 0.47). When comparing the level of concordance by HMU 
type, the highest disagreements are found for backwaters (33.3 %, k  =
0.61), pools (55.5 %, k  = 0.63) and rapids (58.3 %, k  = 0.71), while the 
highest agreement levels are for glides (72.9 %, k  = 0.82) and riffles 
(65.3 % for all species and approaches, k  = 0.73). 

3.4.2. Comparison of habitat-streamflow rating curves 
When comparing the resulting habitat - streamflow rating curves 

between all approaches and the reference (Fig. 11), it can be observed 
that all curves follow similar patterns, although punctual differences can 
be found in terms of estimated suitable channel area. A comparison in 

Table 4 
Range comparison of hydraulics residuals by approach and HMU type. The “median range” (|max(median(x)) − min(median(x))|) and the “total range” 
(|max(x) − min(x)|) of the residual values x (in %) between all considered approaches are shown. The “2D modeling” table (a) shows ranges for R50, R100 and CS. The 
“all approaches” tables (b) also includes survey.  

(a) 2D modeling  

median range (%)  total range (%)  
depth  velocity  depth  velocity  

mean SD  mean SD  mean SD  mean SD 

backwater 29.0 9.0  63.7 67.0  121.3 91.1  2272.9 153.4 
pool 9.5 13.5  20.6 16.3  15.9 46.4  34.7 73.0 
glide 0.6 12.4  4.8 11.9  33.6 53.6  74.7 54.6 
riffle 6.1 9.2  2.3 4.6  82.8 152.1  268.8 166.4 
rapid 5.1 14.4  0.8 13.8  32.9 43.3  28.0 28.6 
step 13.7 18.9  10.5 20.0  25.4 23.8  26.7 54.2             

(b) all approaches  

median range (%)  total range (%)  
depth  velocity  depth  velocity  

mean SD  mean SD  mean SD  mean SD 

backwater 82.8 163.7  98.4 332.9  532.7 657.6  2272.9 413.8 
pool 66.8 13.5  20.6 22.7  77.1 70.3  63.9 79.6 
glide 29.9 12.4  22.0 19.9  189.4 331.8  92.6 155.6 
riffle 33.3 9.2  23.8 19.7  157.5 219.4  268.8 166.4 
rapid 20.1 29.9  25.7 68.4  80.3 72.2  70.4 102.1 
step 66.7 18.9  18.6 71.6  103.5 61.4  82.5 129.9  

Fig. 8. Comparison of habitat suitabilities for all species and approaches, at Q = 1.7m3/s.  
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terms of R2 and nRMSE is presented in Table 6. Overall, R50 had the 
highest performance amongst all approaches when compared to refer
ence (R2 = 0.99 and nRMSE  = 3 %), and survey had the lowest 
(R2 = 0.799 and nRMSE  = 17 %). However, results are dependent on 
species and life-stage. The largest differences were found for the juvenile 
marble trout and the adult bullhead, for which survey, although main
taining a similar pattern to reference, had the highest error (27 and 25 % 
respectively). Nonetheless, almost all curves obtained through the 
different approaches displayed a consistent shape, in terms of location 
and values of maxima, minima and inflection points. Differences from 
the curve are also reflected in area values estimated for individual dis
charges. For e.g. the mean-annual-low flow (Q = 1.57m3/s), the 
following suitable areas are estimated for the adult marble trout: 2084.5 
m2 for R25 and R50, 1543.6 m2 for R100, 744.5 m2 for CS and 2224.2 m2 

for survey. For Q90 = 1.71m3/s, i.e. the flow that is exceeded 90 percent 
of the time, areas for the adult bullhead range from 5116.4 (CS) to 5959 
m2 (survey). 

Fig. 9. Concordance maps of habitat suitability maps (by Q and species). All approaches (R50, R100, CS and survey) are compared against reference (R25). 
Concordance is computed as the sum of agreements between approaches and the reference. 

Fig. 10. Comparison of concordance of suitability against reference (R25) by HMU type, for all approaches (R50, R100, CS, survey). The results are divided by 
species and life-stage, and combined together (in all species). Total concordance (y-axis) is computed as the sum of agreements between approaches and the 
reference, and shown as a percentage (colored bars). In the legend, the total number of units per HMU type is shown. 

Table 5 
Inter-model agreement comparison, computed as Cohen’s Kappa, with n the 
number of compared observations. (a) Comparison by modeled species (MA: 
marble trout; B: Eur. bullhead); (b) comparison by HMU type.  

(a)       

species: MA adult MA juven. B adult all   

n 54 162   
R50 1.00 0.88 0.94 0.95   
R100 0.92 0.79 0.89 0.89   
CS 0.66 0.68 0.62 0.69   
survey 0.51 0.39 0.26 0.47          

(b)       
mesh: n R50 R100 CS survey avg. 

backwater 9 1.00 1.00 0.18 0.25 0.61 
pool 9 1.00 0.57 0.77 0.18 0.63 
glide 48 1.00 1.00 0.81 0.48 0.82 
riffle 72 0.89 0.86 0.69 0.47 0.73 
rapid 12 1.00 0.82 0.47 0.53 0.71 
step 12 1.00 0.80 0.50 0.64 0.73  
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4. Discussion 

4.1. Sensitivity of the hydraulic description 

A median decrease (towards larger negative values) in residual mean 
depth and SD with decreasing mesh resolution and quality was observed 
for the 2D hydraulic modeling results. Geometric configuration and 
resolution also affected the spread of these values, with the most 
inconsistent results (i.e. having the highest spread) found for the CS 
mesh. A similar effect was observed for the mean and SD of velocity, 
which however tended to be overestimated. The median residual dif
ference and the residual spread of velocities were higher than for depth. 
This is in agreement with previous works, which showed that simulated 
water velocities are more sensitive on the choice of mesh than water 
depth (Horritt et al., 2006; Williams et al., 2013). Pasternack et al. 
(2006) found that a computational mesh derived from low resolution 
topographic surveys, which were unable to accurately represent the 
complex topographical structures of the reach, resulted in errors up to 
20% for simulated depth and velocity. In accordance, Conner and 
Tonina (2014) found that for micro-habitat modeling, only a cross- 
section spacing of 0.5 to 1 average channel widths (W) could achieve 

results similar to a complete high resolution grid, while a spacing higher 
than 2 W resulted in simplified flow structures, and higher than 4 W 
tended towards a pseudo-1D solution, which is unsuitable for habitat 
modeling. In this work a variable spacing of ∼ 0.3 − 2.5 W was used, 
which was adjusted to the local conditions of the channel. 

The lowest similarity was found for the survey-based hydraulic 
description, for which higher values of both average depth and flow 
velocity were observed, and which had the highest spread of residuals, 
when compared with the results of the reference hydraulic simulation 
(R25). In the MesoHABSIM methodology, a stratified-random approach 
(Parasiewicz, 2007) is used to sample water depth and flow velocities 
within each HMU, which requires the field operator to subjectively 
decide (i) where to sample depth/velocity, and (ii) how many points are 
needed to describe the heterogeneity of the flow in each HMU. A likely 
cause of the large discrepancies between modeled and surveyed hy
draulic descriptions are the much lower average densities of points 
surveyed in this study (0.044pts./m2), which were about 11 to 340 times 
lower than modeled ones (15, 4, 1 and 0.5pts./m2 respectively for R25, 
R50, R100 and CS). The lower number of sampled points likely led to an 
under-sampling of marginal areas, which could be better represented by 
hydraulic modeling. Operator subjectivity can be affected by chal
lenging flow conditions and limited visibility, due to e.g. high turbidity 
or when sampling larger HMUs, which make it difficult to properly 
assess the range of conditions present in them. Results can also be 
affected by variability between operators surveying together and by a 
tendency to better recognize larger contrasts, which makes it easier to e. 
g. distinguish very fast and turbulent flows from calmer areas within a 
step and pool sequence, but more difficult to discern small differences in 
velocity within a more homogeneous glide or riffle (Roper et al., 2002; 
Maddock and Hill, 2004; Bangen et al., 2014). Discrepancies between 
modeled and surveyed velocities, could also be due to the high un
certainties associated both with in-stream surveying of velocities (Kon
dolf et al., 2000; Boavida et al., 2013), and their spatially distributed 
estimation implementing 2D hydraulic models (Pasternack et al., 2006; 
Williams et al., 2013; Boavida et al., 2013), as also seen within this study 
(RMSE of 0.13 to 0.27 m/s). 

Further discrepancies between surveyed and modeled flow values, 
particularly when comparing water edges at high flow during hydraulic 
model validation (Table 2), could be explained by some minor 
morphological change that might have occurred between the time of 
LiDAR bathymetric survey and the MesoHABSIM survey at the highest 
flow (2016–2018), due to few small floods. While changes were negli
gible in the analyzed reach, more substantial erosion and deposition 
were observed in the wider modeled reach (Baumgartner, 2020). 

Similar patterns as the reach-scale analysis were also found when 
comparing the results by HMU type, with an approach-dependent in
crease in residual differences. The most sensitive HMU was the back
water, followed by morphologically complex units such as rapids, steps 
and pools. The lowest residual values and sensitivity ranges were found 
for riffles and particularly glides. The inconsistencies of higher sensi
tivity of backwaters to the chosen approach could be caused by their 
relatively smaller sizes and water depths when compared to other HMU 
types (Fig. S10). Smoothing due to lower mesh resolutions or the 
interpolation from cross-sections decreases the quality of the hydraulic 

Fig. 11. Comparison of habitat - streamflow rating curves. All approaches 
(R50, R100, CS and survey) are compared, including reference (R25). 

Table 6 
Comparison of habitat - streamflow rating curves for all approaches (R50, R100, CS and survey) against reference (R25). Suitability was estimated for the species 
marble trout (adult and juvenile), European bullhead (adult) and for all pooled species and life stages. The quality of agreement between the different geometric 
configurations and approaches is expressed in terms of the coefficient of determination (R2) and nRMSE.   

marble trout (adult) marble trout (juven.) Eur. bullhead (adult) all species  

R2 nRMSE(%) R2 nRMSE(%) R2 nRMSE (%) R2 nRMSE(%) 

R50 1.000 0 0.985 9 0.999 2 0.992 3 
R100 0.993 4 0.962 13 0.998 2 0.982 5 
CS 0.942 13 0.999 5 0.955 10 0.954 9 
survey 0.942 10 0.804 27 0.694 25 0.799 17  
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description, which more strongly affects units such as steps and rapids 
due to their higher morphological complexity than glides and riffles. 
These units are characterized by more homogeneous flow conditions 
and less water surface variability through space, which also facilitates 
their accurate survey. Such decrease in accuracy for coarser meshes 
agrees with Waddle (2010), who investigated the effects of mesh density 
on water depth and velocity estimates around and near boulders. While 
only minimal differences between modeled and ALB-derived water 
depths were observed between HMU types (Fig. S8), higher un
certainties in the modeled values, particularly for flow velocities, could 
be expected for steeper and more complex units such as steps and rapids. 
Shallow water 2D hydraulic modeling requires streambed slopes below 
10 % (Miller and Cluer, 1998) and negligible vertical accelerations 
(Shen and Diplas, 2008) for meaningful results, which are typical of 
lower energy HMU types such as glides and riffles, where we also 
observed the lowest discrepancies between approaches. 

4.2. Sensitivity of habitat suitabilities 

In agreement with hydraulic findings, backwaters showed the 
smallest concordance of presence/absence suitability between ap
proaches with the reference, while glides exhibited the highest agreee
ment, and were less sensitive than riffles also in terms of suitability. 
Steps, on the other hand, displayed smaller sensitivity as they were 
generally unsuitable for the analyzed species, particularly for the marble 
trout’s juvenile life stage, which made them less affected by differences 
in hydraulic description. 

Coherently, comparing habitat-streamflow rating curves to the 
reference R25 results, showed that R50 results had the highest R2 values 
and lowest errors, while R100 and CS results showed smaller correla
tions and larger errors. The largest differences were found for survey- 
derived results, particularly for the juvenile marble trout, for which 
the curve poorly represented the reference curve’s maxima. The moti
vation is that juvenile stages require low depths and velocities, while the 
measurements tended to overestimate water depth and velocities 
compared to the R25 reference. CS results had the second highest error 
compared to reference, as they generally underestimated water depths 
and velocities. Despite such differences, values and locations of maxima, 
minima and inflection points of the habitat-streamflow rating curves 
were coherent among approaches, suggesting an interesting scale- 
dependence in the sensitivity of habitat suitability to the different ap
proaches used to estimate it. The sensitivity reduces when moving from 
the individual HMU scale (Geomorphic Units, sensu Belletti et al., 2017) 
to the reach scale (sensu Rinaldi et al., 2017). 

Results from this analysis also suggest that the HMU composition of 
the reach affects the sensitivity of the estimated reach habitat suitability, 
which is higher when more backwaters or morphologically complex unit 
types are present. 

Substrate or the presence of covers, known as important habitat 
descriptors (Parasiewicz, 2007; Vezza et al., 2014; Negro et al., 2021; 
Wegscheider et al., 2021), were not accounted for in the sensitivity 
analysis. This allowed focusing only on the effects of changes in water 
depth and flow velocities on estimated habitat suitabilities. Including 
these variables would likely affect results, as unsuitable substrate or 
absence of covers would persist regardless of hydraulic changes, 
requiring the adoption of biological models able to account for substrate 
and cover preferences as well. 

4.3. Practical implications of the study 

The study shows that 2D hydraulic modeling for meso-scale habitat 
modeling in medium to large low-gradient rivers (e.g. gravel-bed rivers 
mostly composed by glides and riffles) is very robust to the choice of 
mesh. In-stream surveys also yield similar results in such cases. A quick 
mesohabitat survey to assess the HMU composition of the reach could 
guide the choice of modeling approach. Higher resolution DTMs and 

meshes, which are able to correctly reproduce the topographical fea
tures within the reach and to represent macro-roughness elements such 
as large boulders, are required when a high number of morphologically 
complex HMUs are present in the modeled reach. 

Choosing an optimal mesh quality and resolution can significantly 
reduce modeling effort (in terms of modeling time) while mantaining 
predictive performance to the required level. In this study, for example, 
the R50 mesh provided similar results to the R25 mesh but reduced 
computational effort by a factor of 7 (Table 1), making it a preferable 
choice in terms of predictive performance-to-modeling effort ratio. 

Finally, our study suggest that the ability to represent maxima, 
minima and inflection points of the habitat-streamflow rating curves, is 
less sensititive to the approach used to describe the hydraulics with 
respect to the description of the hydraulics of individual HMUs within 
the reach. For cases where only relative habitat suitability estimates are 
required, during e.g. an environmental flow assessment, opting for a less 
accurate but less resource-intensive approach can significantly reduce 
time and resources effort. 

4.4. Study limitations and suggested future research 

Besides their intrinsic limitations, the results of this work also pro
vide a set of suggestions for future research on the topic. 

The results suggest that the different sensitivities between HMU 
types could be explained by their different morphological structure and 
complexity. The highest sensitivities were found for backwaters, rapids 
and pools, which were however under-represented in the reach. Future 
studies should consider a more balanced distribution of unit types and 
could look into what morphological structures (e.g. the presence of large 
boulders) within the same unit types more strongly affect the outcomes 
of hydraulic modeling. 

When relating to existing work this analysis highlights the relevance 
of spatial scales ranging from: the individual channel width (e.g. Conner 
and Tonina, 2014) down to a representative macro-roughness size (e.g. 
boulders, Niayifar et al., 2018). To generalize sensitivity results from 
hydraulic modeling, a wider range of grid resolutions and cross- 
sectional spacing should be tested, to sistematically explore the role of 
these two main morphological spatial scales. The size of mesohabitats 
scales with the channel width (Belletti et al., 2017), and the resolution of 
the computational mesh should correctly represent macro-roughness 
elements within the channel (Baumgartner, 2020), and allow to 
describe relevant eco-hydraulic processes (Pasternack, 2011). In this 
study, while all meshes had consistently lower resolutions than the 
average wetted channel width, only the R25 and R50 meshes had res
olutions much lower than the average macro-roughness size of the reach 
(Table 1). 

In habitat modeling, values for water depth and flow velocity are 
often binned into classes with a specific width (15 cm and 15 cm/s in this 
study). While residual differences in mean and SD of water depth and 
flow velocities between the approaches were high, absolute differences 
tended to fall within 1–20 cm (or cm/s) on average (Table 3), corre
sponding to a shift of the values of 1–2 classes. Since strict tresholds for 
water depth and velocity were used in the categorical biological models 
implemented in this study, when hydraulic conditions within an HMU 
are close to the thresholds of the suitability models, even small differ
ences in their values could result in a change in presence/absence pre
diction. Sensitivities for habitat suitability estimates might hence also 
depend on the choice of such thresholds, and the width of water depth 
and velocity bins. 

To allow a full comparison between surveys and hydraulic modeling 
results, only three discharges were compared. Such a comparison might 
however mask differences in habitat-streamflow relationships, such as in 
peak habitat discharge. By using methodologies to model the meso-scale 
habitat mosaic from the outputs of 2D hydraulic models (e.g. Legleiter 
and Goodchild, 2005; Hauer et al., 2009; van Rooijen et al., 2021; Farò 
et al., 2022), future comparisons could include a wider range of flow 
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conditions. 
Given the wide range of approaches implementing habitat modeling 

in the field of environmental flow assessments (Bovee, 1982; Capra 
et al., 1995; Maddock, 1999; Parasiewicz, 2007; Jowett and Biggs, 2010; 
Holzapfel et al., 2014; Vezza et al., 2015), a more comprehensive 
sensitivity analysis would be challenging, because of the specificity of 
each environmental flow assessment and habitat modeling approach. 
Following the workflow presented in this work, ad hoc analysis could be 
however performed, to study e.g. the sensivity of habitat suitability es
timates to a pre-defined discharge, or to the peak-discharge derived from 
the habitat-streamflow curve. 

Finally, the possibility of exploring differences in sampling density 
and surveying approaches, such as a relationship between densities of 
measured points and HMU types, could provide an important contri
bution to the methods of instream habitat surveys, by increasing the 
accuracy of surveying protocols. 

5. Conclusions 

In the present study the sensitivities of meso-scale hydraulic 
description and the resulting habitat suitabilities at the meso-scale on 
the chosen approach for the spatial description of the flow hydraulics in 
habitat modeling were tested. Three commonly used approaches were 
compared: 2D hydraulic modeling based on high resolution computa
tional meshes derived from airborne LiDAR bathymetry surveys; 2D 
hydraulic modeling based on a low quality and low resolution mesh, 
which was reconstructed from cross-sectional profiles of the topo- 
bathymetry; and in-stream surveys. The 2D modeling results, based on 
the regular grid mesh with the highest resolution of 25 cm were used as 
reference. 

Mean and SD of the Hydro-Morphological Units (HMU)-based dis
tributions of water depth and velocities were affected by a decrease in 
mesh resolution and mesh quality, both in terms of residual difference 
and spread of the residuals, with the largest differences between the 2D 
hydraulic modeling approaches found for the cross-section based model 
results. Overall, the largest disagreement was found for the in-stream 
survey based description, which tended to overestimate both water 
depths and velocities in comparison with the highest resolution model 
results. In our study reach, backwaters were found the HMU type most 
sensitive to the choice of approach, followed by morphologically com
plex units such as pools, rapids and steps. Riffles and particularly glides 
showed the smallest level of sensitivity. Similar results were found when 
comparing presence/absence fish habitat suitabilities for two species, 
the marble trout and the European bullhead. However, while the dif
ferences at the HMU scale could be quite high, when comparing esti
mated suitable channel habitat areas at the reach scale, and with varying 
discharge, the differences became less evident. In particular, while the 
magnitude of the estimated habitat suitabilities differed, with the lowest 
correlation to the reference curves found for the cross-section-based and 
the in-stream survey derived results, the resulting habitat-streamflow 
rating curves were similar in terms of their shape and overall trends 
for all tested approaches, correctly identifying maxima, minima and 
inflection points. 

From a water management point of view, the results presented in this 
work suggest that the HMU composition of the reach strongly affects the 
sensitivity of the estimated reach habitat suitability on the choice of 
approach. When the percentage of backwaters and morphologically 
complex HMUs such as steps, pools and rapids is high, a more accurate 
approach for the description of the reach hydraulics should be chosen. 
On the other hand, glides and riffles seem to be less sensitive to the 
choice of the approach, and more economical and faster approaches, 
such as 2D modeling based on densely spaced (spacing < channel-width) 
cross-sectional topographical profiles could be used. However it must be 
noted, that the spacing of the cross-sections should be able to represent 
the morphological variability of the reach. A quick field appraisal of the 
HMU mosaic composition of the reach could therefore be used to guide 

the choice of descriptive approach. 
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