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Abstract

In this paper, with reference to limited-angle data configurations, the perfor-
mance of the nonlinear multi-scaling inversion approach (IMSA) is analyzed. Such an
assessment is carried out by considering synthetically-generated as well as laboratory-
controlled experimental data (’Marseille data’) concerning two-dimensional dielec-
tric scatterers. The obtained results demonstrate a satisfactory robustness and the

reliability of the approach.
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1 Introduction

The problem of reconstructing the profile of unknown targets from experimental scattered
data has two main critical features. The first one, more general and common to the re-
trieval from synthetically-generated data, is represented by the ill-conditioning and the
nonlinearity arising from multiple scattering phenomena. It remains an open problem,
however a set of very interesting and effective approaches, currently under development
for successive applications to real-world situations, have been proposed in the last years
(see for example [1][2] and the references cited therein for a general overview). The other
lies in the fact that inverse scattering methods are expected to perform well when scatter-
ing data are taken all around the target and to decrease their efficiency in correspondence
with limited-angle measurements. However, in many realistic situations, a complete mea-
surement of the observations cannot be realized. Generally, the receivers cannot be placed
close to the transmitters for mechanical reasons, or due to obstacles around the scatterer,
as well as in order to avoid dangerous mutual coupling effects between transmitters and
receivers. We often encounter situations where the unknown object can only be accessed
over a limited angle, as opposed to the case generally dealt with where it is possible to
make measurements over the full measurement range (360°). This is, for example, the
case of industrial processes.

In this paper, such a situation (which belongs to the class of aspect-limited imaging prob-
lems) is analyzed by using the iterative multi-scaling approach (IMSA). The paper is
organized as follows. In Sect. 2, the IMSA is briefly recalled. Then in Sect. 3 an
exhaustive assessment of the effectiveness of the method in dealing with limited-angle
scattered data is presented by considering synthetic (modeling realistic scenarios) as well

as experimental test cases. Finally, some conclusions are reported (Sect. 4).



2 The Iterative Multi-Scaling Approach

Let us consider the nonlinear multi-resolution inversion approach proposed in [3] for a two-
dimensional scenario. At each fixed frequency, f , the two-dimensional inverse scattering

problem can be mathematically described through the data equation and state equation
E:catt(xm(v)’ym(v)) = %ezt {T(.’L”, y’)’ E;]ot(xla yl); (x,’y,) € DI} (.’L’m(v), ym(v)) € DM (1)

Eie(,y) = Sim {72, ¢), Eiy(',9); («,9) € Dr} (2, y) € Dy (2)

Szt and iy being the external and internal scattering operators [4] and v = 1,..., V the
index indicating different multi-illumination /multi-view positions.

The data of the problem are the incident electric field measured inside the investigation do-
main Dy, where the unknown scattering object is supposed to be located, E? (. ), and the

mc

scattered electric field, E?

v (- ), collected at a set of measurement points (xm(v), ym(v)),

mey = 1,..., M), v = 1,...,V belonging to the observation domain (D) and located
outside D;. As far as the problem unknowns are concerned, they are the contrast func-
tion 7(z,y), (x,y) € Dy and the electric field inside the investigation domain, EY.(z,y),
v=1,..,V, (z,y) € Dr.

To retrieve the unknown functions, addressing at the same time the ill-conditioning issue,
the IMSA recasts the problem into the optimization of a multi-scaling multi-resolution

function defined at each step, s = 1, .., Sopt, of the multi-scaling process as follows
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where w is the weighting function



w (x”(r)vynm) _ 0 Zf (-’En(r)ayn(r)) ¢ D(sfl) (4)
1 if (xn(r),yn(r)) € Ds_1y

allowing a synthetic zoom in the squared investigation domain, D(,_1), centered at
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where R stands for the real or the imaginary part and Prycsy = \/(xn(r) — 556(371)) + (yn(r) - yc(sfl)) )

The number of discretization domains is chosen equal to the essential dimension of the
scattered data [5].

The multi-resolution procedure is iterated until a “stationary condition” for the quanti-
tative imaging of the scatterer under test is achieved (s = Sppt). Such a condition holds

when

(8) _ { ‘u(5+1) - u(s)

) = X 100} <t U=TeYe L (10)
‘U(s—}—l)‘

where n,, u = x, Y., L are fixed thresholds.

As far as the optimization method for the minimization of the cost function (3) is



concerned, since the multi-scaling method is not dependent either on the definition of
the cost function or on the minimization algorithm, for simplicity, a deterministic opti-
mizer based on the alternating direction implicit method [6] (CGADIM) is used. 155) =
{[T(s) (xn(r),ynm)]k; r=1,.,R=s; nyp =1, ...,N(r)} and E,(:) = {[E;j,is) (mnm,ynm)]k
r=1,.,R=s;np = 1,..,Ny; v=1,..,V} are iteratively reconstructed (k be-
ing the iteration number) by alternatively updating the two sequences. At each step of
the multi-scaling procedure, the minimization algorithm is stopped when a maximum
number of iterations, K (i.e., & < K), or a threshold for the cost function value, ¢
(ie., ®© {zSﬁ,EE:)} < (), or the value of the cost function remains unaltered dur-

ing a fixed percentage of the total amount of minimization-algorithm iterations (i.e.,
o [z} 3 [o0 {1020}

o0 {5}

< &, Ky, being an integer number).

3 Reconstruction from Limited-Angle Scattered Data

In this section, a set of representative results will be reported to show the effectiveness
of the proposed approach in dealing with limited-angle scattered data. Two different
test cases will be presented. The one related to synthetically-generated data computed
according to a standard numerical procedure and avoiding the “inverse crime” problem
[7] (since different discretizations are chosen for the forward solver used to generate the
data and during the inversion procedure). The other considers scattered field measured
in a controlled environment [8]. In both cases, the numerical analysis has been carried
out by considering a variable blind angle # (Fig. 1) ranging from a reference configuration
0 = Omin ( for the synthetic data-set O, = 0° - full-data configuration) to a strongly
limited-angle setup 6 = 240 according to the following rule of variation 6 = 6,,;, + tAf,
AO=20°1t=0,..., T = 12.

To mathematically evaluate the performances of the approach in facing different mea-
surement conditions, two sets of error figures are then defined. The first class of errors

gives an indication on the qualitative imaging of the scenario under test. They are the



localization error p

p= y (11)

and the dimensional error §

L(Sopt) . Lref
5:{T}X100 (12)

where the super-script "¢/ indicates the reference value.
On the other hand, the reconstruction errors, defined as follows

NG

R » _ ref
I o i) {T(xnm’ Yny) = 77 @y Ynery) } X100 R=Sou (13)
’ r=1 N((g)) ny=1 TTef(xn(r)a yn(r)) ?

where N((f)) can range over the whole investigation domain (j = tot, int, ext), measures

the quality of the quantitative imaging.

Concerning the parametric configuration of the IMSA, the calibration parameters have
been heuristically chosen and the reference values turned out to be: n,, = n, = 2%,
nr = 5%. As far as the parameters for the optimization algorithm are concerned, their

optimal values are equal to K = 2000, ( = 10~*, K,, = 100, and ¢ = 1072

3.1 Testing against Synthetic Data

As a first example, let us consider the case of an off-centered square homogeneous dielectric
(7(x, y) = 0.5) cylinder L™/ = 0.8 )y in diameter, located at x, = —y, = 0.24 )¢ in an
investigation domain 2.4 x 2.4 A2 (Fig. 2(a)). The measurement domain D, is a complete
circle (Omin = 0°) 1.8 \¢ in radius partitioned into equally-spaced arcs whose mid-points
serve as locations of the receivers. The number of the receivers is equal to

M(v) = Mnaz — t, t=0, ---;Tmaa:; M e = 21 (14)

Starting from the free-space configuration ( z,(f) Eine

| =0, EY| =EY), the IMSA
s=k=0 s=k=0

has been able to achieve the reconstructions shown in Fig. 2. As expected, from the



full-data configuration (¢ = 0 - Fig. 2(b)) to the more complex scenario (t = T},4, - Fig.
2(d)), the increment of # leads to a reduction of the reconstruction accuracy as confirmed
by the values of the error figures reported in Tab. I, which indicated a greater difficulty
of the retrieval process in eliminating the artifacts and cleaning the external background
(Eeat]gge = 9-8 X 1075 Versus eyt p_g490 = 2.2 1072). However, it should be pointed out
that the reconstructed profiles share a lot of features with the reference object. Moreover,
the localization is performed with a satisfactory accuracy (p|y_os0 = 6.7 x 107%) in the
worst case (f = 240°), too.

To model realistic situations by simulating the environmental noise, a gaussian noise, char-
acterized by a fixed signal-to-noise ratio (SN R), has been added to synthetic data. In such
a situation, concerning the qualitative imaging of the investigation domain, the method
keeps its good reconstruction properties and a stable behavior when SNR > 15dB. Oth-
erwise, as can be observed in Fig. 3(a), the localization effectiveness significantly changes
and linearly increases in correspondence with a reduction of the measurement angle. As
far as the quantitative reconstruction is concerned (Fig. 4), similar conclusions as for
the qualitative retrieval can be drawn. Starting from 6 = 80°, no-negligible changes
occur in the reconstruction errors and such an increasing turns out to be larger when
the noise level grows. As an example, the internal error €;, (Fig. 4(b)) varies between
Eintly s > = 12.73 and ey o> = 20.40 in a noiseless scenario while larger variations
arise when scattering data are corrupted (£i,y s = 14.03 and iy moe | = 32.40,

smt]givglgf ® =17.80 and smt]gfﬁ? = 39.10).

3.2 Testing against Experimental Data

In the second experiment, the effectiveness of the IMSA in dealing with limited-angle
data has been tested by using the real dataset provided by the Institut Fresnel, Marseille
(France) [8]. The reference measurement setup is characterized by M., = 49 receivers
placed on a circle 760 mm in radius and, due to the configuration of the devices, there

exists a blind zone of 6,,,, = 120°. The scenario under test is illuminated by V =

8



36 different time-harmonic incident waves radiated by a horn antenna moved along a
circle 720mm in radius between ¢ = 0° and ¢ = 350° in A¢ = 10° increments. In
particular, the considered data (“dielTM dec8f.exp“) are related to a single dielectric
cylinder characterized by an object function 7 (z,y) = 2.0+£0.3 with circular cross-section
a = 15mm in radius and placed about 30 mm from the center of the experimental setup.

In order to perform the reconstruction, the IMSA has been applied to a monochromatic

dataset at f =6 GHz (L;;f =0.6, ‘”Jj\f)—f =0, and % = —0.6)\g). The investigation domain
is a square area of Lp; = 6.0 A\g-sided. Moreover, since the state equation (2) is based
on the knowledge of the incident field and the design of the set-up does not provide such
an information (but only the field in absence of the target measured on the observation
domain), transmitting antennas have been approximated by line sources parallel to the
cylindrical scatterer. Concerning the iterative process, the free-space configuration has
been assumed as initial trial solution.

Figure 5 shows some representative examples of the reconstructions performed in cor-
respondence with different limited-angle scenarios. The reconstruction accuracy reduces
when the number of collectable data diminishes and the localization of the actual scat-
terer turns out to be more difficult (p],_;50 = 6.8 X 1072 versus py_o4p = 5.9 x 1071).
As expected, when only forward measures are used (# > 160°), the method is not able
to understand that the position of the cylinder is off-centered and it looks for a centered

object by over-estimating the actual dimension of the scatterer (d|,_ ;500 = 9.19 versus

8| pegage = 121.80).

4 Conclusions

In the framework of a general assessment of the IMSA, the performances of the approach
have been further evaluated by considering limited-angle data configurations. The de-
pendence of the reconstruction on the extension of the blind area has been analyzed by

considering synthetic as well as experimental test cases. The obtained results confirmed



the effectiveness of the multi-scaling procedure in such a situation, too.

However, further researches are needed to further improve the quantitative imaging. To-
wards this end, some studies will be devoted to fully exploit the capability of the approach
in taking into account the a-prior: information on the scenario under test as well as on
the measurement setup (e.g., symmetry or asymmetry of the observation domain, features

of the mechanical acquisition system).
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FIGURE CAPTIONS

e Higure 1.

Problem geometry.

o Higure 2.
Original profile (a). Reconstructed profile (noiseless conditions) when: (b) 6 = 0°,

(c) 8 =120° and (d) 6 = 240°.

e Figure 3.
Qualitative error figures versus blind-angle value # for different signal-to-noise ratio

SNR: (a) localization error p and (b) dimensional error 4.

o Figure 4.
Quantitative error figures versus blind-angle value 6 for different signal-to-noise
ratios SNRs: (a) total reconstruction error €4, (b) internal reconstruction error

€int, and (c) external reconstruction error €.,;.

e Figure 5.
Experimental Validation - Reconstruction of an off-centered homogeneous circular
cylinder (Real dataset “Marseille” [8] - “dielTM _dec8f.exp” - f = 6GHz): (a)
6 = 120°, (b) 6 = 160°, (c) 6 = 200°, and (b) 6 = 240° .
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TABLE CAPTIONS

e Table I.
Testing against synthetic data - Reconstruction of an off-centered homogeneous

dielectric cylinder (Noiseless Conditions) - Error Figures.
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Fig. 1 - M. Conci et al., “Microwave Imaging from Limited-Angle ...”
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