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Abstract

Generative Adversarial Networks (GANs), especially the
recent style-based generators (StyleGANs), have versatile
semantics in the structured latent space. Latent semantics
discovery methods emerge to move around the latent code
such that only one factor varies during the traversal. Re-
cently, an unsupervised method proposed a promising direc-
tion to directly use the eigenvectors of the projection matrix
that maps latent codes to features as the interpretable direc-
tions. However, one overlooked fact is that the projection
matrix is non-orthogonal and the number of eigenvectors is
too large. The non-orthogonality would entangle semantic
attributes in the top few eigenvectors, and the large dimen-
sionality might result in meaningless variations among the
directions even if the matrix is orthogonal. To avoid these
issues, we propose Householder Projector, a flexible and
general low-rank orthogonal matrix representation based
on Householder transformations, to parameterize the pro-
jection matrix. The orthogonality guarantees that the eigen-
vectors correspond to disentangled interpretable semantics,
while the low-rank property encourages that each identi-
fied direction has meaningful variations. We integrate our
projector into pre-trained StyleGAN2/StyleGAN3 and eval-
uate the models on several benchmarks. Within only 1%
of the original training steps for fine-tuning, our projector
helps StyleGANs to discover more disentangled and pre-
cise semantic attributes without sacrificing image fidelity.
Code is publicly available via https://github.com/
KingJamesSong/HouseholderGAN .

1. Introduction

Generative Adversarial Networks (GANs) [15] and the
recent style-based generative models (StyleGANs) [27, 28,

The first two authors contribute equally; Wei Wang is the correspond-
ing author.
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Figure 1: Motivation of our proposed Householder Projec-
tor. Here “Projector” denotes the projection matrix that
maps latent codes to features, i.e., the modulation weight
of StyleGANs. (Top Left) The singular value imbalance of
the non-orthogonal projector would entangle multiple se-
mantics in the top interpretable directions. (Top Right) Due
to the large dimensionality of the projector, directly en-
forcing vanilla orthogonality would spread the data varia-
tions among all the eigenvectors, leading to imperceptible
and meaningless traversal. (Bottom) Our Householder Pro-
jector equips the projection matrix with low-rank orthog-
onal properties, which simultaneously disentangles seman-
tics into multiple equally-important eigenvectors and guar-
antees that each direction could correspond to semantically-
meaningful variations.

26] in particular have become the leading paradigm of gen-
erative modeling in the vision domain. The latent spaces
of StyleGANs are known to embed rich and hierarchical
semantics [14, 21]; moving the latent code in certain di-
rections could trigger meaningful variations in the output
images. Therefore, latent semantics discovery methods

This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

7712



emerge to identify such interpretable directions that each
variation factor is disentangled and the generation process
can be precisely controled [14, 47, 42, 61, 48, 1, 58, 37, 8].

Among the recent explorations of unsupervised inter-
pretable semantics discovery methods [56, 48, 57, 41],
SeFa [48] pointed out a promising direction to discover se-
mantically meaningful concepts by computing the eigen-
vector of the projector. Here we refer to the projection
matrix that maps latent codes to features as the projector.
The key observation is that using the eigenvectors of the
projector for latent perturbation would maximize the data
variations. Such identified eigenvectors/directions would
correspond to meaningful semantic concepts. However, as
shown in Fig. 1 top left, this is likely to cause semantics
entangled in the top few eigenvectors. This phenomenon
stems from the fact that the variation caused by an eigen-
vector is actually determined by the associated eigenvalue.
Due to the imbalanced eigenvalue distribution, the discov-
ered directions are not equally-important, and the top few
ones would simultaneously manipulate multiple attributes.
This eigenvalue discrepancy can be mitigated by enforc-
ing orthogonality constraint to the projector. Nonetheless,
since standard orthogonal matrices have as many equally-
important eigenvectors as the dimensionality, there would
not be enough semantics to mine in practice when the
method scales to large models such as StyleGANs whose
projector dimension is 1024 or 512. Consequently, as an
accompanying limitation, the data variations would be split
among all the eigenvectors and none of them could produce
meaningful output changes (see Fig. 1 top right).

To resolve the above issues, we propose Householder
Projector, a low-rank orthogonal matrix representation
based on Householder transformations, to parameterize the
projection matrix that maps latent codes to features. The
projector is first decomposed to its SVD form (USVT ).
Next, the orthogonal singular vectors U and V are repre-
sented by a series of Householder reflectors, respectively.
Thanks to the normalization of Householder reflections, the
orthogonality is also preserved during backpropagation. For
the singular value S, we explicitly set it as a low-rank iden-
tity matrix (i.e., S=diag(1, . . . , 1, 0, . . . , 0)) whose rank
defines exactly the number of semantic concepts. As shown
in Fig. 1 bottom, the low-rank property guarantees that
the identified directions would cause meaningful variations,
while the orthogonality encourages that each semantic at-
tribute is disentangled from the others. Moreover, a proper
initialization scheme is proposed to leverage the statistics
of pre-trained weights, and an acceleration technique is
applied to speed up the computation. We also propose
a metric dedicated to measuring the smoothness of latent
space to interpretable directions based perturbations. Our
Householder Projector is integrated into pre-trained Style-
GANs [28, 26] at multiple different layers to mine the di-

verse and hierarchical semantics. Since our projector in-
evitably changes the pre-trained parameters, the modified
models incorporated with our projector are fine-tuned for
limited steps to maintain the original image fidelity. Both
quantitative and qualitative results on several widely used
benchmarks [29, 63, 10, 25, 13] show that within marginal
fine-tuning steps (1% of the training steps), our House-
holder Projector improves the latent semantics discov-
ery of StyleGANs to have more precise attribute control
while not impairing the quality of generated images.

The key results and main contributions are as follows:

• We propose Householder Projector, a flexible and gen-
eral low-rank orthogonal matrix representation based on
Householder transformations, to parameterize the projec-
tor of generative models for latent semantics discovery.

• Our Householder Projector can be easily integrated into
pre-trained GAN models. With the acceleration tech-
nique, it can be efficiently fine-tuned for very limited ad-
ditional steps, which paves the way for applying latent se-
mantics discovery and orthogonality techniques to large-
scale generative models such as StyleGANs.

• Extensive experiments on two popular backbones (Style-
GAN2 [28] and StyleGAN3 [26]) and six benchmarks
(FFHQ [29], LSUN Church and Cat [63], MetFaces [25],
AFHQ [10], and SHHQ [13]) demonstrate that within
marginal extra fine-tuning steps (1% of the original train-
ing steps), our method could both achieve precise at-
tribute control and preserve the original image quality.

2. Related Work
Generative Adversarial Networks. In the past few years,
GAN-based generative models [15] have achieved remark-
able progress in high-fidelity image synthesis [43, 24, 5, 27,
28, 26, 25, 39, 6, 16, 50, 46]. The generation process usu-
ally takes the following procedure: a randomly-sampled la-
tent code is fed into the generator through a projection step,
and then the generator outputs realistic-looking images. Re-
cently, the style-based generators [27, 28, 26] that gradually
absorb layer-wise latent style codes are becoming the de
facto GAN backbones. StyleGAN2 [28] improves the orig-
inal StyleGAN [27] by redesigning generator normalization
and training techniques, and StyleGAN3 [26] further ex-
plores some equivariance properties. We use the popular
StyleGAN2 and StyleGAN3 as our backbones in this paper.
Latent Semantics Discovery. Recently, lots of methods ex-
plore disentangling the latent space to achieve image editing
by moving the latent code in the identified interpretable di-
rections [7, 3, 21, 47, 17, 56, 67, 48, 18, 41, 54, 57, 55,
30, 55, 31, 60, 22, 44, 9, 53, 51]. Supervised methods
rely on human annotations (i.e., segmentation masks, at-
tribute categories, 3D priors, and text descriptions) to de-
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fine the semantic labels [14, 47, 61, 21, 42, 33, 8, 12, 49,
40, 34, 62, 59, 23]. Here we mainly highlight some rele-
vant unsupervised approaches that are free of annotations.
Voynov et al. [56] proposed to jointly learn a set of di-
rections and a classifier such that the interpretable direc-
tions can be recognized by the classifier. More recently,
Peebles et al. [41] and Wei et al. [57] proposed to add or-
thogonal Hessian and Jacobian regularization to encourage
disentangled representations, respectively. Song et al. [51]
proposed to use wave equations to model the spatiotempo-
ral dynamic non-linear latent traversals in generative mod-
els. SeFa [48] showed that the eigenvectors of the projec-
tor after the latent code could maximize the data variations
and proposed to directly use them as the interpretable direc-
tions. However, due to the imbalanced eigenvalues, the im-
age attributes would be entangled in the top few eigenvec-
tors. Our proposed Householder Projector solved this issue
by parameterizing the projector to a low-rank but orthog-
onal matrix. Notice that the used orthogonality technique
in [56] is different from ours. In [56], the authors use matrix
exponential exp(A−AT ) to generate skew orthogonal ma-
trices where the skew-symmetry could limit the representa-
tion power. Also, the technique cannot parameterize given
matrices and cannot explicitly control the rank. Our House-
holder representation is more general and flexible, allowing
for controllable rank and parameterization of given matri-
ces. Compared with the soft orthogonality regularization
used in [41, 57, 18], the hard orthogonality of our method
helps the model to learn more uncorrelated attributes within
less fine-tuning steps.

In contrast to global editing approaches discussed above,
some methods can perform local image editing in a post hoc
way: they first define or learn a segment of regions of inter-
ests, and then manipulate the masked intermediate features
for local editing [2, 11, 65, 66, 38]. Empowered by the pre-
cise control of attributes, our method can also achieve com-
petitive performance in local image editing (see Sec. 4.2).

3. Householder Projector

This section starts with the preliminary introduction of
the closed-form latent semantics discovery. Next, we ana-
lyze its inherent limitation on entangled semantics and then
illustrate our proposed Householder Projector in detail.

3.1. Preliminary: Closed-form Latent Discovery

Previous latent semantics discovery approaches [14,
56, 17, 47, 48] consider the GAN manipulation as
edit(G(z))=G(z + αn) where G(·) represents the gen-
erator, z∈Rd denotes the latent code of dimension d, n∈Rd

is the identified semantically meaningful direction, and α
represents the perturbation strength. If one views the GAN
as a multi-step projection function, the first projection can

be expressed as:
G1(z+ αn) = Az+ b+ αAn, (1)

where A and b denote the weight and bias of the projection
step (e.g., convolution or linear transform), respectively. As
can be seen from eq. (1), the resultant manipulation depends
on the term αAn. Intuitively, an interpretable direction n
should cause large variations of G1(z+αn), which is equiv-
alent to maximizing the impact of αAn. Motivated by this
observation, SeFa [48] proposed to consider the formulation
as the following constrained optimization problem:

n⋆ = argmax ||An||22 s.t. nTn = 1, (2)
where the constraint nTn=1 is set to satisfy vector orthog-
onality, and || · || denotes the l2 norm. Introducing a La-
grange multiplier λ leads to 2ATAn−2λn=0. The closed-
form solutions all correspond to the eigenvectors of ATA.
This presents a promising approach to identify the seman-
tics by exploiting the projector A that projects latent codes.
However, one fact overlooked by [48] is that the eigenvec-
tors would cause different extents of variations due to the
discrepancy of associated eigenvalues. Supposing that n is
an eigenvector of ATA, then we would have ||An||22=σ2

where σ is the corresponding singular value of A. For non-
orthogonal matrices, the singular values are exponentially
decreasing, i.e., σ1≥σ2≥ . . .≥σd. This would cause most
variations captured by the first few interpretable directions.
The imbalance is thus likely to make semantic attributes en-
tangled in the top eigenvectors (see Fig. 1 top left).

3.2. Householder Low-rank Orthogonal Projector

The eigenvalue discrepancy can be eliminated by enforc-
ing strict orthogonality. Orthogonal matrices have the prop-
erty of identical eigenvalues, which assigns equal impor-
tance to each eigenvector. The low-rank constraint could
further limit the number of semantics to mine. Therefore,
we propose to use Householder representation, a flexible
and general framework to parameterize matrices, to endow
the projection matrix with low-rank orthogonality.
Householder Parameterization. Householder representa-
tions can parameterize any matrices by using a series of
Householder reflectors to represent the orthogonal singular
vectors of its Singular Value Decomposition (SVD) form.
In the field of deep learning, it has been used to parameter-
ize the transition matrix and to stabilize gradients of recur-
rent neural networks [36, 64, 35]. The key to the orthogo-
nality representation relies on the following theorem:

Theorem 1 (Householder representation [20, 32]). Given
any square orthogonal matrix M ∈ Rm×m, it can be rep-
resented by the product of Householder matrices M =
H1H2 . . .Hm where each Householder matrix is param-
eterized by a vector as Hi = I− 2

hih
T
i

||hi||22
.

Let USVT denote the SVD of the projector A where S
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Leg Pose Clothes Color

Arm Pose Handbag Sunglasses Skin Color

Pants/Skirt Shoes

Nose Width Colorization ShadowFace Color Pose Ear Size StyleNose Color LightningFinenessHead Shape Nose Size

Cloudiness LightningTreeTower Size WeatherChurch Type Eye SizeTail Length Body ColorPose Zoom In Mouth

Hair Length GenderPose BeardHead Shape Eye Size LightningGlasses AgeHair Color Skin ColorMouth

Figure 2: Gallery of some semantic attributes discovered by our Householder Projector across all used datasets (FFHQ [29]
in the top row, LSUN Church [63] and LSUN Cat [63] in the 2nd row, SHHQ [13] in the 3rd row, and MetFaces [25] and
AFHQ [10] in the bottom row). These semantic attributes are sorted from low-level layers (left) to high-level layers (right).
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denotes the diagonal singular value, and U and V are left
and right orthogonal singular vectors. We use the accumu-
lation of Householder reflectors (i.e.,

∏w
i=0

(
I−2

uiu
T
i

||ui||22

)
and

∏h
i=0

(
I−2

viv
T
i

||vi||22

)
where w, h denotes the width and

height of A) to parameterize U and V, respectively. No-
tice that only ui and vi are the actual learnable parameters.
For S, we explicitly set it to a diagonal matrix and keep
the weight fixed. The projector is thus represented by our
Householder parameterizations.
Low-rank Constraint. To achieve the property of disentan-
gled attributes, one straightforward approach is to parame-
terize A as an orthogonal matrix, i.e., to set S to an identity
matrix I where Ii,j=1 for i=j and Ii,j=0 otherwise. This
would lead to equally-important semantic attributes whose
number is exactly the projector dimension. However, for
large generative models such as StyleGANs, the projector
dimension is typically very large (e.g., 512 or 1024). It is
not likely to have enough attributes to edit in practice. Set-
ting S to a full-rank diagonal matrix would spread data vari-
ations among all the eigenvectors, resulting in trivial and
imperceptible traversal (see Fig. 1 top right). To avoid this
issue, we propose to define S as a low-rank identity matrix:

S = diag(1, . . . , 1︸ ︷︷ ︸
N

, 0, . . . , 0), (3)

where N defines the rank and also the number of semantic
attributes to mine. By restricting the rank of the projector,
we explicitly limit the number of interpretable directions.
As shown in Fig. 1 bottom, this would benefit the latent
traversal for more meaningful output variations.
Orthogonality Preservation. One advantage of our House-
holder representation is that the orthogonality can be kept
during backpropagation. Since we have the vector nor-
malization hih

T
i

||hi||22
, the impact of any gradient descent step

hi−η▽hi on the orthogonality would be cancelled, i.e., the
updated vector remains orthogonal after normalization.
Initialization. When our method is applied to pre-trained
models, the well-trained network weights could be lever-
aged to initialize our Householder Projector. To this end,
we propose to use the nearest-orthogonal mapping [52] to
project the weight matrix into its orthogonal form that has
the nearest distance in the Frobenius norm (i.e., min ||R −
A||F where RTR = I). The closed-form solution is given
by UVT where USVT is the SVD of the original weight
matrix A. Next, we decompose U and V into their House-
holder reflectors and use them to initialize our projector.
Such an initialization scheme leverages the statistics of the
original weight matrix, which might give our projector a
good starting point and improve the performance (see the
ablation study of Sec. D.3 in the supplementary).
Acceleration. The accumulated product of elementary

A Mod

Demod Conv

FN

W …

EMA1
1

1
0

0

StyleGAN Layer

……

…

uw

v1
v2

vh

u2u1

Figure 3: Illustration on how our Householder Projector
represents the modulation weight A of StyleGANs. Here
“Demod”, “EMA”, and “FN” denote Demodulation, Expo-
nential Moving Average, and Filtered Non-linearities, re-
spectively. The projector is parameterized by its SVD form
where U and V are represented by the accumulation of
Householder reflectors, and S is set to a low-rank identity
matrix. Our projector is applied at multiple different layers
of StyleGANs to explore the diverse and hierarchical se-
mantics. The actual learnable parameters are ui and vi.
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Figure 4: Comparison with ReSeFa [66]. The blue lines
indicate the specific regions changed by our method, and
the red box indicates the region of interest that is needed as
input to ReSeFa [66].

Householder matrices can be accelerated via the theorem:

Theorem 2 (Compact WY representation [4]). For any
accumulation of m Householder matrices H1. . .Hm,
there exists W,Y∈Rd×m such that I−2WYT=H1. . .Hm

where computing W and Y takes O(dm2) time and m se-
quential Householder multiplications.

This theorem indicates the possibility to repeatedly
split the accumulation H1H2 . . .Hm into multiple sub-
sequences until irreducible. Then these sub-sequences can
be computed in parallel and gradually merged. As revealed
in the ablation of Sec. D.3 in the supplementary, this tech-
nique could fully exploit the parallel computational power
of GPUs and greatly speed up the aggregation, particularly
in our case where the projector dimension is large.
Implementation in StyleGANs. Fig. 3 depicts how our
Householder Projector modifies the original StyleGAN ar-
chitectures. The projector used in the weight modulation
module is represented by our proposed projector. The
weight matrix is thus endowed with low-rank orthogonal
properties. We insert the proposed projector at every layer
of StyleGAN2 and every four layers of StyleGAN3. Since
StyleGAN3 has 15 intermediate layers, the adjacent layers
have very similar and even repeated semantics. Therefore,
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Identity Pose Age Gender Glasses Smile

Identity 0.65 0.24 0.03 0.04 0.01 0.03
Pose 0.11 0.57 0.04 0.04 0.11 0.13
Age 0.02 0.05 0.67 0.03 0.19 0.03

Gender 0.03 0.32 0.02 0.52 0.10 0.00
Glasses 0.01 0.08 0.00 0.02 0.88 0.01
Smile 0.02 0.01 0.01 0.00 0.01 0.95

(a) Our method

Identity Pose Age Gender Glasses Smile

Identity 0.56 0.06 0.05 0.02 0.05 0.26
Pose 0.44 0.48 0.05 0.01 0.01 0.00
Age 0.43 0.27 0.22 0.05 0.03 0.01

Gender 0.33 0.18 0.04 0.40 0.04 0.02
Glasses 0.27 0.14 0.04 0.10 0.23 0.22
Smile 0.20 0.08 0.09 0.00 0.03 0.61

(b) SeFa

Identity Pose Age Gender Glasses Smile

Identity 0.51 0.27 0.04 0.05 0.03 0.10
Pose 0.39 0.35 0.05 0.02 0.07 0.11
Age 0.26 0.14 0.32 0.10 0.05 0.12

Gender 0.20 0.06 0.34 0.29 0.04 0.07
Glasses 0.18 0.06 0.12 0.07 0.42 0.14
Smile 0.13 0.05 0.07 0.02 0.03 0.70

(c) OrJaR

Identity Pose Age Gender Glasses Smile

Identity 0.54 0.25 0.04 0.06 0.02 0.08
Pose 0.42 0.30 0.08 0.04 0.05 0.12
Age 0.21 0.15 0.28 0.11 0.08 0.17

Gender 0.27 0.07 0.23 0.25 0.04 0.13
Glasses 0.15 0.12 0.16 0.04 0.37 0.16
Smile 0.11 0.09 0.12 0.01 0.01 0.66

(d) HP
Table 1: The l1 normalized attribute correlations based on 2K same samples generated by GAN inversion.

Pose Unambiguity (1st Layer 8th Direction)

Figure 5: Interpretable directions identified by our method
are semantically consistent among different samples.
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Figure 6: Qualitative comparisons of the same samples.

we choose to integrate our projector every few layers to ob-
tain interpretable directions of different semantics.

4. Experiments
In this section, we first introduce the experimental setup,

followed by the quantitative and qualitative evaluation. We
defer the full ablation studies to Sec. D of supplementary.

4.1. Setup

Models. We evaluate our Householder Projector on Style-
GAN2 [28] and StyleGAN3 [26], i.e., the challenging state-
of-the-art GAN backbones in the field of computer vision.
Datasets and Baselines. For StyleGAN2, we conduct ex-
periments on FFHQ [29], LSUN Church [63], and LSUN

Cat [63]. The experiments of StyleGAN3 are performed on
SHHQ [13], MetFaces [25] and AFHQv2 [10]. We mainly
compare our method with representative unsupervised la-
tent semantics discovery approaches, including SeFa [48],
Orthogonal Jacobian Regularization (OrJaR) [57], and Hes-
sian Penalty (HP) [41]. SeFa [48] can be directly applied to
pre-trained models, while OrJaR and HP need extra fine-
tuning or training from scratch due to the regularization.
Metrics. We conduct quantitative evaluation using (1)
Fréchet Inception Distance (FID) [19], (2) Perceptual
Path Length (PPL) [27], (3) Perceptual Interpretable
Path Length (PIPL), and (4) Face Attribute Correla-
tion. FID aims to measure the image quality and diver-
sity by computing the distance between the real and fake
distributions, and PPL is designed to assess the perceptual
smoothness of the latent space where the smoothness can
reflect the disentanglement ability. Our proposed PIPL is
a natural modification of PPL by adapting the latent ma-
nipulation from random interpolation-based perturbations
to vector-based perturbations using interpretable directions.
Compared with PPL, our PIPL can better measure the latent
space smoothness when the latent code is perturbed along
with specific vectors, which suits more vector-based seman-
tic discovery methods like SeFa [48] and ours. Furthermore,
for StyleGAN2 trained on FFHQ, we rely on pre-trained
face attribute estimators to compute the correlation coef-
ficient between the traversal steps and the face attributes.
Besides the above four metrics, we also assess the disentan-
glement through visual observation. We defer the details of
used datasets and metrics to Sec. C of the supplementary.
Implementation Details. We adopt the widely used Py-
torch implementation of StyleGAN21 and convert the of-
ficial TensorFlow pre-trained models into PyTorch for
FFHQ [29], LSUN Church [63], and LSUN Cat [63]. For
StyleGAN3, we use the official code and pre-trained models
of AFHQv2 [10] and MetFaces [25]. As for SHHQ [13], we
also use the official pre-trained model2. Following the orig-
inal optimization strategy, we finetune all the parameters of
the pre-trained generator and discriminator within 1% of the
total training steps (kimgs for StyleGAN3). For instance,
the fine-tuning process takes 5K steps for StyleGAN2 with
FFHQ and 250 kimgs for StyleGAN3 with AFHQ. The fine-
tuning time is thus very limited due to the small number

1https://github.com/rosinality/stylegan2-pytorch
2https://github.com/stylegan-human/StyleGAN-Human
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Figure 7: Exemplary qualitative comparison of two different semantics on FFHQ [29] with StyleGAN2 [28]. Our House-
holder Projector can precisely control the image attributes without changing the face identity. The direction index denotes
the index of eigenvectors.

of training steps. To give concrete examples, fine-tuning
models on FFHQ and AFHQ takes 1.5 and 2.5 hours, re-
spectively. The rank N of S is set to 10 for all experiments
based on our empirical observation of the number of seman-
tics of StyleGANs. Our editing strength is set the same as
SeFa. We use 4 RTX A6000 GPUs for the training. For the
comparison fairness, the baseline methods OrJaR [57] and
HP [41] are also fine-tuned with the same steps.

4.2. Qualitative Evaluation and Discussion

Diverse and Precise Attributes. Fig. 2 exhibits some se-
mantic attributes discovered by our Householder Projector
on all the datasets. Our method mines a diverse set of dis-
entangled semantics, enabling a wide range of attribute ma-
nipulation. Take as an example the first row of attributes
discovered on FFHQ [29]. The left columns present diverse
high-level semantic concepts such as “Pose” and “Shape”,
while the right columns show low-level attributes such as

Datasets Methods FID (↓) PPL (↓) PIPL (↓)

FFHQ [29]
1024× 1024

SeFa [48] 4.48 1579.76 0.227
OrJaR [57] 4.51 987.80 0.204

HP [41] 4.66 993.17 0.207
Ours 4.40 966.23 0.141

LSUN Church [63]
256× 256

SeFa [48] 4.61 530.68 0.069
OrJaR [57] 3.77 474.77 0.065

HP [41] 3.78 486.93 0.058
Ours 3.72 457.52 0.030

LSUN Cat [63]
256× 256

SeFa [48] 8.37 722.24 0.141
OrJaR [57] 8.39 562.98 0.134

HP [41] 8.31 573.71 0.136
Ours 8.46 526.26 0.057

Table 2: Evaluation results on StyleGAN2.

“Color” and “Lighting”. This hierarchy also meets the same
trend of original StyleGANs. The manipulation of the di-
verse and highly-disentangled semantics would give users
more precise control on the image generation process.
Semantic Unambiguity. Importantly, our interpretable di-
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Figure 8: Exemplary visual comparison of three different semantics on SHHQ [13] with StyleGAN3 [26]. Our method is
able to mine more disentangled interpretable directions and have more precise control on the attributes. The direction index
denotes the index of eigenvectors.

rections are unambiguous to different samples. As shown in
Fig. 5, the image variations manipulated by our discovered
directions all correspond to the same semantic attribute,
i.e., the head pose. The other non-target attributes are un-
touched, such as the background and face identity.
Comparison against Other Methods. Fig. 7 and Fig. 8
compare the latent traversal of some directions against other
baselines on FFHQ [29] and SHHQ [13], respectively. All
the methods can discover similar attributes in the same
layer, such as the head length in Fig. 7 left. However,
the baselines suffer from entangled semantics and the other
attributes vary during the traversal, such as hairstyle for
SeFA [48] and OrJaR [57], and expression for HP [41]. By
contrast, our method is able to discover more precise se-
mantics and preserve other non-target attributes.
Comparison of Same Samples. To better compare the
qualitative disentanglement performance, we further use a
GAN inversion technique (PTI [45]) to create nearly the
same images from FFHQ for different methods. Fig. 6 dis-
plays some qualitative comparisons. For the same samples,
our method still has more precise attribute control.
Local Editing Applications. With precise attribute control,

our method is even able to edit local regions by simply per-
forming latent traversal. Fig. 4 displays such a use case.
Our method achieves very competitive performance against
local editing methods such as the recent ReSeFa [66]. In
addition, our method is free of extra bounding box as input.

Please refer to Sec. E of the supplementary for more
visualizations about comparisons on other datasets, and se-
mantic diversity/unambiguity/hierarchy.

4.3. Quantitative Evaluation

StyleGAN2 Results. Table 2 presents the quantitative eval-
uation results on FFHQ [29], LSUN Church [63] and LSUN
Cat [63] datasets. Our proposed Householder Projector out-
performs other baselines in terms of both PPL and PIPL.
This demonstrates that our method has a smoother and more
structured latent space, which corresponds to more disen-
tangled representations. In particular, our approach sur-
passes SeFa [48] by a large margin, which indicates the ben-
efit of enforcing low-rank orthogonality to the projection
matrix. Compared with the soft orthogonality regularization
used in OrJaR [57] and HP [41], the hard orthogonality of
our projector also has an advantage in latent smoothness
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due to the strict orthogonality preservation and the addi-
tional low-rank constraint. Moreover, our FID score is also
very competitive, implying that our method could simul-
taneously improve the disentanglement performance while
keeping the quality of generated images unharmed. For the
attribute correlation, we also use GAN inversion to create
a dataset of 2K identical images for each method. Table 1
compares the correlation results on FFHQ. Our method out-
performs other unsupervised baselines and preserves the at-
tribute well in particular.

Datasets Methods FID (↓) PPL (↓) PIPL (↓)

MetFaces [25]
1024× 1024

SeFa [48] 15.33 5626.31 2.991
OrJaR [57] 17.55 5754.44 3.700

HP [41] 17.32 5323.27 3.465
Ours 16.89 4192.52 0.099

AFHQv2 [10]
512× 512

SeFa [48] 4.40 2193.74 0.470
OrJaR [57] 5.45 2103.47 0.440

HP [41] 5.33 2198.46 0.463
Ours 4.98 2052.38 0.070

SHHQ [13]
512× 256

SeFa [48] 2.54 1621.07 0.370
OrJaR [57] 4.78 1614.56 0.245

HP [41] 5.38 1648.74 0.216
Ours 4.17 1549.01 0.119

Table 3: Evaluation results on StyleGAN3.

StyleGAN3 Results. Table 3 compares the performance
of our method against other baselines on MetFaces [25],
AFHQv2 [10], and SHHQ [13] datasets. The results are
very coherent with those on StyleGAN2: our Householder
Projector improves the latent space smoothness without
harming the image fidelity. Our method as well as the two
baselines that involve fine-tuning have slightly worse FID
than the original StyleGAN3. This might stem from the fact
that due to the limited computational resources, our used
batch size (16) is actually smaller than the original setting
of StyleGAN3 (32). As revealed in the ablation study of
Sec. D.2 of the supplementary, the hyper-parameter batch
size has a substantial impact on FID. We expect that increas-
ing the batch size would further boost the image quality of
our method and lead to a more competitive FID score.

5. Conclusion

This paper proposes a general and flexible low-rank or-
thogonal matrix representation coined as Householder Pro-
jector for unsupervised latent semantics discovery of gener-
ative models. The proposed method endows the projection
matrix with low-rank orthogonality. This superiority helps
pre-trained GANs to achieve precise and diverse semantics
control within limited fine-tuning steps. Extensive exper-
iments of StyleGANs on various benchmarks demonstrate
that our method could simultaneously identify the disentan-
gled attributes while maintaining image fidelity.
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