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Abstract: Image captioning is a technique that enables the automatic extraction of natural language
descriptions about the contents of an image. On the one hand, information in the form of natural
language can enhance accessibility by reducing the expertise required to process, analyze, and exploit
remote sensing images, while on the other, it provides a direct and general form of communication.
However, image captioning is usually restricted to a single sentence, which barely describes the rich
semantic information that typically characterizes remote sensing (RS) images. In this paper, we aim
to move one step forward by proposing a captioning system that, mimicking human behavior, adopts
dialogue as a tool to explore and dig for information, leading to more detailed and comprehensive
descriptions of RS scenes. The system relies on a questions–answers scheme fed by a query image
and summarizes the dialogue content with ChatGPT. Experiments carried out on two benchmark
remote sensing datasets confirm the potential of such an approach in the context of semantic infor-
mation mining. Strengths and weaknesses are highlighted and discussed, as well as some possible
future developments.

Keywords: ChatGPT; image captioning; visual question answering (VQA); visual question generation
(VQG); visual dialoguing

1. Introduction

Remote sensing images are characterized by rich and detailed semantics, which makes
them difficult and time-consuming to analyze, especially for non-experts. Traditional
approaches of automatic information extraction such as scene classification, semantic
segmentation, and others can extract very low-level information that, usually, must be
refined or reasoned further to translate it into a more useful source of information for
the final user. In this context, remote sensing (RS) image captioning aims at bridging
the need for a more complete and straightforward source of information by extracting
information directly in the form of natural language, which is more interpretable by a
human user. Image captioning teaches machines to maximize the probability of generating
the ground truth description through end-to-end training of large neural networks. This
can be difficult to achieve due to the enormous space of possibilities that image–description
couples represent. Furthermore, image captioning often extracts a single sentence, which
may be not enough to capture the rich and detailed semantics of (especially) RS images. In
this paper, we try to model the image captioning process by proposing a different paradigm
that, instead of directly optimizing a set of weights conditioned on a set of supervised
training pairs, tackles the description problem in a more human-like way, namely through
dialoguing. We argue that dialogue is beneficial in two ways: (1) it decomposes the problem
into subproblems represented by various questions, whose solutions can be easier; (2) it
enables exploring to a deeper degree the semantic content hidden in an image; and (3) it
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is less sensitive to the common problem of error accumulation in image captioning [1] in
which an error in the prediction of a word will most likely influence all the other words by
breaking down the description and so reduces the errors to sub-problems. In particular,
we explore different solutions for enriched remote sensing image description under the
paradigm of “description through dialogue”, providing strengths and weaknesses of each,
as well as directions for further research. The paper is organized as follows: in Section 2,
after an introduction to the fundamentals of image captioning (IC) in the context of RS
images, and various related research areas such as visual question answering (VQA) and
visual question generation (VQG), we introduce our proposed paradigm of description
through dialogue by bridging these different research areas. Specifically, we outline three
different variants of the dialoguing system and the metrics used for assessment. Section 3
reports the results obtained by the various approaches, while Section 4 reports quantitative
and qualitative results for all three solutions of the dialoguing system on both datasets,
followed by a general discussion about the performance in different contexts. Finally,
Section 5 outlines open issues and future directions, concluding the paper.

1.1. Related Research Areas

First, we want to introduce various techniques for the automatic extraction of in-
formation from images using natural language. Starting with the most seminal area of
generative-based image captioning, additional research areas, namely visual question an-
swering (VQA) and visual question generation (VQG), are also introduced. It is noteworthy
that, in the following subsections, the concept of token refers to a generic piece of a text
sequence, which can be different depending on the tokenization scheme.

1.1.1. RS Image Captioning (RSIC)

Remote sensing image captioning (RSIC) is the task of automatically describing a
remote sensing image using natural language. RSIC is being applied to tackle multimodal
image retrieval and change captioning [2] and can be used in other areas such as traffic
command or rescue scenarios [3] by providing automatic text or voice descriptions of un-
manned aerial vehicle (UAV) images. Generative-based remote sensing image captioning
witnessed a similar evolution compared to the natural image counterpart. RSIC commonly
relies on an encoder-decoder architecture, in which the encoder is devoted to the extraction
of discriminative features from the image, and the decoder, conditioned by the extracted
features, is employed to generate a description. For a practical example, the seminal pa-
per [4] introduces an encoder-decoder architecture employing a pre-trained convolutional
neural network (CNN) to extract image features and an auto-regressive decoder (RNN) to
generate the description word-by-word conditioned on both the image features and the
previously predicted words. Soon, building on this first approach, advances in encoder
(deeper architectures [5]), decoder (gated recurrent unit (GRU [6], SVM-based decoder [7]),
and in the interaction between the text and image features (multilevel features [8], attention
mechanism [9–11]), enabled researchers to push further the limits of RSIC performance. Re-
cently, the introduction of transformer architecture led to fully attention-based captioning
systems [12]. All image captioning approaches based on deep neural networks model their
task as an auto-regressive process, in which the next token is generated conditioned on
the image features and the previously predicted tokens. More specifically, given an image–
description pair, traditional image captioning algorithms try to maximize the following
probability distribution:

P(T|I) =
L

∏
k=1

P(tk|T1...(k−1), I) (1)

where T is a ground-truth description composed of L tokens and I is the vector of image
features. Given a collection of image–description pairs, the network is enforced to increase
the probability of assigning the correct description to every image in the dataset. Afterward,
the trained network associates an input image with the highest fitting sequence of words
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according to the learned distribution. Such a paradigm has been widely applied in RSIC
but presents some limitations. The first is that all datasets for RSIC are composed of images
and short descriptions, which barely is enough to describe the wide variety of objects
and concepts that characterize RS images. The second is the difficulty in learning such a
complex distribution with the relatively small RS datasets that exist in the literature [4,8,13].
The cost associated with the collection and labeling of data for remote sensing image
captioning makes it unfeasible to deliver comprehensive and large datasets adequate for
an algorithm to reliably learn a good approximation of the true distribution, even if some
efforts are being made in this direction [13]. This makes algorithms for remote sensing
image captioning less robust and general, thus restricting their applicability.

1.1.2. RS Visual Question Answering (RSVQA)

The branch of visual question-answering research started shortly after image caption-
ing [14]. The task in VQA is to answer user-defined questions by looking at the contents of
an image. This enables users to interact with VQA systems to analyze images, retrieving
specific information using natural language questions. In the context of remote sensing, a
VQA system can be compared to an expert who can provide answers on specific concepts
about remote sensing images. VQA methods may be subdivided into two main categories:
closed-ended and open-ended answering. Closed-ended answering is defined as a classifi-
cation task on a closed set of possible answers, modeling a probability distribution as:

P(a|Q, I) (2)

where a is one answer between a set of predetermined fixed answers, Q is the sequence of
tokens representing the natural language question, and I is the vector of image features.
In open-ended visual question answering, similarly to the task of image captioning, the
answer is a sequence of tokens generated in an auto-regressive manner. The probability
distribution modeled by open-ended VQA algorithms is reported in Equation (3), which
closely resembles that modeled by a captioning system, except for the further conditioning
given by the question Q:

P(A|Q, I) =
L

∏
k=1

P(Ak|A1..k−1, Q, I) (3)

RS visual question answering (RSVQA) has been tackled for the first time in [15] using
a closed-form answering paradigm. The authors used OpenStreetMap and a template-
based question generation process to gather question–answer pairs for RS images, creating
the first dataset for remote sensing visual question answering [15]. However, as shown by
them, RSVQA suffers from the complexity of remote sensing scenes, for example, when
dealing with the counting and numbering of objects. Despite being very recent, the field
of RSVQA has witnessed some advancements, from the introduction of the attention
mechanism [16], to ways that allow the algorithm to account for subsequent questions [17],
to the leveraging of large language models in the context of prompt answering [18] and the
adoption of the transformer architecture for both images and text and their fusion [19].

1.1.3. RS Visual Question Generation (RSVQG)

Visual question generation is a novel research area, which aims at automating the
questioning process by generating coherent and sound questions for an input image.
Visual question generation can be useful, for example, to gather data for visual question
answering, where data labeling is very expensive and time-consuming. Other areas where
visual question generation can be useful are in the field of child education, interactive
lectures, and visual conversations [20]. VQG methods can be divided into three groups,
namely rule-based, template-based, and generative-based visual question generation. In
rule-based VQG, some specific syntactical rules are used to build questions from image
descriptions [21]. Template-based VQG proposes to generate questions using templates
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and a set of objects, attributes, and relations. Those can be fixed [22] or automatically
recognized in the input image using some visual detectors [23]. Generative-based VQG
shares similarities with image captioning, in which both are required to generate text in
an open-handed way. One peculiarity of generative-based VQG that differentiates it from
image captioning is the requirement to generate not just one, but a set of plausible and
coherent sequences of text (questions) for the same input image. Different generative-
based methods have been envisioned to generate different questions for the same image.
For example, in [22], questions are generated that explicitly explore objects detected in
the image, further constraining the generation to predefined types of questions. In [24],
different questions are created, starting from regional captions and adding the conditioning
given by the question type. In [25], multiple question generation is addressed in an end-to-
end leveraging the variational autoencoder framework. Despite advances in generative-
based visual question generation, the application to remote sensing images is still an
open area of research. From what we know, ref. [26] is the only work in the literature
exploring generative-based visual question generation for RS images. In [26] the authors
propose a transformer-based architecture to generate different plausible questions for RS
images. They use questions from the dataset proposed in [15] to train the model in a fully
supervised fashion.

2. Materials and Methods

In this work, we propose a system that can extract information from images, con-
densing it in a descriptive paragraph of natural language. The system building blocks are
derived from the previously introduced research areas, bridging visual question generation
with visual question answering. Its general idea, depicted in Figure 1, is to establish a
machine-to-machine (M2M) visual dialoguing (VD) that requires no (or little) concrete
human intervention and that enables information digging from images. The collected
information is summarized at the end of the dialogue to generate the final output. This
way of approaching the problem is different from standard image captioning. In image
captioning, there is no real exploration of the information in an adaptive way, but all
the information is already condensed in a single round output description, which can
reduce the extraction of information. Under the dialoguing paradigm, the exploration
is performed in steps; each question–answer pair allows the machine to explore more of
the image content, possibly building on previously extracted knowledge to decide which
follow-up questions to ask to maximize the collection of information. To formalize the
idea, we envision a system fed by an input image and composed of two machines, one that
is devoted to the task of asking questions, and the other that, based on a given question,
provides an appropriate answer. This conceptual division is useful to obtain the idea of the
actors involved in the process since it is not necessarily required that those be two distinct
machines. Indeed, different variants can emerge, for example, with a single machine that
provides both questions and answers or with predefined template questions. In this paper,
we will explore different preliminary solutions, but as we expect, more can emerge in the
future. We will explore some strengths and drawbacks of different strategies, trying to set
the path for more exploration of this promising but challenging paradigm.

We present three different solutions to the dialoguing system. The first, called “Open-
ended dialogue”, is based entirely on the proposal outlined in [27]. We adopt the same
configuration, experimenting with zero-shot dialoguing for remote-sensing images. The
second, called “Closed-form dialogue”, uses a predefined set of questions and generates
a fixed dialogue for each image. The third, called “Closed-form dialogue with context”,
inherits the dialoguing approach of the previous closed-form solution but proposes a way to
integrate the context given by the previous questions and answers in the answering process.
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Figure 1. Conceptual representation of the machine-to-machine visual dialoguing (M2M-
VD) paradigm.

2.1. Open-Ended Dialogue

In open-ended dialogue, the idea is to have two separate machines, one that produces
questions and the other that answers. In this work, we adopt the method proposed in [27],
in which Blip-2 [28] is used to answer questions generated by ChatGPT [29]. Blip-2 is
a multimodal architecture that bridges the visual and text modalities by connecting a
frozen image encoder to a frozen large language model (LLM). The goal is to preserve
the reasoning ability of large language models while injecting image understanding by
adaptively merging the two modalities through a so-called “query transformer”. The
alignment between the image encoder and the LLM follows a two-step procedure, using a
corpus of 129M of images with corresponding text descriptions. In the first step, alignment
of the extracted visual features is performed by connecting the query transformer to the
frozen image encoder.

In detail, the authors make use of three pre-training objectives, namely (1) image-
text contrastive learning (ITC), (2) image-grounded text generation (ITG), and (3) image-
text matching (ITM). ITC aims at enhancing the mutual information between image–text
representations of corresponding (positive) pairs while reducing that of non-corresponding
(negative) pairs. ITG trains the query transformer to generate texts conditioned on the
input image. This objective forces the queries to capture the most meaningful information
from the frozen image encoder representation to generate the text. ITM consists of a binary
classification of whether the image corresponds to the text (positive pair) or not (negative
pair). The prediction is achieved by generating logits’ scores from each query vector in the
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Query Transformer and averaging to obtain the overall matching result. In the second step,
the authors connect the query transformer to a frozen large language model. The goal of
this stage is to align the large language model in generating text conditioned on the queries
extracted by the query transformer. According to the authors, keeping the models frozen
during alignment can mitigate the catastrophic forgetting problem, therefore preserving the
ability to perform prompt-based text generation while including conditioning information
from the image.

ChatGPT [29] is a fine-tuned version of GPT-3.5, and it belongs to the family of large
language models. GPT-3.5 has been pre-trained to perform next token prediction in a self-
supervised fashion on a huge amount of textual data collected from the web. Starting from
the pre-trained GPT-3.5 checkpoint, in [30], authors use reinforcement learning from human
feedback (RLHF) to enforce the instruction following capability. This passage equipped
ChatGPT with superior capability in language understanding, generation, interaction,
and reasoning.

Figure 2 depicts the block scheme for the open-ended dialogue system. In this frame-
work, the question generation process is dynamically controlled by ChatGPT relying on
the previous dialogue history (questions and answers). Specifically, the following steps
are performed:

1. A fixed prompt “Describe this image in detail” is used to spark the conversation.
2. Blip-2 answers with a description of the image.
3. ChatGPT generates a question based on the description.
4. Blip-2 answers by looking at the image.
5. ChatGPT, using the context of the first description and the dialoguing history, pro-

duces another question to further explore the image contents.
6. Blip-2 answers by looking at the image.

Figure 2. Open-ended dialogue block scheme.

Points (5) and (6) are repeated N times to simulate a dialogue between the questioning
machine and the answering machine. In our experiments, we simulated a total of 10 rounds
of questions and answers, so N = 9. At the end of the dialogue, ChatGPT is also leveraged
to summarize the content of the conversation and generate the final description.

2.2. Closed-Form Dialogue

In closed-form dialogue, we propose an alternative to alleviate some of the drawbacks
of the open-ended pipeline. The major weakness of our strategy is the generation of
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follow-up questions, which heavily relies on the first description generated by Blip-2.
Therefore, if this is incorrect, the dialogue may evolve completely incorrectly. One way to
alleviate this problem is to decouple the question generation from the dialogue history. In
closed-form dialogue, a predetermined set of questions is used for every image. Closed-
form dialoguing can be useful in situations in which (1) the user needs to collect specific
information regarding the scenes and is thus able to define a fixed set of targeted questions
or (2) the first description by Blip-2 does not capture enough/correct information about the
image to process meaningful subsequent questions. In the second case, the predefined set
of questions, if well-designed for the target images, allows for a more consistent extraction
of information and thus for more reliable image descriptions. As depicted in Figure 3, in
closed-form dialogue, Blip-2 is used to answer the questions listed in the fixed set, one
by one. Then, the set of questions and corresponding answers composing the dialoguing
history is summarized by ChatGPT to produce a descriptive paragraph.

Figure 3. Closed-form dialogue block scheme.

2.3. Closed-Form Dialogue with Context

In closed-form dialogue with context, we try to move one step forward in exploring
the interaction between the image and the previous dialogue, and how it can influence
the generation of answers for subsequent questions. In Figure 4, we propose an encoder-
decoder architecture based on Clip [31] and GPT-2 [32] models. We rely on a ViT-base-16
to encode the image I into a sequence of tokens f (I). Then, we concatenate these tokens
with the first question [Q1] and feed them as input to an auto-regressive distil-GPT-2 [33]
decoder to predict the answer Â1 in an auto-regressive manner. To form the contextual
information for the subsequent question Q2, we concatenate the previous question and
its predicted answer as follows [ f (I), Q1, Â1, Q2] to generate the answer Â2. The process
continues until the generation of the last answer ÂN for the question QN with the following
contextual information [ f (I), Q1, Â1, Q2, . . . , QN−1, ˆAN−1, QN ]. After that, we feed the
concatenation of all questions and answers to ChatGPT to generate the summary as in the
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previous methods. It is worth noting that fine-tuning the weights of this encoder-decoder
architecture (see Figure 5) is achieved by optimizing the so-called cross-entropy loss on the
training set, which can be given for one dialogue related to the image I as follows:

L =
1
N

N

∑
k=1

Cross_entropy(Ak, Âk) (4)

Figure 4. Block scheme of closed-form dialogue with context during inference phase.

Figure 5. Closed-form dialogue with context during training phase.

2.4. Dataset and Metrics

Experiments have been carried out on two popular datasets for remote sensing image
captioning, namely the RSICD dataset [8] and UCM-Captions dataset [4]. The RSICD
dataset contains 10921 images of size 224 × 224 with varying spatial resolutions. Each
image is annotated with a set of five captions. For some images, replication has been used
to artificially augment the number of captions up to five. UCM-Captions includes 2100
aerial images of size 256 × 256 with a spatial resolution of one foot. This dataset is defined
based on the UC Merced Land Use dataset, in which each image is associated with 1 of
21 land-use classes. Each image in the UCM-Captions dataset was annotated with five
captions as well. Although five captions per image are available, in both datasets, captions
of images belonging to the same class are very similar. Some examples of image–text
couples for both datasets can be found in Figure 6. As stated in [27,34], assessing the
performance in dialogue-based image description is a daunting problem, mainly because
of the lack of ground-truth summaries to compare with. As explored in [27], the use of
traditional metrics leads to huge drops in performance. In both these studies, authors use
human assessment to evaluate the descriptions and the dialogues, which is expensive and
time-consuming.
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- This square playground is made up of two
tennis courts coloured with green.
- Two small courts locate in a large grass.
- Two tennis courts surrounded by green
meadows are near to several buildings.
- Two tennis fields are surrounded by green
meadows.
- Two tennis courts are surrounded by a large
piece of green meadow.

- A viaduct divided into some beige ring area
and two gray straight viaduct.
- Viaduct is located in dark green vegetation
area.
- A viaduct through the dark green plants and
dark brown land.
- A pool with black water inside while sur-
rounded by many dark green plants.
- Many green trees are near a viaduct.

- Lots of boats docked in lines at the harbor.
- Lots of boats docked neatly at the harbor.
- Many boats docked neatly at the harbor and
the water is deep blue.
- Many boats docked neatly at the harbor and
just a few positions are free.
- Lots of boats docked in lines at the harbor
and just a few positions are free.

- There are two airplanes at the airport.
- Two airplanes are stopped at the airport.
- Two white airplanes are stopped at the air-
port.
- Two white airplanes are stopped at the air-
port with some cars beside it.
- Two white airplanes are stopped at the air-
port with some cars beside it.

Figure 6. Examples of images and corresponding captions from the RSICD and UCM-
Captions datasets.

Therefore, we choose to experiment with other types of metrics, addressing the
strengths and weaknesses of each in evaluating such results. The first is a reference-
free metric called CLIPScore [35], another is text-to-image retrieval, and the last is a novel
proposal, based on the generation of synthetic images from the summaries and compar-
ison with the ground-truth images. CLIPScore is based on Clip [31], a multimodal deep
neural network that learns shared vector representations of text and images. Clip has been
trained on 400 M image–text pairs to align the representations of corresponding pairs while
misaligning representations of mismatched pairs. In the contrastive learning paradigm
used by Clip, “align” means to increase the cosine similarity between image and text
representations. Leveraging the pre-trained Clip network, CLIPScore measures image–text
compatibility using the following formula:

ClipScore(⃗c, v⃗) = 2.5[max(cosine(⃗c, v⃗), 0)] (5)

where c⃗ is an n-dimensional vector representation of the text and v⃗ an n-dimensional vector
representation of the image. In the experiments, we adopted the Clip-ViT-L/14 variant,
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obtaining 512-dimensional vectors. The coefficient of 2.5 is used to stretch the measure
in the range [0 − 1]. Higher scores have been shown to correlate with better descriptions
of images. To obtain a measure for an entire dataset, the simple average for all samples
is used.

For the second metric, we leverage text-to-image retrieval as a prompt of description
goodness. The motivation for this choice is that if with a generated text one can isolate
the image from which it has been created from the other images in the dataset, this means
that the text must be more descriptive and coherent with the image itself. Indeed, suppose
that the same description is generated for every image, then the retrieval is purely a matter
of chance. The more the descriptions are targeted to the relative image, the more the
description can isolate an image from the rest. We choose to experiment with text-to-image
retrieval using Clip embeddings. Specifically, we experiment with Clip-ViT-L/14. We will
report three recall metrics, R@1, R@5, and R@10, in decreasing order of strictness. More in
detail, the recall measure is computed as follows. We have a dataset of N images, and we
generate a description for image i. Using Clip-ViT-L/14, we encode all the images in the
dataset and the generated description, yielding I and t⃗. I is a matrix of size N × 768, where
I⃗j is the vector representation of the j-th image. t⃗ is a vector of size 768, representing the text.
We then compute the cosine similarity between t⃗ and I⃗j using Equation (6), for j = 1 . . . N

Cosine_similarity =
t⃗ · I⃗j

∥⃗t∥ × ∥ I⃗j∥
(6)

This gives us a vector s⃗ of size N, where sj is a scalar corresponding to the cosine
similarity between the text and the j-th image in the dataset. We sort s⃗ in descending order
and analyze the indices of the sorted array. If the i-th index of the image we are analyzing is
falling within the first m entries, we increase the R@m by 1. Therefore, for example, R@10 is
using m = 10, R@5 m = 5, and so on. We repeat this process for all the images and compute
the recall values.

The last measure we want to introduce has never been used in this context. The main
idea is that if an image can be faithfully reconstructed from its description, the description
is a faithful distillation of the image contents. This new evaluation method, which we
call “text-to-image and comparison” (T2IC), is based on generating synthetic images from
the extracted descriptions and comparing them with the original images. The higher the
similarity, the more compatible and richer the image description. From each generated
description, a synthetic image has been generated using a fine-tuned version of stable-
diffusion-v1-4 [36]. Fine-tuning has been performed using the union of both UCM and
RSICD training set images and ground-truth captions to target the generation of remote-
sensing images. We used the AdamW optimizer with a learning rate of 1 × 10−5 , for
20 epochs. The measure is then articulated in two parts. The first works on couples of
true and synthetic images, extracting image representations using InceptionV3 [37] and
measuring the cosine similarity between them as follows:

T2IC =
1
N

N

∑
k=1

cosinesim(i⃗k, ⃗̂ik) (7)

where i⃗k is the n-dimensional feature vector extracted from the k − th original image Ik

and ⃗̂ik is the n-dimensional feature vector extracted from the k − th synthetic image Îk. The
other is the FID score, a widely used score to compare image generation systems. FID
directly compares an entire dataset of original images with a dataset of synthetic images.
It does so by extracting image representations with InceptionV3 and fitting two Gaussian
distributions on top of the extracted feature, calculating the mean and the covariance matrix
of both the original and the synthetic image distribution. Then, the FID score is calculated
as the distance between the two Gaussians, measured as:

FID = ||m⃗ − ˆ⃗m||22 + Tr(C + Ĉ − 2(CĈ)
1
2 ) (8)
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where m⃗ and ˆ⃗m are the 2048 − mean vector for the distributions of original and synthetic
images, respectively, while C and Ĉ are the covariance matrices estimated for the distribu-
tion of original and synthetic images, respectively. The lower the FID score, the more the
two distributions are similar, hence the synthetic images are similar to the original ones.

2.5. Prompts

Large language models have been shown to have great capability of prompt-following.
Prompts are pieces of text that are placed before the request to direct the model to satisfy
the request. As both Blip-2 and ChatGPT employ large language models, authors in [27]
used specific prompts for both, placing them before question–answer generation.

2.5.1. ChatGPT Prompts

1. I have an image. Ask me questions about the content of this image. Carefully asking
me informative questions to maximize your information about this image content.
Each time ask one question only without giving an answer. Avoid asking yes/no
questions. I’ll put my answer beginning with “Answer”:

2. Next Question. Avoid asking yes/no questions. Question:
3. Now summarize the information you get in a few sentences. Ignore the questions with

answers no or not sure. Don’t add information. Don’t miss information. Summary:

Prompt (1) is used at the beginning of the dialogue to provide information to ChatGPT
about what the user wants and the format in which the user wants the questions to
be generated. Prompt (2) is to gather follow-up questions, and it is placed after the
previous dialogue history to ask the model to provide another question in the correct
format. Prompt (3) is used at the end of the dialogue to ask the model to summarize the
dialogue history in a descriptive paragraph.

2.5.2. Blip-2 Prompts

1. Answer given questions. If you are not sure about the answer, say you don’t know
honestly. Don’t imagine any contents that are not in the image.

2. Answer:

Prompt (1) is used to condition Blip-2 to output an answer only if it is sure that it is the
correct answer. In [27], the authors show that if this prompt is not used, the model tends to
hallucinate concepts more often. Prompt (2) is used for follow-up answers.

3. Results

The results will be split by dataset. We will report quantitative results for each metric.
At the end of the section, some qualitative results are reported to further demonstrate the
capability of the proposed pipeline.

In Tables 1 and 2, the quantitative results of the three solutions described previously,
namely open-ended dialogue (OED), closed-form dialogue (CFD), and closed-form dia-
logue with context (CFD-C), are reported. We compare the performance obtained using
each generated summary by OED, CFD, and CFD-C with the results obtained using the
initial answer of Blip-2. In this way, we can assess if dialoguing successfully adds value
to the initial description, which is a caption-style piece of text. Inspecting the values of
each of the defined metrics, we can see a trend, in which the dialogue obtained by CFD
achieves the highest CLIPScore, while dialogue obtained with OED achieves the highest
recall scores. This can in part be explained by the different approaches taken by OED and
CFD. Indeed, in CFD, the predefined set of questions is not affected by a wrong initial
description, because the question generation simply does not rely on it. For this reason,
we think that summaries generated by CFD are more reliable than summaries generated
with OED in situations in which the first description is inaccurate. On the other hand, the
recall measure expects that the summary is more targeted because the more the summary
is targeted and not general, the more an image can be differentiated from all the other
images. OED obtains higher scores on the recall metrics because it does not rely on a
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predefined template of questions and has more possibility to target the dialogue to the
input image under consideration. Lastly, CFD-C obtains the lowest recall scores, while it
places in the middle between CFD and OED according to the CLIPScore. It seems that the
context embedded in CFD-C is not able to improve the performance. The training using
weak annotations is probably not effective since errors produced in CFD are replicated by
CFD-C. We expect that with correct annotations, CFD-C can achieve higher performance
by leveraging previous questions and answers to predict the next answer. Some qualitative
results for both datasets are shown in Figures 7 and 8, where it can be noticed how the
dialogues in the OED method are more focused, with questions that in some cases tend
to be too specific and thus receive undefined answers. The CFD and CFD-C methods
have more general questions and receive more general answers. In the third example, the
network hallucinates some aircrafts, highlighting the necessity of a correct and coherent
predefined set of questions. The T2IC score between the original and the images generated
from the descriptions depict OED as the best in terms of FID score, which suggests that
summaries generated through dialogue are indirectly better than the others since they
allow stable-diffusion-v1-4 to reconstruct images that are more similar to the originals.
Based on the T2IC score, on the RSICD dataset, it is not possible to identify the best method,
with OED and CFD sharing similar scores. We believe that this can be a more truthful
conclusion since RSICD is larger than UCM, and so the statistics are more reliable. Despite
being very promising, this measure needs further work to be more reliable in this context.
Indeed, better image generation algorithms must be used, targeted to the remote sensing
scenario. We expect that leveraging image generation from rich and detailed descriptions
can provide the foundation for a wider use of this measure in this context. Some examples
of real and synthetic images can be found in Figure 9. It can be seen how summaries
generated through dialoguing can collect more information about color, number of objects,
and spatial distribution.

Table 1. Results on UCM dataset. Bold indicates the best result.

Blip-2 MLAT
Summary

OED CFD CFD-C

Clipscore 65.2 69.0 66.1 72.7 67.8

ViT-L/14

R@1 21.9 4.8 25.2 22.9 9.0

R@5 59.5 20.0 61.0 59.5 36.2

R@10 83.8 37.1 84.8 81.4 63.3

T2IC
CosineSim 0.59 0.59 0.60 0.59 0.58

FID 260.68 241.40 238.71 248.33 250.28

Table 2. Results on RSICD dataset. Bold indicates the best result.

Blip-2 MLAT
Summary

OED CFD CFD-C

Clipscore 65.2 71.1 66.1 72.7 67.8

ViT-L/14

R@1 9.2 2.56 11.0 6.7 3.9

R@5 29.4 12.53 32.7 24.4 17.2

R@10 44.3 21.68 49.3 38.6 28.5

T2IC
CosineSim 0.62 0.62 0.63 0.63 0.62

FID 140.02 151.23 122.03 122.89 128.65
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Describe this image in detail .

What is the weather like in
the image?

It is cloudy and raining

A golf course with a green and a 
sand trap

What type of trees are in the 
image?

Oak trees
Are there any golfers in the 
image?

No
What is the size of the green 
in the image ?

I don’t know

What is the color of the flag 
on the green ?

I don’t know

What is the color of the sand 
in the trap ?

I don’t know

What is the name of the golf 
course in the image ?

I don’t know

What is the terrain like 
surrounding the golf course ?

I don’t know

What is the name of the city 
or loca�on where the golf 
course is located ?I don’t know

The image is of a golf course with a
green and a sand trap . The weather in
the image is cloudy and raining.
There are oak trees in the image, but
no golfers . The size of the green,
the color of the flag , and the color
of the sand in the trap are unknown.
The name of the golf course, the
terrain surrounding it , and the
location of the golf course are also
unknown.

Can you describe the image
briefly?

What are the land cover
types?

Savanna , grassland, and forest

Aerial view of a golf course

How is the land used ?

Golf course
Is there any man-made
structure?

A golf course
Does the image contain an
agricultural area ?

No

What is the dominant object ?

A golf course
Can you describe the shape 
of the dominant object ?

A golf course

What is the size of the 
dominant object ?

A golf course

Which material is the 
dominant object made of ?

Grass
Can you describe the small 
objects, if any?

A golf course, a small pond, and a small tree

The image is an aerial view of a golf
course with savanna, grassland, and
forest in the background. The
dominant object is the golf course
madeof grass, and there is a small
pond and a tree in the image. The
objects are distributed in a radial
pattern , and the dominant colors in
the image are green and brown. The
image covers urban, vegetation, and
water areas and has an aircraft in
it .

What are the two dominant 
colors in the image ?

Green and brown

Where are the objects 
posi�oned within the image ?

From le� to right , the golf course, the 
trees, and the pond

How are the objects spa�ally distributed ?

The objects are distributed in a radial pa�ern

Does this image cover urban , vegeta�on, 
water or desert areas ?

Urban vegeta�on water

Which among vehicles, aircra� or ships 
does the image contain , if any?

Aircra�

Can you describe the image 
briefly?

What are the land cover 
types?

Sand, gravel, and bare soil

Aerial view of a golf course

How is the land used ?

Golf course
Is there any man-made 
structure?

A golf course
Does the image contain an 
agricultural area ?

No

What is the dominant object ?

A golf course
Can you describe the shape 
of the dominant object ?

A golf course

What is the size of the 
dominant object ?

A golf course

Which material is the 
dominant object made of ?

Grass
Can you describe the small
objects, if any?

A small pond in the middle of the golf course

The image is an aerial view of a
symmetrical golf course with a small
pond in the middle. The dominant
object is the grass of the golf
course, which covers most of the
image. The land cover types include
sand, gravel , and bare soil , and the
two dominant colors in the image are
green and brown. There are no man-
madestructures , agricultural areas,
vehicles , aircraft , or ships within
the image. It covers an urban area.

What are the two dominant
colors in the image ?

Green and brown

Where are the objects
posi�oned within the image ?

The golf course is in the middle of the 
image

How are the objects spa�ally distributed ?

The objects are distributed in a symmetrical
manner

Does this image cover urban , vegeta�on, 
water or desert areas ?

Urban

Which among vehicles , aircra� or ships 
does the image contain , if any?

A golf course

Open ended dialoguing Closed-form dialoguing Closed-form dialoguing with context

Blip- 2 MLAT

A golf course with a green and a
sand trap

a baseball field is near a
piece of green meadow

Describe this image in detail .

What is the weather like in 
the image?

It is clear and sunny

A group of small planes are 
parked on a tarmac

What is the color of the planes 
parked on the tarmac ?

White
What is the size of the planes 
in the image ?

Small
Are there any people visible 
in the image ?

No

What is the loca�on of the 
tarmac in the image?

the tarmac is in the 
middle of the airport

Are all the planes facing in 
the same direc�on?

No

What is the shape of the 
planes in the image ?

Small

What is the shape of the 
planes in the image ?

Small

What is the background of
the image?

A parking lot

The image shows a group of small
white planes parked on a tarmac in
the middle of an airport . The weather
is clear and sunny, and there are no
people visible in the image. The
planes are facing different
directions , and the backgroundof the
imageis a parking lot .

Can you describe the image
briefly?

What are the land cover 
types?

Paved and grass

A large marina with a pool and 
boats

How is the land used ?

Residen�al
Is there any man-made
structure?

Yes
Does the image contain an
agricultural area ?

No

What is the dominant object ?

A marina
Can you describe the shape 
of the dominant object ?

A circle

What is the size of the 
dominant object?

Large
Which material is the 
dominant object made of ?

Concrete
Can you describe the small 
objects, if any?

Boats

The image is an aerial view of an
airport where a group of small metal
planes are parked on a tarmac. There
is no agricultural area or man-made
structure visible in the image. The
dominantobjects are small airplanes ,
positioned in a row from left to
right . The objects are arranged in a
row and the two dominant colors in
the image are white and black. The
imagecovers an urban area.

What are the two dominant 
colors in the image ?

Blue and white

Where are the objects 
posi�oned within the image ?

In the middle of the image

How are the objects spa�ally distributed ?

Evenly

Does this image cover urban , vegeta�on,
water or desert areas ?

Urban

Which among vehicles , aircra� or ships 
does the image contain , if any ?

Ships

Can you describe the image 
briefly?

What are the land cover 
types?

bare ground , grassland , 
shrubland , forest, and urban

A parking lot with lots of cars

How is the land used ?
For parking 
lots Is there any man-made 

structure?
No

Does the image contain an 
agricultural area ?

No

What is the dominant object ?

Cars
Can you describe the shape 
of the dominant object ?

A parking lot

What is the size of the 
dominant object?

The cars

Which material is the 
dominant object made of ?

Metal
Can you describe the small
objects, if any?

Cars

The imagecontains a parking lot with
numerous cars, arranged in a grid
pattern. The land cover types include
bare ground, grassland, shrubland,
forest , and urban areas. The dominant
objects are the cars, which are made
of metal and colored black and white.
The small objects in the image are
also cars. There are no man-made
structures in the image, and there is
no agricultural area.

What are the two dominant
colors in the image ?

Black and white

Where are the objects
posi�oned within the image?

From the top

How are the objects spa�ally distributed ?

In a grid

Does this image cover urban , vegeta�on, 
water or desert areas ?

Urban

Which among vehicles , aircra� or ships 
does the image contain , if any ?

Vehicles

Open ended dialoguing Closed-form dialoguing Closed-form dialoguing with context

Blip- 2 MLAT

A group of small planes are
parked on a tarmac

manyof the planes were docked
on the wide

Describe this image in detail .

It is sunny and warm

It is clear and sunny

A large marina with a large pool 
and a lot of boats

What kind of boats are present in
the marina ?

Yachts
What is the color of the 
boats in the marina?

White
What is the shape of the
marina?

Circular

What is the surrounding area 
like?

A city

What is the size of the
marina?

Not sure

How many people are in the 
image?

Not sure

What is the tallest structure
in the image ?

Not sure

What is the name of the 
marina?

Not sure

The image is of a circular marina
surrounded by a city . The marina has
white yachts and a large pool. The
weather is sunny and warm. The size
of the marina, the numberof people
in the image, and the name of the
marina are unknown. The tallest
structure in the image is also
unknown.

Can you describe the image
briefly?

What are the land cover 
types?

Paved and grass

A large marina with a pool and 
boats

How is the land used ?

Residen�al
Is there any man-made
structure?

Yes
Does the image contain an
agricultural area ?

No

What is the dominant object ?

A marina
Can you describe the shape 
of the dominant object ?

A circle

What is the size of the 
dominant object ?

Large
Which material is the
dominant object made of ?

Concrete
Can you describe the small 
objects, if any?

Boats

The image shows a large circular
marina in the middle of an urban area
with pavedand grassy land cover. The
marina is made of concrete and
contains boats. There is a pool
nearby. The dominant colors are blue
and white.

What are the two dominant 
colors in the image ?

Blue and white

Where are the objects 
posi�oned within the image ?

In the middle of the image

How are the objects spa�ally distributed ?

Evenly

Does this image cover urban , vegeta�on,
water or desert areas ?

Urban

Which among vehicles, aircra� or ships 
does the image contain , if any?

Ships

Can you describe the image 
briefly?

What are the land cover
types?

Grass, sand, and water

A large building with a pool 
and a dock

How is the land used ?
It is a 
residen�al area Is there any man-made

structure?
Yes

Does the image contain an 
agricultural area ?

No
What is the dominant 
object?

A large building
Can you describe the shape
of the dominant object ?

A large building

What is the size of the 
dominant object ?

Large

Which material is the
dominant object made of?

Concrete
Can you describe the small 
objects, if any?

A small pool

The image contains a large building
madeof concrete with a small pool.
The building is located in a
residential area with grass, sand,
and water. There are ships in the
water near the dock. The dominant
colors are blue and white. The
objects are positioned in the middle
of the image.

What are the two dominant 
colors in the image ?

Blue and white

Where are the objects 
posi�oned within the image?

In the middle

How are the objects spa�ally distributed ?

In the middle

Does this image cover urban , vegeta�on, 
water or desert areas ?

Urban

Which among vehicles , aircra� or ships 
does the image contain , if any?

Ships

Open ended dialoguing Closed-form dialoguing Closed-form dialoguing with context

Blip- 2 MLAT

A large marina with a large pool
and a lot of boats

some buildings with swimming
pools are near a river

Describe this image in detail .

What type of buildings can be 
seen in the image ?

There are many buildings with red roofs

The image shows a large campus with a
large green lawn and a large circular area

What is the approximate size of 
the campus visible in the image ?

A few 
acres What is the predominant 

color of the buildings ?
Red

Are there any trees visible in 
the image?

No

What is the circular area in 
the image used for ?

A park

Can you see any people in the 
image?

No

What is the func�on of the 
campus?

A college 
campus What is the name of the 

college?

I don’t know
What is the architectural 
style of the buildings in the 
image?I don’t know

The image shows a red- roofed college
campuswith manybuildings on a few
acres of land. There is a large green
lawn and a circular area used as a
park. No people or trees are visible
in the image. The nameof the college
and the architectural style of the
buildings are unknown.

Can you describe the image
briefly?

What are the land cover 
types?

Grass, trees, buildings

Aerial view of a campus

How is the land used ?

For a college campus

Is there any man-made 
structure?

Yes
Does the image contain an 
agricultural area?

No

What is the dominant object ?

Buildings
Can you describe the shape 
of the dominant object ?

A square

What is the size of the
dominant object ?

Large
Which material is the 
dominant object made of?

Brick

Can you describe the small 
objects, if any?

A fountain

The image is an aerial view of a
college campus. It contains grass,
trees , and buildings madeof brick .
The dominant object is a large
square- shaped building positioned in
the center of the image. There is
also a fountain in the image. The
objects are evenly distributed in the
image, and the dominant colors are
green and red. The image covers an
urban area and contains vehicles .

What are the two dominant 
colors in the image ?

Green and red

Where are the objects 
posi�oned within the image ?

In the center of the image

How are the objects spa�ally distributed?

Evenly

Does this image cover urban , vegeta�on, 
water or desert areas ?

Urban

Which among vehicles , aircra� or ships
does the image contain, if any?

Vehicles

Can you describe the image 
briefly?

What are the land cover
types?

Buildings and grass

The image shows a campus with
many buildings and a soccer field

How is the land used ?

The land is used for a college campus

Is there any man-made structure ?

Yes
Does the image contain an
agricultural area?

No

What is the dominant object ?

Buildings
Can you describe the shape 
of the dominant object ?

A circle

What is the size of the 
dominant object ?

Large

Which material is the 
dominant object made of?

Concrete

Can you describe the small
objects, if any?

A few trees

The imageshowsa college campuswith
many buildings and a soccer field .
The dominant object is a large
circular building made of concrete,
positioned in the middle of the
image. The objects are evenly
distributed , and there are few trees
around. The dominant colors in the
image are red and white, and it only
covers urban areas. The image
contains vehicles , but no water,
vegetation, aircraft or ships.

What are the two dominant 
colors in the image ?

Red and white

Where are the objects 
posi�oned within the image ?

In the middle

How are the objects spa�ally distributed ?

Evenly

Does this image cover urban , vegeta�on,
water or desert areas ?

Urban

Which among vehicles , aircra� or ships
does the image contain , if any?

Vehicles

Open ended dialoguing Closed-form dialoguing Closed-form dialoguing with context

Blip- 2 MLAT

The image shows a large campus
with a large green lawn and a
large circular area

a large number of trees were
planted around the school

Figure 7. Examples of dialogues and summaries on RSICD images (top row) and UCM-Captions images (bottom row).Figure 7. Examples of dialogues and summaries on RSICD images (top row) and UCM-Captions
images (bottom row).
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Describe this image in detail.

What is the predominant color
of the boats in the marina ?

White

a satellite view of a marina with boats
docked.

How many boats are there in the 
marina?

A few
What is the weather like in 
the image?

Sunny
What are the surrounding
features or landmarks near
the marina?

No
surrounding
features or 
landmarks

Is the water in the marina 
calm or rough ?

Calm

Are there any people on the 
boats in the marina ?

No
What is the size of the 
marina in comparison to the 
surrounding area?

not sure .
What type of boats are 
docked in the marina

Yachts

Are there any visible signs of 
ac�vity in the marina ?

No

The image depicts a serene satellite
view of a marina where several white
yachts are peacefully docked. The
weather is sunny, and the water in
the marina appears to be calm. There
are no discernible surrounding
features or landmarks in the
vicinity , and no people are seen on
the boats, suggesting a tranquil
scene. The exact numberof boats and
the marina' s size in relation to its
surroundings are unspecified, but
overall, it portrays a quiet and
idyllic waterfront setting with no
visible signs of activity .

Can you describe the image
briefly?

What are the land cover 
types?

Grassland , wetlands , and water

boats parked in a marina

How is the land used ?

It is a marina

Is there any man-made 
structure?

No
Does the image contain an 
agricultural area?

No

What is the dominant object ?

Boats
Can you describe the shape 
of the dominant object ?

boats

What is the size of the
dominant object ?

small
Which material is the 
dominant object made of ?

metal

Can you describe the small 
objects, if any?

Small boats

The image depicts a tranquil marina
surrounded by grassland and wetlands. Within
the marina, small metal boats are neatly
parked. There are no significant man-made
structures or signs of agricultural activity .
The dominant objects are the small boats
themselves, which are evenly distributed
within the marina. The two dominant colors in
the image are white and blue, representing
the boats and the water. Overall , the image
showcases a picturesque scene of boats in a
marina situated in a serene water- filled
environment, with no urban or desert elements
present.

What are the two dominant 
colors in the image ?

White and blue

Where are the objects 
posi�oned within the image ?

In a marina

How are the objects spa�ally distributed ?

Evenly

Does this image cover urban , vegeta�on, 
water or desert areas ?

Water

Which among vehicles , aircra� or ships
does the image contain , if any ?

Ships

Can you describe the image 
briefly?

What are the land cover
types?

wetlands , saline marsh , saline 
marsh, s

aerial view of a marina with boats
docked

How is the land used ?

a marina

Is there any man-made structure?

A marina
Does the image contain an
agricultural area ?

No

What is the dominant object?

boats
Can you describe the shape 
of the dominant object?

boats

What is the size of the 
dominant object ?

A boat

Which material is the 
dominant object made of ?

Wood

Can you describe the small
objects, if any?

boats, docks, piers, docks, docks, docks, 
docks

The image is an aerial view of a marina with
boats docked in the middle of the water. The
land cover types are wetlands and saline
marsh. The dominant object in the image is
boats madeof wood. The objects are arranged
in a grid pattern, and the boats are
positioned in the middle of the water. The
two dominant colors in the image are blue
and white.

What are the two dominant 
colors in the image ?

Blue and white

Where are the objects 
posi�oned within the image ?

the boats are posi�oned in the middle 
of the water

How are the objects spa�ally distributed ?

the objects are arranged in a grid pa�ern

Does this image cover urban , vegeta�on,
water or desert areas ?

Urban water

Which among vehicles , aircra� or ships
does the image contain , if any?

Ships

Open ended dialoguing Closed-form dialoguing Closed-form dialoguing with context

Blip- 2 MLAT

a satellite view of a marina with
boats docked.

manyboats are in a port near
a wharf

Describe this image in detail .

What is the �me of day in this 
image?

not sure .

a highway in the desert.

What type of vehicles are present 
on the highway ?

Cars
Are there any signs or 
billboards along the highway?

No.
What is the weather like in 
the desert ?

Hot and dry

What is the surrounding 
landscape like ?

Desert.

Are there any cac� visible in 
the image?

No

What is the width of the 
highway?

I don’t know
Are there any mountains 
visible in the background?

No.

What color is the sky in this 
image?

Blue.

The image captures a highway cutting
through a vast desert landscape. The
time of day is uncertain, but the
weather is described as hot and dry,
reflecting the arid environment. The
highway is populated with cars, and
there are no signs or billboards
along the road. The surrounding
landscape is predominantly desert,
devoid of cacti or visible mountains
in the background. The sky above is a
clear blue, creating a stark and
expansive desert scene with a highway
running through it .

Can you describe the image
briefly?

What are the land cover 
types?

savanna

cars driving on a highway

How is the land used ?

It is used for a highway

Is there any man-made 
structure?

No
Does the image contain an 
agricultural area ?

No

What is the dominant object ?

Cars
Can you describe the shape 
of the dominant object ?

A highway

What is the size of the
dominant object ?

Large
Which material is the 
dominant object made of ?

asphalt

Can you describe the small 
objects, if any?

cars, bushes, and a sign

The image captures a vast savanna landscape,
where a highway cuts through the scene with
cars driving on it . There are no prominent
man-madestructures or agricultural areas in
sight . The dominant object is the large
asphalt highway itself , with cars , bushes,
and a sign scattered along it . The highway is
positioned in the middle of the road, and the
objects are evenly distributed. The two
dominant colors in the image are blue and
white, likely representing the cars and the
sky. Overall , the image primarily features a
desert landscape with vehicles traveling
along a highway.

What are the two dominant 
colors in the image ?

Blue and white

Where are the objects 
posi�oned within the image ?

in the middle of the road

How are the objects spa�ally distributed ?

Evenly

Does this image cover urban , vegeta�on, 
water or desert areas ?

Desert

Which among vehicles , aircra� or ships
does the image contain , if any ?

Vehicles

Can you describe the image 
briefly?

What are the land cover
types?

0 0 0 0 0 0 0 0 0

aerial view of a house in a
residen�al neighborhood .

How is the land used ?

it is a residen�al neighborhood

Is there any man-made structure?

A house in the 
middle of a field Does the image contain an

agricultural area ?
No

What is the dominant object ?

A house
Can you describe the shape 
of the dominant object ?

A house

What is the size of the 
dominant object ?

A house

Which material is the 
dominant object made of ?

wood

Can you describe the small
objects, if any?

a small house with a garage

The image is an aerial view of a house in a
residential neighborhood. The house is madeof wood
and is located in the middle of a large area of
trees . There is also a small house with a garage in
the image. The dominant colors are green and brown.
The image covers an urban area and contains an
aircraft .

What are the two dominant 
colors in the image ?

green and brown

Where are the objects 
posi�oned within the image ?

the house is in the middle of the 
image

How are the objects spa�ally distributed ?

the house is surrounded by a large area of trees

Does this image cover urban , vegeta�on,
water or desert areas ?

Urban

Which among vehicles , aircra� or ships
does the image contain , if any?

Aircra�

Open ended dialoguing Closed-form dialoguing Closed-form dialoguing with context

Blip- 2 MLAT

a highway in the desert. many cars are parked near a
viaduct

Describe this image in detail .

What is the color of the cars in 
the parking lot ?

White

a parking lot with a lot of cars.

Are there any trees or greenery 
surrounding the parking lot ?

No.
What is the weather like in 
the image?

No 
weather. What is the size of the 

parking lot ?
Not sure

Are there any buildings in the
background of the parking
lot?

No

What is the arrangement of 
the cars in the parking lot?

Parked in
rows Do the cars appear to be new 

or old ?
Old What is the primary make or

brand of cars in the parking
lot?don’t know

What is the ligh�ng like in the
parking lot ?

Bright

In the image, there is a parking lot
filled with numerouswhite cars, all
neatly parked in rows. The
surroundings lack any greenery or
trees , and there are no buildings in
the background. The weather in the
image appears to be neutral , with no
distinctive weather elements. The
size of the parking lot is not
clearly discernible from the
description . The cars in the parking
lot seemto be on the older side, but
their make or brand is unknown. The
lighting in the parking lot is
described as bright, creating a well-
lit atmosphere.

Can you describe the image
briefly?

What are the land cover 
types?

Grassland

a parking lot with a lot of cars

How is the land used ?

Parking lot

Is there any man-made 
structure?

No
Does the image contain an 
agricultural area ?

No

What is the dominant object ?

Cars
Can you describe the shape 
of the dominant object ?

rectangular

What is the size of the
dominant object ?

small
Which material is the 
dominant object made of ?

Metal

Can you describe the small 
objects, if any?

No

The image depicts an urban parking lot filled
with small rectangular metal cars. The land
is primarily covered in grassland , but it is
used as a parking lot . There are no notable
man-madestructures or signs of agricultural
activity . The dominant objects are the evenly
distributed cars within the parking lot , and
the two dominant colors in the image are
black and white, representing the cars and
the parking spaces. Overall, the image
portrays an urban scene of a small car- filled
parking lot surrounded by grassland , with no
additional features or objects in sight .

What are the two dominant 
colors in the image ?

Black and white

Where are the objects 
posi�oned within the image ?

In the parking lot

How are the objects spa�ally distributed ?

Evenly

Does this image cover urban, vegeta�on, 
water or desert areas ?

Urban

Which among vehicles , aircra� or ships
does the image contain , if any?

Vehicles

Can you describe the image 
briefly?

What are the land cover
types?

grass and asphalt

A parking lot with parked cars

How is the land used ?

parking lot

Is there any man-made structure ?

No
Does the image contain an
agricultural area ?

No

What is the dominant object ?

Cars
Can you describe the shape 
of the dominant object ?

A lot of cars

What is the size of the 
dominant object ?

A lot of cars

Which material is the 
dominant object made of ?

Metal

Can you describe the small
objects, if any?

Cars

The image is of an urban parking lot with
parked cars. The land cover types are grass
and asphalt , and the dominant object is metal
cars parked in rows. The small objects in the
image are also cars , and the two dominant
colors are black and white. The objects are
positioned within the image in a parking lot .
There are no man-made structures ,
agricultural areas, or other types of
vehicles present in the image.

What are the two dominant 
colors in the image ?

Black and white

Where are the objects 
posi�oned within the image?

In a parking lot

How are the objects spa�ally distributed ?

Parked in rows

Does this image cover urban , vegeta�on,
water or desert areas ?

Urban

Which among vehicles , aircra� or ships
does the image contain , if any?

Vehicles

Open ended dialoguing Closed-form dialoguing Closed-form dialoguing with context

Blip- 2 MLAT

a parking lot with a lot of cars. some cars are parked in a
parking lot

Describe this image in detail .

What is the weather like in 
the image?

sunny.

aerial view of a football field

Are there any players on the 
football field ?

No.
Are there any spectators in 
the stands ?

No.
What is the condi�on of the 
football field?

It is in good 
condi�ons What is the color of the grass 

on the football field?

Green

What are the dimensions of 
the football field ?

Not sure

Are there any goal posts on 
the football field ?

No.
Are there any markings on 
the football field ?

No.

What is the shape of the 
football field ?

Rectangular

The image is an aerial view of a
football field on a sunny day. The
field is empty, with no players or
spectators present, and it is in good
condition . The grass is a vibrant
green, and the field is rectangular
in shape. However, there are no goal
posts or markings visible on the
field , and the exact dimensions of
the field are not specified . The
overall scene is serene and
undisturbed, reflecting a quiet
momentwithout the usual activity
associated with football games.

Can you describe the image
briefly?

What are the land cover 
types?

Grassland , urban area

a football field surrounded by 
buildings

How is the land used ?

A football field

Is there any man-made 
structure?

Yes
Does the image contain an 
agricultural area ?

No

What is the dominant object ?

A football field
Can you describe the shape 
of the dominant object ?

A football field

What is the size of the
dominant object ?

Large
Which material is the 
dominant object made of ?

Concrete

Can you describe the small 
objects, if any?

A soccer field

The image portrays an urban scene featuring a large
football field surrounded by buildings . The land is
a combination of grassland and urban areas, with
the football field serving as the dominant object .
This football field is of substantial size,
constructed from concrete. In addition to the
football field , there is a soccer field , and the
two dominant colors in the image are green and
blue, representing the fields and the sky. The
objects are positioned in the middle of the scene,
with a scattered spatial distribution . The image
primarily covers an urban area, with no signs of
agricultural or natural elements. Interestingly , an
aircraft is visible , adding a dynamic element to
the urban landscape.

What are the two dominant 
colors in the image ?

Green and blue

Where are the objects 
posi�oned within the image ?

In the middle

How are the objects spa�ally distributed ?

Sca�ered

Does this image cover urban , vegeta�on, 
water or desert areas ?

Urban

Which among vehicles, aircra� or ships
does the image contain , if any?

Aircra�

Can you describe the image 
briefly?

What are the land cover
types?

Houses

A soccer field surrounded by houses

How is the land used ?

For sports

Is there any man-made structure ?

Yes
Does the image contain an
agricultural area ?

No

What is the dominant object ?

A soccer field
Can you describe the shape 
of the dominant object ?

A soccer field

What is the size of the 
dominant object ?

Large

Which material is the 
dominant object made of ?

Grass

Can you describe the small
objects, if any?

A few trees

The image shows a large soccer field
surrounded by houses and a few trees . The
soccer field is madeof grass and is located
in the middle of the urban area. The dominant
colors in the image are green and red. No
other objects such as vehicles, aircraft, or
ships are present in the image.

What are the two dominant 
colors in the image ?

Green and red

Where are the objects 
posi�oned within the image ?

In the middle

How are the objects spa�ally distributed ?

Evenly

Does this image cover urban , vegeta�on,
water or desert areas ?

Urban

Which among vehicles , aircra� or ships
does the image contain , if any?

Vehicles

Open ended dialoguing Closed-form dialoguing Closed-form dialoguing with context

Blip- 2 MLAT

aerial view of a football field
a playground with three
basketball fields in it is
surrounded by manygreen trees
and buildings

Figure 8. Examples of dialogues and summaries on RSICD images (top row) and UCM-Captions images (bottom row).
Figure 8. Examples of dialogues and summaries on RSICD images (top row) and UCM-Captions
images (bottom row).
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(a) (b) (c) (d) (e) (f)

Figure 9. Original (a) and synthetic images generated starting from descriptions generated with
different methods. (b) MLAT, (c) Blip-2, (d) OED, (e) CFD, and (f) CFD-C.

4. Discussion

This paper presents a new approach for remote sensing image description generation
that, thanks to a dialogue between two machines, allows it to further dig information from
images and convert it into a natural language. The approach is innovative with respect to
traditional captioning methods, which instead produce a one-shot description that barely
can capture the rich semantics of remote sensing images. Despite the promising results,
several weaknesses must be addressed to build a more robust and customized pipeline.

4.1. Input Image Integration

In this work, the conditioning of the dialogue on the input image is limited to the
answering process. The questioner, a large language model (ChatGPT), exclusively relies
on the textual exchange to build subsequent questions. We noticed that this can severely
impact the performance when the initial description from Blip-2 is inaccurate. Despite the
closed-ended strategy seeming to cope better with this problem, we argue that a better
integration of the visual information in the dialoguing process is of outmost importance and
can improve the overall process by making the questions more targeted to the image itself.

4.2. Adaptation of Answerer and Questioner to the RS Context

Both the networks employed in OED and CFD have been used in a zero-shot fashion,
leading to criticalities when the network is presented with remote sensing images. In
particular, the answerer is the most critical part since it deals with the image. The questioner
is not directly affected, since it relies only on the textual information to generate questions,
but errors in the answerer indirectly impact the generation of subsequent questions. To
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alleviate this problem, remote sensing visual question answering datasets can be exploited
to refine the algorithm that generates the answers. The questioner, on the other hand, can be
fine tuned using ground-truth conversation, opening the path to the creation of a dataset for
RS visual dialoguing. However, the expensiveness of this process creates the need to find
solutions that lie somewhere between human and automated annotation, such as trying to
filter the conversations created by isolating the most coherent and plausible conversations
for the remote sensing domain. Lastly, we point out that our proposed CFD-C is not to be
considered a fine-tuned version, since it uses the results of CFD as soft labels for training.

4.3. Removal of Uncertain Question–Answer Pairs

With the use of the uncertainty prompt in Blip-2, several questions, especially in
the open-ended dialogue, receive “I don’t know” or “not sure” answers. Authors in [28]
adopted a specific ChatGPT prompt to try to eliminate this redundant and useless informa-
tion when generating the summary. However, in our context, this approach is not effective,
and we argue that authors in [28] did not notice this criticality because they received less
answers of this type, being in a natural image scenario, where Blip-2 is more effective. A
simpler way to deal with such a situation can be to remove all the question–answer pairs
that receive uncertain answers prior to the summarization step.

4.4. Better Predefined Questions for CFD Method

We noticed that the definition of some questions for the CFD method turned out to be
a weakness. This is the case, for example, of the question “Which among vehicles, aircraft
or ships does the image contain, if any?”, that, in situations where none of these objects are
present, misleads Blip-2, leading to erroneous outputs. Specifically, for CFD, creating more
specific templates can lead to more detailed descriptions, especially in situations where the
user already knows which information to extract.

4.5. Evaluation Metrics and Generation of Targeted Datasets

The evaluation strategies adopted in this paper use different kinds of reference-free
metrics. In general, these metrics provide indirect measures of the goodness of the gener-
ated dialogues. To fully evaluate the consistency of a dialogue directly of the generated
description, it would be necessary to have ground-truth summaries generated by human
operators. This could give rise to new datasets targeted to the task of richer image descrip-
tion through a paragraph. However, the generation of ground-truth summaries is very
costly and time-consuming. As pointed out in subsection B, joint use of human operator
and machine-generated data can be useful to speed up the creation of such datasets. At the
same time, research on other suitable reference-free metrics must be conducted, as it offers
a valuable alternative.

4.6. Customizing the Dialogue and Multimodality

Another aspect that can be worth exploring is the targeting of the dialogue on the need
of the user. As explored in this work, large language models adopt prompts to focus their
attention on specific outputs needed by the user. This can give rise to multimodal-driven
dialoguing, in which the user is also able, through the definition of specific prompts, to
direct the attention of the dialoguing process to specific aspects of the image that are worth
analyzing. Finding the best way to introduce such conditioning on the dialogue can be
a major advancement, since it enables users to interact with the system in a natural and
engaging way through natural language. On the other hand, it can provide the user with a
more useful and detailed description of the highlighted concepts. Practically, this approach
can be seen as an automatic generalization of CFD, in which instead of fixing a priori the
questions, the user directs the questioner in producing set of questions targeted to the need
of the moment, alleviating the burden of the question definition. Moreover, one may extend
the future perspective to scenarios where the user not only may interact with the dialoguing
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system but feeds it with other sources of information such as ancillary information from
geographic information systems.

5. Conclusions

In this paper, we propose three approaches to extract richer textual descriptions of
remote sensing images. Our three approaches use machine-to-machine dialogue to extract
information sequentially and in small bits. Once the dialogue is concluded, its content is
summarized in a paragraph, creating the final description. We evaluate the coherence of
our captions using different indirect metrics, where our open-handed dialogue generally
obtains the higher scores. Each of the approaches is targeted to a different use case. Where
open-handed dialogue can retrieve general descriptions, in certain applications where it is
possible to define a set of predefined set of questions, closed-form dialoguing can be the
best choice to customize the descriptions.
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