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Abstract

A patidly unsupervised goproach to the dasdfication of multitempord remote-sendang
images is presented. Such an gpproach dlows the automatic classfication of a remote-senang
image for which training data are not avalable, drawing on the information derived from an
image acquired in the same area a a previous time. In particular, the proposed technique is
based on a cascade classfier gpproach and on a specific formulation of the expectation
maximization (EM) dgorithm used for the unsupervised edimaion of the ddidicd
parameters of the image to be clasdfied. The results of experiments caried out on a

multitempora data set confirm the vaidity of the proposed approach.

Keywords. Mutitempora  classfication, cascade clasdfier, unsupervised parameter

estimation, remote sensing.

1. Introduction.

In the past few years there has been a growing interest in the use of remote-sensng
systems for a regular monitoring of the earth’'s surface. In this context, images acquired on the
sane aea a different times (i.e, multitempora images) represet a vauable source of
information for the observation of the tempora behavior of the land-cover classes that

characterize a given region of interest. From an operaiond point of view, the monitoring



process can be caried out by applying specific supervised classfication techniques to the
andyds of multitempora data (Swain, 1978; Kaayeh and Landgrebe, 1986; Khazenie and
Crawford, 1990; Jeon and Landgrebe, 1992; Jeon and Landgrebe, 1999; Bruzzone et d.,
1999). Unlike dandard dgorithms for the classficaion of dngle-date images, such
techniques exploit the tempord corrdation between images in order to increese the
classfication accuracy (a description of these techniques is provided in (Bruzzone e 4d.,
1999)).

A problem arisng from the above-mentioned supervised gpproaches to multitempora remote-
sendng data andyss is that, in generd, they require the avalability of suitable training data
for each image to be categorized. Unfortunatdly, in most gpplications, this requirement is not
saidfied. In fact, gathering a sufficient number of traning samples for each specific image
condgdered, by ether photo-interpretation or the collection of “ground truth” information, is
very expendve in tems of time and economic cos. Therefore, in many cases, it is not
posshle to rey on traning data for each sngle image in a multitempord data set. This
prevents the generation of the corresponding land-cover maps by supervised approaches and,
consequently, may affect the accurate and efficient monitoring of the considered site.

In this paper, we propose a partiadly unsupervised gpproach to the classfication of
tempord series of multispectra images that overcomes the aforesaid problem. In particular, it
dlows the automdtic classfication of a remote-sensang image, for which training data are not
avalable, drawing on the information derived from earlier observations. The authors adready
faced this problem in (Bruzzone and Fernandez Prieto, 2001), where an unsupervised method
for the retraning of a maximum-likelihood (ML) classfier was described. The present work
is an extendon to such a method. In particular, the proposed technique, unlike the previous
one, makes use of a cascade-classfier agpproach to the categorization of multitempord
remote-sensing images, thus dlowing the exploitation of the tempord corrdation between

successve scenes. This gpproach is based on a specific formulation of the expectation:



maximization (EM) dgorithm (Dempder e d., 1977) in terms of the joint dengty function of
pars of sequentid images This formulation of the EM dgorithm alows the unsupervised
edimation of both the class-conditiona dengty functions in the second-date image (for which
traning data are not available) and the prior joint probabilities of classes in the two images
conddered. An interesting peculiarity of the proposed technique lies in the capability to
include in the edimation process additiond prior information (if avalable) about the possble
land-cover trangtions occurred in the area of interest between the consdered dates, this may

result in amore robust estimation procedure.

2. General formulation of the problem.

Let x,={¢x,.x,} and x,={¢x¢.x2,} denote two co-registered multispectral images (of
dimensons 1" J) acquired in the same geographicd area (area of interet) a two different
times tq and to, respectivdly (Table 1 provides a summary of the notations used in the
paper). Let xij be the feature vector associated with the j-th pixd of the tj (i=1,2) image, and
let wW={w;,w,...w} bethe set of C land-cover classes that characterize the geographical area
In developing our approach, we make two important assumptions, which are considered in
severd approaches to multitempora classfication (Jeon and Landgrebe, 1999; Solberg,
1999). One implies that the land-cover classes present in the area of interest are the same a
the two different times (only the spatiad didributions of such classes may change over time).
The other implies that the two images are acquired in amilar periods of the year in order to
avoid incoherent responses from the corresponding types of surface covers. In fact, land-cover
clases, especialy vegetation classes, may present different spectra behaviors depending on
the particular season considered.

Let us assume that only the training st T4, corresponding to the first image X1, is

avalable. We am a dassfying the area of interest a the time tp by exploiting the



information derived from the previous obsarvetions X1 and the corresponding training set T1.

This process involves the generation of a land-cover map M, {I1 12, ,|,ZJ} , where 12 1

Wi sthe classfication label of thej-th pixd at thetimeto.

We face this problem by gpplying the Bayes rule for the minimum error to a “cascade
classfier” (Swain, 1978), i.e.

12=wp,T W if and only if

l 1 2
o o8 e 11§
where P?\/k‘ i J 0 s the value of the probability thet the j-th pixel belongs to class w, at to,

given the observations xi and x§. Under the conventiond assumption of class-conditional

independence (Swain, 1978; Bruzzone et d., 1999), the above decison rule can be rewritten
&

1Z=w,1 W ifand only if
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where p§<J ‘w O is the vaue of the conditiona density function for the pixel xj, given the

dass w1 W, and Pw ,wk) is the prior joint probability of the par of classes (w,,,w, ). The
latter term takes into account the temporal correlation between the two images.

On the bass of the previous expression (2), the classfication of X2 involves the estimetion
of the class-conditional dendties & time tq, the class-conditionad densties a time to, and the

prior joint probability for each possble par of classes. These edtimates cannot be obtained by

usng classca supervised techniques, as the lack of traning deta for the second image X2



prevents the conventiond application of such techniques. In this context, we adopt a partidly
unsupervised approach to the estimation of such probabilistic terms. On the one hand, the

class-conditional dendties a time t1 can be edimaed from the avalable traning set Tq by

using a supervised gpproach to dendity estimation problems (Duda and Hart, 1973). On the
other hand, an unsupervised approach based on the EM dgorithm (Dempster et d., 1977) is

proposed for the egimation of the remaning terms the class-conditiond densties a time to

and the prior joint probabilities of classes.

3. Theproposed partially unsupervised estimation procedure
The proposed egtimation procedure is based on the observation that, under the assumption

of class-conditiond independence over time, the joint dendty function of images X1 and X2
(i.e, p(X1, X2)) can be described as a mixture densty with C° C components (as many

components as possible pairs of classes):

p(X1,X2)=
©)

where X1 and Xo ae two multivariate random variables that represent the pixel values (i.e,
the festure vector values) in X1 and Xo, respectively. In this context, the estimation of the
above terms becomes a mixture dendgty estimation problem, which can be solved by applying
the EM dgorithm (Dempser et a., 1977; Moon, 1996; Shashahani and Landgrebe, 1994;
Bruzzone et d., 1999). In paticular, we propose an iterative technique based on a specific

formulation of the EM dgorithm in terms of the prior joint probabilities of dasses in the two

images conddered. This formulation alows one to derive accurate estimates of both the class
conditional  densities of dasses p(X,|wy,) a time to and the prior joint probebilities

P(Wn W ) .



In order to further explain the presented technique, let us assume that the probability
dengty function of each class can be described by a Gaussan didribution (i.e. by a mean
vector rrand a covaiance matrixS ). Under this common assumption (widely adopted for
multispectra image dasdficaion problems), the edimation of the above-mentioned Satidticd

terms involves the computation of the following vector parameter J (it is worth noting that

such an estimation only concerns the X2 image and the prior joint probabilities):

J=[mé, S, m5,SE,P Wl,Wl) P(Wl,Wz), ......
P(NC’WC 1) P@VC’WC) “

In this context, it can be proved that the recursve equations to be used in order to etimate

the required parameters are (Dempster, 1977):
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where, the superscripts t and t+1 refer to the values of the parameters a the current and next

iterations, respectively. Under the adopted assumption of class-conditiond independence in

the time domain, theterm Pt§vn,wm‘xJ ,xJ canbeexpressedas



It is worth noting that the terms associated with the class-conditiond densties p?(l‘wng a

time tq1 do not present any superscript, as their values are estimated by usng a classcd
supervised procedure and remain fixed during the estimation process.

It is possble to prove (Dempster, 1977) that, a each iteration, the estimated parameters
evolve from thar initid vaues thus providing an increese in the loglikdihood function
L(Xq,X5]3):

') jCC i
L(Xl,X2|J): alogi 4 a p(le|Wn)p(x12|wm)P(wn,wm)’ ©

j=1  1Tn=Im=1 ?;
until a locd maximum is reached. The edtimates of the parameters obtained a convergence
and those achieved by the classcal supervised procedure are then subgtituted into (2) in order

to derive the required set of pixel labelsM 5.

Concerning the initidizetion of the conddered datidtica terms, we adopt the following
drategies. The initid values of the parameters that characterize the class-conditional densties

a time tp are obtaned by exploiting the corresponding vaues edimeted a time tq by

supervised learning, as proposed in (Bruzzone and Fernandez Prieto, 2001). Concerning the
prior joint probabilities, two possble initidization Srategies can be followed depending on
the prior knowledge available. One can be used in the cases where no prior knowledge exists
concerning the possble land-cover trangtions that occurred in the area of interest between the
two dates consdered. In particular, this strategy assigns equal probabilities to each pair of
classes. The other dtrategy can be adopted when the end-user relies on prior information about
the temporad evolution of some land-cover classes. Such information can be trandated into

probabiligic terms by determining if some of the possble land-cover trangtions are likely to



have occurred between the two conddered dates (eg., in many cases, urban areas do not
change to a forex during chot and medium-term time periods, this means tha
P(urban,forest)=0). In paticular, we can impose explicit condraints on the permitted vaues
of the prior joint probabilities of classes P(vvn,Wm). Such congraints may be integrated in the
proposed estimation process by fixing the vaues of the related prior joint probabilities on the
bass of the exiding knowledge Then these vaues reman condant during the iterative
esimation process, only the vaues of the prior joint probabilities for which no information is
avalable are dlowed to vary. This results in a more robust and more accurae estimeation

process.

4. Experimental resultsand discussion

In order to assess the effectiveness of the proposed technique, different experiments were
caried out on a data st composed of two multispectra images acquired by the Themetic
Mapper (TM) sensor of the Landsat 5 satellite. The sdected tet Site was a section (412° 382
pixes) of a scene induding Lake Mulargias on the Idand of Sardinia, Itdy. The two images

used in the experiments were acquired in September 1995 (1) and in July 1996 (2). Figure 1

shows channds 5 of both images. The available ground truth was used to derive a training set
and a test st for each image (see Table 2). In particular, five classes of interest (i.e, pasture,
forest, urban area, water body, and vineyard), which characterize the study area over time,
were identified. To carry out the experiments, we assumed that only the training set associated
with the image acquired in September 1995 was available.

We applied the proposed cascade-classfier approach to the above-described images in
order to analyze the July 1996 image by udng the edtimates of the datigtica parameters
obtained for the September 1995 image (thanks to the available September 1995 training set),

but without usng the July 1996 training s&t. In our experiments, the assumption of normd



digribution was made for the dendty functions of the classes (this was a reasonable
assumption, as we considered TM images).
The mean vaues and the covariance matrices of the Gaussan dendty functions of the

classes at t1 were computed by using the related training set. Concerning the parameters of
the dengty functions of the classes & tp and the prior joint probabilities of the classes, they

were esimated in an unsupervised way by using the proposed formulation of the iterative EM

dgorithm. In the first experiment, the parameters of the dendty functions of the classes & to
were initidized with the values achieved a t1, whereas the vealues of the prior joint

probabilities of the classes were assumed to be the same (no prior information on the land-
cover trandtions was used in this experiment). The EM dgorithm converged in 11 iterations
(258 sec on a Sun Workgation Ultra-Sparc 80). At the end of the iterative process, the
resulting estimates were used to peform the classfication of the July 1996 image. The results
obtained are shown in Table 3. As one can see, we obtained a high overdl classfication

accurecy a to (i.e, 91.48%), even though the training set was not used. The vaue of the

coefficient of accuracy K (i.e, 0.88) dso confirms the effectiveness of the presented
technique.

In order to better understand the capabilities of the proposed approach, we carried out a
second experiment in which we exploited some a priori information in the initidization of the
prior joint probabilities of the classes and, consequently, in the edtimation process. In
particular, as in the consdered region no changes affected the vineyard class between the two
dates, we assumed P(vineyard, vineyard)=P(vineyard), whereas dl the remaning prior joint
probabilities related to the vineyard class were fixed to zero (eqg., P(vineyard,urban)=0,
P(urban,vineyard)=0, etc.). The results obtaned by using the above-mentioned prior
information (see Table 3), show a dight increase in the overdl cdassfication accuracy (i.e,

about 1%) and a sharp increase in the classfication accuracy of the vineyard class (i.e., about



4.3%). In addition, the vdue of the coefficient of accuracy K increased dgnificantly from
0.88 to 0.90. This is dso confirmed by a comparison with the accuracies provided by the
previous verson of the method (Bruzzone and Ferndndez Prieto, 2001), where no prior
knowledge was used. For example, with respect to that method, an incresse in the
classfication accuracy of the vineyard class of about 2.6% was obtained (see (Bruzzone and
Fernadndez Prieto, 2001)).

A further ingght into the capabilities of the proposed technique can be derived from Tables
4@ and 4(b), where the confuson matrices that resulted from the aforementioned
experiments are shown. In the matrices, the true land-cover classes (determined according to
the ground truth) are given in the rows and the land-cover classes identified with the
proposed technique are given in the columns. Therefore, the vaues on the diagonds of such
matrices represent correctly recognized land-cover classes, while the other vaues represent
errors on the recognition of the classes. As one can see, the use of the prior information about
the vineyard class (i.e,, P(vineyard, vineyard)=P(vineyard)) in the estimation process resulted
in aggnificant reduction in the omission errors for such aclass.

In the third experiment, for the sake of comparison, a supervised ML classifier was trained
and subsequently tested on the July 1996 image by the classcd approach (i.e, by usng a
training set for the supervised parameter estimation). The results obtained are presented in
Tables 5 and 6, where the classfication erors and the confuson matrix ae given,
respectively. As one can see, the overdl classfication accuracies achieved by the proposed
gpproach on the July test set (91.48% and 92.51% in Table 3) are very similar to that yielded
by the supervised ML classfier (92.66% in Table 5). In greater detal, the accuracies are
comparable for dl the classes. In addition, the vaue of the coefficient of accuracy K obtained
by the proposed technique when the prior knowledge was used (i.e,, 0.90) was equal to the

vaue obtained by the classica supervised approach.
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Findly, a further experiment was carried out to assess the accuracies of the initid estimates
of the class-conditiona densties at time t,. According to our gpproach, such estimates were
assumed to be equa to the corresponding values obtained for the t; image. To this end, a
classcd ML classfier was trained on the t; image (i.e, the September 1995 image). After
training, the effectiveness of the classfier was evaluated on the test set of the t, image (i.e,
the July 1996 image). The classfication accuracies obtained (see Table 7) were very low. In
particular, the overdl classfication accuracy for the July test set was equa to 50.43%, which
cannot be consdered an acceptable result. The meaning of this result is twofold. On the one
hand, it highlights the implicit difficulty of the multitempord data st conddered, as the
edimates on the September traning st proved unsuitable to providing acceptable
classfication accuracies for the July test set. On the other hand, it confirms the capability of
the proposed agpproach to iteratively improve the accurecies of the estimates of the class

conditional densities & timet,.

5. Conclusons

In this paper, a patidly unsupervised approach to the dasdfication of multitempord
remote-sendng images has been presented. Such an gpproach adlows the classfication of a
remote-sensing image acquired in a specific geographicd area a a given time, in the cases
where traning data are not avalable The dasdfication is peformed usng the dSatidtica
parameters estimated for an image acquired in the same area before the one under analysis.

The proposed method is based on a cascade-classfier approach and on a specific
formulation of the EM dgorithm. The iterative EM dgorithm dlows the unsupervised
edimation of both the prior joint probabilities of classes and the dendity functions of classes a

time tp on the bass of the avalable information: i.e, the known dengty functions of classes

a time tq (derived from the available training set) and te joint dengty function p(Xq, X2) of

1



the two images considered. In addition, the proposed technique alows the exploitation of the
prior information (if avalable) about the possble land-cover trangtions that occurred in the
area of interest between the two consdered times;, this may increase the robustness of the
classification procedure,

It is worth noting that, in some cases, the vaues of the parameters that characterize the

dengty functions of classes a time tq may not provide accurate gpproximations for the same
terms a time to. This may depend on differences in atmospheric and light conditions that ater

the soectrd dgnatures of land-cover cdasses in different images and consequently the
digributions of the classes in the feature space. Such differences may lead to the use of

initidization vaues of the parameters of the dendty functions of classes & tp sgnificantly

different from the true vaues. Therefore, in these cases, before agpplying the proposed
gpproach, we recommend performing a smple pre-processng phase amed a reducing, if
possble, the effects of the aforesaid differences. This may provide better gtarting points for
the estimation procedure.

Experiments carried out on a multitempora data set confirmed the vdidity of the proposed
technique. In paticular, they pointed out its cgpability to accuratdy esimate the dass

conditional dendties at time ty as well as the prior joint probabilities of classes. Consequently,

the adopted classfier proved very effective and attained high dassfication accuracies for the

second image, without relying on the corresponding training s=t.
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@ (b)

Fig. 1. Bands 5 of the Landsat-5 TM images utilized for the experiments: (@) image acquired in
September 1995; (b) image acquired in July 1996.
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Table 1. Legend of notations used in this paper

Symbol Description

X Image acquired at the time t;

X Multivariate random variable that represents the pixel valuesin X;
" J Dimensions of the selected images

xi]. Feature vector associated with the j-th pixel of X;

Wi Set of land-cover classes that characterize the region of interest
w; i-th land-cover class

T1 Training set available for time t;

Mo Required Land-cover map at timet,

Classification label of the j-th pixel at timety

Vaue of the conditiona probability density function for pixel x‘,— :

given its class w,

Prior joint probability of the pair of classes (w, ,w, )
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Table 2. Number of patterns in the training and test sets of both the September 1995 and July 1996

images
Land-cover classes Number of patterns
Training set Test set

Pasture 554 589
Forest 304 274
Urban area 408 418
Water body 804 551
Vineyard 179 117
Overdl 2249 1949

Table 3. Classification accuracies obtained by using the proposed technique with two different
initidization strategies for the joint probahilities of classes. @) equal probabilities; b) prior knowledge
of the vineyard class

Classification accuracy (%)

L and-cover class Equal probabilities Using prior know.

Pasture 83.53 88.28
Forest 97.44 97.44
Urban area 95.70 92.58
Water body 100.00 100.00
Vineyard 62.38 66.67
Overall 91.48 9251
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Table 4. Confusion matrices that resulted from the classification of the July 1996 test set by using the
proposed technique with two different initialization strategies for the joint probabilities of classes: (a)

equa probabilities; (b) prior knowledge of the vineyard class

Pasture Forest Urban area Water body Vineyard
Pasture 492 12 85 0 0
Forest 2 267 2 0 3
Urban area 5 5 400 0 8
Water body 0 0 0 551 0
Vineyard 23 11 10 0 73

(@

Pasture Forest Urban area Water body Vineyard
Pasture 520 13 56 0 0
Forest 2 267 2 0 3
Urban area 7 7 387 0 17
Water body 0 0 0 551 0
Vineyard 22 9 8 0 78

(0)

Table 5. Classification accuracies obtained on the July 1996 test set by using aclassica supervised
ML classifier trained for the July 1996 training set

Land-cover class Classification accuracy (%)

Pasture 92.02
Forest 92.70
Urban area 93.30
Water body 100.00
Vineyard 58.97

Overdl 92.66
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Table 6. Confusion matrix that resulted from the classification of the July 1996 test set by using a
classica supervised ML classifier trained on the July 1996 training set

Pasture Forest Urban area Water body Vineyard
Pasture 542 26 19 0 2
Forest 16 254 1 0 3
Urban area 11 2 390 0 15
Water body 0 0 0 551 0
Vineyard 36 3 9 0 69

Table 7. Classification accuracies obtained for the July 1996 test set by using a classical supervised
ML classfier trained on the September 1995 training set

Land-cover class Classification accuracy (%)
Pasture 19.52
Forest 95.62
Urban area 90.43
Water body 36.11
Vineyard 24.78

Overal 50.43
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