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Partile Swarm Optimizationfor Real-Time Adaptive Array ControlMassimo Donelli, Franeso De Natale, Stefano Pi�er, and Andrea MassaDepartment of Information and Communiation TehnologyUniversity of Trento, Via Sommarive 14, 38050 Trento - ItalyTel. +39 0461 882057, Fax +39 0461 882093, E-mail: andrea.massa�ing.unitn.itWeb-site: http://www.eledia.unitn.itAbstrat. This paper desribes the appliation of the partile swarm optimizer (PSO) to the real-time adaptive antenna ontrol. The PSO is an evolutionary proedure similar to geneti algorithms,but generally it requires only few parameters to be alibrated. Furthermore, the PSO optimizer ismuh easier to be implemented. To assess the performane of suh a tehnique as ompared to state-of-the-art methods, a set of seleted experiments is arried out and the obtained results are deeplyanalyzed from a omputational point of view as well as in terms of the numerial performane.1. INTRODUCTIONThe PSO was developed in 1995 [1℄ by Eberhart and Kennedy and it simulates the behavior anddistributed intelligene of swarms. Suh a numerial proedure is simple and it an be applied toa wide range of eletromagnetis appliations [2℄. Reently, PSO has been suessfully applied toantenna design [3℄[4℄ and to inverse sattering problems [5℄. This paper is aimed at assessing thee�etiveness of suh an approah in dealing with a omplex and time-varying problem as the on-lineontrol of adaptive array antennas. Within this framework, the PSO is used to adaptively tune thearray weights in order to separate the desired signal from noise and interfering soures by maximizingthe SINR at the reeiver. This task is obtained maximizing the Signal-to-Interferene-plus-Noise-Ratio (SINR).The paper is organized as follows. In Setion 2, the mathematial details of the appliation of thePSO to the real-time adaptive array ontrol are presented. Then, a numerial assessment of theproposed proedure is presented and the results ompared with those of referene methods (Set.3). Finally, some onlusions follows in Set. 4.2. MATHEMATICAL FORMULATIONLet us to onsider a linear array where M isotropi elements are equally spaed with an inter-element distane equal to d = λ
2 , λ being the free spae wavelength. Under narrow-band onditionsand the assumption of o-hannel interferene, the signal-to-noise-plus-interferene ratio (SINR) atthe reeiver an be optimized by maximizing the following ost funtion arising from the Applebaumtheory [6℄
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α(θd) being an array-olumn whih j th element is given by αm(θd) = ejm 2π

λ
dsen(θd), m = 0, ...,M −1;

θd is the inident angle indiating the impinging diretion of the desired signal (DOA); w =
{

wm = cmejϕm; m = 0, ...,M − 1
}, and CT is the measurable desired-plus-undesired ovariane ma-trix. By assuming onstant amplitude oe�ients cm, the antenna array is ontrolled by ontinuouslytuning the phase oe�ients ϕm for maximizing (1) and aording to a PSO-based proedure.More in detail, the PSO is an evolutionary proedure, whih operates on symboli representations(alled partiles) of trial solutions. The algorithm onsiders a set of S partiles (or swarm), D =



{Ps; s = 1, ..., S}, and it operates following soial interation rules. in order to ahieve the goal ofminimizing or maximizing a suitable �tness funtion that determines the quality of the solution ofthe problem at hand. Eah partile Ps is loated at the position xs =
{

ϕ
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} andmoves in the solution spae with a veloity vs =
{

v
(s)
m ; m = 0, ...,M − 1

}. Suessively, iterationby iteration (k being the iteration number), the partile �ies from urrent position xs(k) to anotherposition xs(k + 1) in order to e�etively sample the searhing spae aording to the followingupdating relation:
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ps(k) being the loation with the highest �tness value disovered by the sth partile up till now(ps(k) = arg {maxh=1,...,k [φ(xs(h))]}) and g(k) is the position in the solution spae of highest global�tness (g(k) = arg {maxs=1,...,S [φ(ps(h))]}); U1 and U2 are random numbers seleted between 0 and
1; C1 and C2 are positive onstants alled aeleration oe�ients: they model the �ognition� and�soial� weight of the swarm pushing eah partile xs(k) towards ps(k) and g(k). Finally, the inertialweight Iw is a saling fator of the veloity vs(k).The iterative proess is repeated until g(K) ≤ η where η is a �xed threshold and K is the iterationof the onvergene of the optimization proedure.3. NUMERICAL ASSESSMENTIn order to asses the e�etiveness of the PSO-based real-time ontrol strategy, a linear array onsist-ing of M = 20 isotropi elements was onsidered. The weight amplitudes cm was hosen aordingthe Dolph-Chebyshev riterion. As far as the time-varying environment is onerned, the inter-ferene senario was modeled aording to the stohasti model desribed in [7℄. In partiular, thelife-time of the interfering signals was hosen Lt = 5 and the Poisson frequeny of the interferenearrival was assumed to be equal to 1Hz. Moreover, the amplitude of the interfering signals si,
i = 1, ..., I (I being the number of the interfering signals) was assumed to be 30 dB above the desiredsignal sd. Suh a referene signal was onsidered to impinge on the mehanial bore-sight of thearray antenna. Finally, a bakground noise sn of about 30 dB below the level of sd was added at thereeived signal.As an example, Fig. 1 gives a representative plot of the stohasti interferene senario by show-ing the distribution of the angles of arrival of the interfering signals during the iterative proess.Conerning the PSO parameters, the following values was heuristially determined: S = 40 (swarmdimension), C1 = C2 = 2.0 (aeleration terms), and the onstant inertial weight equal to Iw = 0.4.For omparison purposed, the same senario was deal with other state-of-the-art ontrol methodsin order to point out the advantages and possible limitations of the proposed approah. Withinsuh a framework, the optimal theoretial strategy or the optimal Applebaum's methods [6℄ as wellas a deterministi proedure based on the least mean square error riterion (LMS ) [8℄ was takeninto aount. Moreover, for ompleteness, a modi�ed version of a Geneti Algorithm, alled LearnedReal-Time Geneti Algorithm (LRTGA) and detailed in [9℄, was onsidered, as well.
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Iteration Number (k)Figure 1. Angles of arrival (θi, i = 1, ..., I) of the interfering signals versus the iteration number k.The strategy based on the PSO generally outperformed other methodologies in terms of onvergenerate as well as robustness to the noise-interferenes. In terms of empirial tuning of meta-heuristiparameters, the alibration phase required a very short time as ompared to that of other stohastiproedures being the number of ontrol parameters very limited.
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Figure 2. Comparisons of the behavior of the SINR obtained by using di�erent kinds of minimizationproedures.As a representative example, Figure 2 shows the behavior of the SINR during the iterative proessfor di�erent strategies. It an be observed that on average the performane of the PSO turns outto be greater of about 4 dB than that of the best numerial method (namely the LRTGA).



4. CONCLUSIONSAn optimization method based on the Partile Swarm Optimizer has been applied to the real-time ontrol of linear antenna arrays. By means of some preliminary numerial experiments, thee�etiveness of the proposed approah has been pointed out and the ahieved results have beenompared with referene losed-form solutions as well as with other referene numerial methods.Future work will aimed at extending the proposed proedure to the adaptive ontrol of various arraygeometries and to further assess the ability of the ontrol strategy in dealing with more realistienvironments.Referenes[1℄ J. Kennedy and R. C. Eberhart, �Partile swarm optimization,� Pro. IEEE Int. Conf. NeuralNetworks IV, Pisataway, NJ, 1995.[2℄ J. Robinson and Y. Rahmat-Samii, �Partile swarm optimization in Eletromagnetis,� IEEETrans. Antennas Propagat., vol. 52, pp. 397-407, 2004.[3℄ W. Boeringer and H. Werner, �Partile swarm optimization versus geneti algorithms for phasedarray synthesis,� IEEE Trans. Antennas Propagat., vol. 52, pp. 771-779, 2004.[4℄ D. Gies and Y. Rahmat-Samii, �Partile swarm optimization for reon�gurable phase-di�erentiated array design,� Mirowave and Optial Tehnology Letters, vol. 38, pp. 168-175,2003.[5℄ S. Caorsi, M. Donelli, A. Lommi, and A. Massa, �Loation and imaging of two-dimensional sat-terers by using a partile swarm algorithm,� Journal of Eletromagneti Waves and Appliations,vol. 18, pp. 481-494, 2004.[6℄ S. P. Applebaum, �Adaptive arrays,� IEEE Trans. Antennas Propagat., vol. 24, pp. 585-598,1976.[7℄ M. Donelli, A. Lommi, A. Massa, and C. Sahi, �Assessment of the ga-based adaptive arrayontrol strategy: the ase of stohasti life-time o-hannel interferenes,� Mirowave and OptialTehnology Letters, vol. 37, pp. 198-238, 2003.[8℄ B. Widrow, B. Mantley, P. Gri�ths, and L. Goode, �Adaptive antenna system,� Pro. IEEE, vol.55, pp. 2143-2159, 1967.[9℄ S. Caorsi, M. Donelli, A. Lommi, and A. Massa, �A real-time approah to array ontrol basedon a learned geneti algorithm,� Mirowave and Optial Tehnology Letters, vol. 36, pp. 235-238,2003.
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