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ABSTRACT

IoT systems can operate efficiently in scenarios with limited or
sporadic power availability by utilizing intermittent power sources,
such as energy harvesting. Typical implementations are based on
fixed-size super-capacitors as energy storage. However, this limits
the possible implementations. Large capacitors take more time to
charge, resulting in extended off-time following a power failure.
Small capacitors charge faster but provide a shorter active time,
leading to more frequent power failures. This paper presents a fully
intermittent, machine learning-based, low-power smart camera for
monitoring applications integrating a two-stage energy harvester.
A small first stage supports data acquisition and analysis. The sec-
ond bigger energy storage is activated only for data streaming
to support the integrated sub-GHz Low Earth Orbit transmission
radio. This dual-stage energy storage strategy ensures both sys-
tem reactivity and the capacity to sustain energy-intensive data
transmission. The simulation highlights how the fully intermittent
pipeline (i.e., for both the neural accelerator and the ARM core)
makes the system resilient to power fluctuation and increases the
throughput of processed images in ultra-low light conditions by up
to 13%.
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Figure 1: System prototype. From left to right: a
Nucleo-WL55JC dev board integrating the LEO radio;
MAX78000FTHR Evaluation Board integrating the RGB
camera and MAX78000 Neural Accelerator; on the bottom
right the ToF sensor and on the top the energy harvester. Not
visible in the photo, are the two energy storage elements.

1 INTRODUCTION

Intermittent computing has emerged as a promising approach to de-
veloping commercial batteryless IoT devices and addressing their en-
ergy constraints. By properly managing intermittent power sources,
such as energy harvesting techniques, IoT devices get rid of typi-
cal battery problems, like device lifetime, significant environmen-
tal impact, and potentially high maintenance costs. Moving away
from reliable, fixed-size, energy sources like batteries, poses tight
constraints on the device’s application, as the system must make
judicious use of the available energy. Traditionally an IoT device’s
operation encompass three different tasks [22]: 1) Sense; 2) Com-
pute; 3) Transmit.

As highlighted by different studies [12], the most energy-hungry
task is usually associated with data transmission. Thanks to the
recent high-performance, ultra-low-power MCUs, and neural ac-
celerators, it is now possible to implement complex data analysis
and filtering directly on the edge with an extra low energy budget.
Unfortunately, the supercapacitor-based energy storage must store
sufficient energy to complete the most energy-consuming atomic
task. In this context, an atomic task is defined as a task that cannot
be interrupted during its execution without data loss. For instance,
transmitting a data packet or capturing an image through a visual
sensor can be considered "atomic tasks." Typically, the standard
practice involves sizing the energy storage capacity to enable the
completion of the energy-hungry task.

However, this presents a constraint on potential application sce-
narios. Larger capacitors require more time to charge, thereby di-
minishing system reactivity. Conversely, smaller capacitors charge
swiftly but offer shorter active durations, resulting in frequent
power interruptions or the inability to maintain device functionality.
Consequently, researchers have explored the viability of employing
dynamic energy storage solutions [13] to construct responsive sys-
tems, achieving quick cold starts while simultaneously supporting


https://orcid.org/0000-0003-3126-1177
https://orcid.org/0000-0003-0994-9194
https://orcid.org/0000-0001-5110-6823
https://doi.org/10.1145/3628353.3628550
https://doi.org/10.1145/3628353.3628550
https://creativecommons.org/licenses/by-nc/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3628353.3628550&domain=pdf&date_stamp=2023-11-16

ENSsys’ 23, November 12, 2023, Istanbul, Turkiye

energy-intensive tasks like powering a transceiver for data trans-
mission. In this paper, we present the development of a battery-free,
intermittent visual sensing device for continuous image processing.
The camera prototype hosts a Maxim MAX78000! Ultra-Low-Power
Convolutional Neural Network Accelerator perfectly tailored for
tinyML applications. The system incorporates a dual-stage energy
harvesting circuit to reduce the cold-start time of the platform while
maintaining the capability to support sub-GHz Low Earth Orbit
(LEO) radio for data transmission. Leveraging a fully intermittent
software pipeline for both the ARM core and the Neural Accelerator,
the sensing device has been fine-tuned for energy efficiency and
resilience to power fluctuations. The system prototype is presented
in Figure 1.

Results show that thanks to the dual-stage energy storage, the
visual sensing system can improve application reactiveness to the
events, also when the harvestable energy is limited. Moreover,
thanks to the LEO radio, the device does not need any additional
infrastructure, allowing worldwide data communication. The con-
tributions of this work are:

o The development of capacitor-based dual-stage energy stor-
age to sustain the device’s operations under limited energy
availability.

o The energy characterization of the sensing platform

e The development of a fully intermittent software pipeline
that dynamically selects the suitable energy storage to meet
task energy requirements

o Real hardware implementation and software simulation to
evaluate the intermittent pipeline.

The paper is organized as follows. Section 2 provides background
on energy-harvesting, intermittent computing, and LEO-powered
devices. In Section 3, we present an overview of the sensing de-
vice hardware, while Section 5 discusses in-depth the intermittent
pipeline. Section 5 presents the evaluation and real hardware tests
of the platform. Section 6 concludes this work with some final
remarks and possible future works.

2 RELATED WORK

Intermittent computing [21] refers to systems and microproces-
sors that operate on sporadic or unreliable power sources [28].
Instead of relying on a constant and stable power supply, inter-
mittent computing uses irregular energy harvesting from the envi-
ronment. This could involve capturing energy from ambient light,
vibrations, temperature gradients, or even radio waves [34]. The
harvested energy is stored in onboard capacitors or batteries, pro-
viding short bursts of power for system operation. Intermittent
computing enables devices to function in scenarios where access
to a continuous power source is impractical or impossible, such
as remote locations or harsh environments. Various approaches
have been explored to address the challenges posed by power in-
terruptions and system failures. These approaches can be broadly
categorized into three types: i) Full volatile memory check-
pointing [24, 31, 35]. This method incurs significant overhead
since it includes unnecessary information, leading to inefficient
use of resources; ii) Custom hardware with transistor-level
non-volatility [8, 16, 32, 36]. This approach offers the advantage

Ihttps://www.analog.com/en/products/max78000.html
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Figure 2: System Overview. From left to right: The energy
harvesting source; The two-stage power supply, with the
second stage dedicated only to the LEO radio; The MAX78000
neural accelerator along with the sensing devices; and the
LEO radio for data streaming. Power traces are in bold, while
data lines are dashed.

of preserving data during power interruptions without the need for
extensive backup operations, it comes with the drawback of high
production costs and the requirement for specialized hardware de-
sign; iii) Task-based backup [3, 23, 25]. This method selectively
backs up only the important and necessary portions of memory,
avoiding the overhead of checkpointing unnecessary data. By iden-
tifying critical sections and crucial data, this approach optimizes
the backup process, reducing resource consumption and improving
efficiency. It is also used by Layer-by-Layer Transient Toolchain
(LbLTT) [6], which proved to optimize transient workloads; thus,
we adopted this framework in our implementation.

As the deployment of IoT sensor networks continues to increase,
the volume of sensed information also grows. To avoid transmitting
data containing redundant or useless information, researchers have
thus investigated Machine Learning-based algorithms to implement
efficient data filtering directly on the sensors [1, 12]. In fact, in the
case of energy-harvesting devices, the energy demand for commu-
nication dominates the total energy budget. Consequently, it makes
more sense to transfer ML inference tasks to an edge device or
even directly to the sensor [2, 27]. Research has recently proposed
methods to improve inference on intermittent computing systems
through diverse approaches [10, 20, 30].

Pervasive deployed IoT sensing systems should operate far from
communications infrastructure and without the issue of power
or battery supply for the infrastructure. Nowadays, the radios
in sensor nodes, such as 4G/LTE [11], are expensive per byte,
while Bluetooth/Wifi or other IoT pioneering protocols are range-
limited [5, 26]. A solution can be represented by chirp spread-
spectrum long-range radio technologies technologies [7, 29, 33]
but still requires an infrastructure to be built. More recently, re-
searchers have proposed to provide global connectivity exploiting
LEO satellites [4, 15]. LEO satellites enable reliable communica-
tion services for places with no terrestrial networks, allowing the
deployment of IoT devices almost everywhere without worrying
about connectivity problems.

3 SYSTEM ARCHITECTURE

The proposed IoT device is a sensing, computing, and communica-
tion system including a custom dual-stage power supply, application-
level intermittent software pipeline, and a low-power sub-GHz Low
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Earth Orbit transmission radio. Figure 2 shows an overview of the
system architecture.

3.1 Sensing Devices

The visual sensing interface is composed of a Time-of-Flight (ToF)
sensor and a low-power RGB camera. The ToF sensor, a VL53L5CX
from STMicroelectronics, is used as an event generator. It is con-
figured as autonomous low-power mode with an interrupt pro-
grammable threshold to wake up the MAX78000 MCU. When an
object is detected within a distance less than a custom threshold, an
interrupt is generated to wake the MCU up. This permits keeping
all the main active parts in sleep mode, avoiding unnecessary en-
ergy wastage and making the system more reactive to interesting
events. The second sensor is an Omnivision OVM7692 RGB camera
already embedded into the MAX78000 evaluation board. Despite
the availability of more efficient imaging sensors in the market, we
opted to retain this camera for the sake of expediting development
and demonstrating the efficacy of our approach. Future iterations
will incorporate design refinements utilizing more efficient sensors.
The camera has a resolution of 640x480 pixels and is configured to
provide QVGA (100x100 pixels) pictures.

3.2 Power Management

Power management is one of the most critical parts of an inter-
mittent visual sensing system. A tandem of requirements must
be carefully considered during the design phase: 1) Responsive-
ness and reactiveness to the environment. We want to have short
recharging periods (i.e., cold starts after power failure) to be able
to start processing the information as soon as possible; 2) Energy
Capacity. The energy storage must be tailored to ensure its longest
atomic task completes without interruptions; 3) Efficiency. As the
available energy is limited, it is important to lower the quiescent
current associated with the selected components, to avoid unnec-
essary energy wastage. To meet the three design requirements,
the proposed implementation boosts a dual-stage energy storage
architecture. The first stage, encompassing a small supercapacitor,
is responsible for powering the main MCU and the two sensing de-
vices. The second stage is activated by the main MCU only when a
data transmission is required and is based on a large supercapacitor,
used only to power the LEO MCU Radio. Overall, the energy over-
head consumed by the second energy stage is below 1 nA when
disabled and less than 1 uA when active. Figure 3 presents the
components of the two boosting stages in detail.

3.3 Microcontroller subsystem

At the core of the system lies the MAX78000 device, a high-performance

microcontroller unit with advanced neural network capabilities.
This MCU integrates an Arm Cortex-M4 Processor with FPU run-
ning up to 100MHz, a second 32-bit RISC-V Co-processor running
up to 60MHz, and a 64-core CNN accelerator. The two main cores
share a total of 512KB Flash and 128KB SRAM, while the neu-
ral accelerator has a dedicated 440KB for the weights, 2KB for
biases, and 512KB for input data. The accelerator is also connected
to the multi-layer bus matrix shared with CPUs, platform mem-
ory, and other peripherals. All the internal memory components
of MAX78000 are volatile. To enable intermittent operations, an
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Figure 3: Power management subsystem. On the left the first
stage with a smaller supercapacitor tailored for sustaining
camera operations (i.e., the most energy-consuming task).
On the right, the second stage is activated only when a data
transmission is required.

external FRAM (Ferroelectric Random Access Memory) module is
connected to the MAX78000 device using SPI protocol. FRAM offers
several advantages over traditional memory technologies, such as
fast write speeds, non-volatility, and virtually unlimited endurance.
This integration allows the system to reliably store critical data,
configurations, and intermediate results, ensuring data integrity
between power failures and quick access when required.

3.4 Wireless Transceiver

As data transmission front-end, the proposed IoT node exploits a
low-cost STM32WL55 MCU, combining an STM32 ultra-low-power
microcontroller with a sub-GHz radio transceiver that supports
multiple modulation protocols. These include both LoRa, frequency-
shift keying modulations, as well as other proprietary sub-GHz
standards. The radio is based on a Semtech SX126x transceiver and
contains two internal power amplifiers with 15dBm and 22dBm
maximum transmit power. In the proposed implementation, the
transceiver is configured to generate Kinéis modulation, to enable
uplink radio messages transmission directly to Kinéis satellites.
Two different modulations are available, namely VLDA4, which
allows the transmission of short messages of 3 Bytes, and LDA2 or
LDK modulation, which permits to sending standard messages of
19 Bytes (LDK) or 24 Bytes (LDA2). However, due to transmission
power limitations of the STM32WL RF front-end, only the VLDA4
modulation can be used with a satisfying probability of receiving a
correct message.

3.5 LEO data transmission

Using satellite communication to connect devices has recently been
proposed to revolutionize IoT applications. [19] explores the use of
such networks for IoT applications where terrestrial alternatives are
nonexistent. Thanks to sub-GHz RF that can reach LEO satellites,
it’s increasingly easier to send small packets to space.

Kineis is a French satellite operator and an IoT connectivity
service created in 2018 by CLS, a subsidiary of CNESZ, the French
space agency. Kineis satellites use phase shift (BPSK, QPSK, and

Zhttps://cnes.fr/en
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Figure 4: Software pipeline finite state machine. The image
backup process and layer-by-layer evaluation are selectively
executed based on the remaining energy.

GMSK) modulations adapted to the satellite’s communication over
different frequency bands (399-401 MHz for environmental sensors
and 7 other bands around 400MHz for standard IoT traffic). The
standard transmission speed/power is 400 bits/s with at 500mW
(27dBm) with a transmission duration between 360ms to 920ms
based on the selected modulations, namely VLDA4, LDA2/3, and
HD-A3/4 (“VLD” Very Low Data-rate, “LD” stands for Low Data-
rate, and “HD” for High Data-rate). A fair-use rule requires 1 minute
sleep between two messages (about 1.6% duty-cycle) [18].

The satellites are near the Sun-Synchronous Orbit (SSO), mean-
ing that satellites are passing the same area on Earth, every day at
the same time. Communication windows can be easily scheduled
by knowing where your device is and the UTC. Kinéis satellites also
last longer in space than common CubeSat (eight years vs. a year or
two) and have a reentry sequence, so they do not add to the space
trash issue once inactive. Currently, as the satellite constellation
is not fully completed, when using VDL4 modulation, only two
transmission windows per day are available. Usually, with a power
of 500mW, one transmission + three repeats have a 99% chance to
be received, while at 1W, one transmission (+ two repeats) achieves
the same probability [9].

4 INTERMITTENT PIPELINE

The software pipeline is organized as a Finite State Machine (FSM),
depicted in Figure 4. It exhibits 5 operational states. The initial state
is referred to as sleep, characterized by an extremely low energy
consumption level. At this stage, the main MCU is kept in sleep
mode and everything else is unpowered. Only the ToF sensor is
active, waiting for an event. Once an object is detected under a
specific threshold, the FSM moves to state 3. State 3 involves the
activation of the camera and the acquisition of an RGB image with
a resolution of 100x100 pixels. State 4 is exclusively dedicated to
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Figure 5: MAX78000 high level architecture overview.

the process of saving the captured image in FRAM, ensuring its
preservation for further processing. This state is selectively exe-
cuted based on the remaining energy. If the energy storage is still
sufficiently charged, the FSM moves directly into state 5. At state
5, the acquired image is evaluated using a neural network trained
for people recognition. To mitigate the problem associated with
possible power failures, the machine learning task leverages the
Layer-by-Layer Transient Toolchain, LbLTT, as described in [6],
enables intermittent execution of individual layers within the neu-
ral accelerator, minimizing the risk of data loss. This approach
ensures the reliability and integrity of the overall system, reducing
the probability of encountering critical failures or losing essen-
tial information during the neural network’s processing stages. By
leveraging the LbLTT technique, the system gains the ability to
pause and resume the execution of specific neural network lay-
ers, allowing for efficient resource utilization and enhanced fault
tolerance.

4.1 MAX78000 memory space

Figure 5 provides an overview of the internal structure of a MAX78000
device and highlights the components that can be backed up in
FRAM. Notably, the neural network accelerator consists of four
quadrants, each with its dedicated memory space for reading and
storing weights or results. These values can be saved in FRAM for
persistent storage. Furthermore, the device also features two cores,
one based on the ARM Cortex M4 architecture and the other based
on RISC-V. If desired, it is possible to directly back up the registers
of these processors and restore them at a later stage. However, in the
proposed application, we have chosen to save and restore only the
state of the FSM directly. By saving the FSM state directly, we ensure
that the device can resume its operation precisely from the point of
interruption without the need to restore individual processor reg-
isters. This approach offers efficiency and simplicity in managing
the device’s internal state, particularly in the context of the chosen
application. The decision to prioritize FSM state preservation over
processor register backup stems from the specific requirements
and considerations of our application. Preserving the FSM state
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allows for a seamless continuation of the system’s functionality,
ensuring the preservation of critical information and minimizing
potential disruptions. In contrast, backing up and restoring proces-
sor registers might introduce additional complexity and overhead,
potentially impacting the overall performance and efficiency of the
system.

4.2 Backup policy

Derived from [6], the proposed IoT device implements CMPCh (En-
ergy CoMParator CHeckpoint) strategy. Thanks to the MAX78000
integrated low-power voltage comparator, the software pipeline
can make informed decisions regarding backup and computation
strategy. Depending on the available energy level, the system can
choose between three options: i) Going into sleep mode to conserve
energy until a sufficient amount is accumulated; iii) Proceeding di-
rectly with the computation; iii)Executing a backup of the ongoing
task to ensure data integrity. This policy enables efficient resource
management and adaptive backup strategies based on the device’s
energy constraints. This policy optimizes the system’s performance
while maintaining data reliability by dynamically adjusting backup
actions based on energy availability. Figure 6 presents a graphical
representation of the proposed backup policy.

5 EVALUATION

We have evaluated the proposed IoT device’s power consumption,
the impact of having an external SPI FRAM for data retention, the
energy associated with data transmission, and the improvement
associated with the LbLTT in low energy conditions.

5.1 Power Analysis - MAX78000

Figure 7 presents the energy and time breakdown for the 5 main
tasks, namely: Sleep, ToF Sample, Image Acquisition, Image Backup,
and Neural Inference. As can be noted, the image acquisition task is
one consuming the highest amount of energy. The energy storage
of the first stage of the power supply has thus been selected based
on the amount of energy needed for image acquisition. Regarding
backups, the most prominent data to consider is restoring the im-
age after it has been saved in FRAM. In contrast, the other states
merely involve restoring the machine state or other simple registers.
However, restoring the 100x100 pixel image takes a considerable
amount of time.

ENSsys’ 23, November 12, 2023, Istanbul, Turkiye

Tasks power consumption

200
B e 146.6
3 105.5 109.5
5 100
2
o
= o 0.55
Tasks execution time
@ 2000 2000
E
[}
£ 1000
=
0 4.239 % 40.419 26.542
Tasks energies
E 20 43.0209
B
5 20
=
L 0 11 0.447215 - 4.42588 3.89106
Tasks backup and restore timing
7 10 32410 =W Backup
= B Restore
Q 403
'E 10 181 177
29 25 29 25 29
—0 —0
Sleep ToF sample Image acq Image bck NN inference

Figure 7: Tasks characterization. From top to bottom: The
power consumed by the system during each task; The exe-
cution time and the relative energy consumed; The time to
perform backup and restore for the various tasks.

5.2 Power Analysis - LEO Transmission

To tailor the energy storage to the energy requirements of the LEO
radio, we have collected multiple energy profiles for sending a data
packet. The radio is configured to use VLDA4 modulation, which
allows the transmission of short messages of 3 Bytes, enough for
transmitting a status indicator. The task’s duration from power off
to sleep mode after the successful transmission requires 1102 ms,
with an average current of 126.93 mA at 3.3 volts. In turn, sending
a packet with 3-byte payload requires 0.461 J. Figure 8 presents the
current profile while transmitting a data packet.

Current [mA]
@
8

0 L I L L L L I
0 200 400 600 800 1000 1200 1400 1600

Time [ms]

Figure 8: Current profile of the LEO radio during the trans-
mission of a data packet using VLDA4 modulation

5.3 External FRAM vs. theoretical integrated
architecture

The decision to utilize an external FRAM module in the hardware
setup was primarily driven by the fact that the MAX78000 microcon-
troller does not incorporate an internal FRAM. However, it is worth
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Table 1: Power and time comparison of a theoretical inter-
nal FRAM against the used external SPI FRAM.

SPI FRAM | Internal FRAM*
Time to write/read 1KB 400us 12.5us**
Power consumption 24mW 3mW***
n° of bits wrote . The same as MCU
in one clock cycle (e.g. 32bit)

* Theoretical evaluation in which FRAM is embedded within
the architecture, directly addressable by the CPU, as in the
MSP430.

** Assuming a 32-bit architecture.

*** According to [17] at 16MHz and cache hit 100%.

noting that recent advancements in microcontroller technology
have led to the development of devices with built-in FRAM capabili-
ties. Therefore, it is plausible that future iterations of the MAX78000
or similar microcontrollers could potentially incorporate internal
FRAM for data storage. Using an external FRAM comes with chal-
lenges, particularly in timing and power consumption. In this setup,
a single-wire SPI connection was employed, meaning that data
had to be read or saved serially one bit at SPI clock cycle, intro-
ducing a significant overhead in data transfer speed. Additionally,
having an external device in the hardware configuration naturally
requires additional power consumption. However, in the specific
target application developed, the impact of these challenges was
relatively minimal. This is because, to backup and restore the state
of the FSM, it was sufficient to back up only a single variable. There-
fore, the overhead was not a significant concern. Although backup
and restoration of the image might pose some power consumption
issues, the overall power consumption remained relatively low com-
pared to other tasks in the system. To evaluate the improvement
in the case of a MAX78000 with internal FRAM, we interpolated
FRAM access in the MSP430FR5994 microcontroller [17] at 1 MHz
to match the operation frequency of the MAX78000 ARM core (i.e.,
100 MHz). The measurements are presented in Table 1.

5.4 Ultra-Low-Energy LbLTT Improvement
Evaluation

To evaluate the computational improvements achievable thanks
to LbLTT [6] in ultra-low energy budgets, we have simulated the
achievable computational throughput when the harvestable energy
is limited. The power trace provided by [14] was used, which pro-
vides information on solar irradiation measured in %, allowing
users to select an appropriate solar panel based on a specific energy
constraint. Using the provided power traces allows for evaluating
the system’s performance under realistic power conditions to assess
its behavior once energy is limited. Figure 9 presents the results of
this evaluation. Thanks to LbLTT, the application’s throughput can
improve up to 13%.

6 CONCLUSION

This paper introduces a specialized visual sensing system for sce-
narios characterized by limited or intermittent power availability.
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Figure 9: Achievable throughput improvements for the ma-
chine learning task thanks to LbBLTT under constrained en-
ergy budget.

Our device addresses the challenges associated with energy har-
vesting, cold-start, and responsiveness, using a dynamic energy
storage mechanism that intelligently adapts to the specific task.

A small first stage supports data acquisition and analysis. The
second bigger energy reservoir is activated only for data streaming
to support the integrated sub-GHz Low Earth Orbit transmission
radio. Results highlight how the second energy storage introduces
negligible energy overhead while allowing a shorter cold start. The
paper demonstrates that the fully intermittent pipeline makes the
system resilient to power fluctuation and increases the throughput
of processed images in ultra-constrained energy budget conditions
of up to 13%.
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