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Abstract
Dialogue systems deliver a more natural mean of communication between humans and machines when compared to tra-
ditional systems. Beyond input/output components that understand and generate natural language utterances, the core of 
a dialogue system is the dialogue manager. The aim of the dialogue manager is to mimic all cognitive aspects related to a 
natural conversation and it is responsible for identifying the current state of the dialogue and for deciding the next action 
to be taken by a dialogue system. Artificial intelligence (AI) planning is one of the techniques available in the literature for 
dialogue management. In a dialogue system, AI planning deals with the action selection problem by treating each utterance 
as an action and by choosing the actions that get closer to the dialogue goal. This work aims to provide a systematic litera-
ture review (SLR) that investigates recent contributions to plan-based dialogue management. This SLR aims at answering 
research questions concerning: (i) the types of AI planning exploited for dialogue management; (ii) the planning character-
istics that justify its adoption in dialogue system; (iii) and, the challenges posed on the development of plan-based dialogue 
managers. The present SLR was performed by querying four scientific repositories, followed by a manual search on works 
from the most eminent authors in the field. Further works that were cited by the retrieved papers were also considered for 
inclusion. Our final corpus is composed of forty works, including only works published since 2014. The results indicate that 
AI planning is still an emerging strategy for dialogue management. Although AI planning can offer a strong contribution 
to dialogue systems, especially to those that require predictability, some relevant challenges might still limit its adoption. 
Our results contributed to discussions in the field and they highlight some research gaps to be addressed in future studies.

Introduction

Conversational agents or dialogue systems have been built 
with several purposes; from informal chit-chat conversa-
tions [1] to more sophisticated dialogue systems that support 
patients on health treatments [2, 3]. These systems have in 
common the fact that they try to reproduce the way humans 
communicate by mimicking cognitive aspects that are part of 
human’ conversations. Aspects such as empathy [4], inten-
tion awareness [5], emotional management [6], and trust-
building [7] are frequently exploited to deliver interactions 
that are more pleasant to the end-user if compared to tradi-
tional systems.

Dialogue systems that conduct interactions aiming at 
accomplishing a task or a goal in a given domain are known 
as task-oriented dialogue systems. One of the main compo-
nents of this kind of systems is the dialogue manager [8], 
which is responsible for the flow of the conversation. The 
dialogue manager first identifies the current state of the con-
versation and, according to the recognized state, it selects 
the next action to be executed by the system.

Current commercial dialogue systems usually implement 
a finite-state or a frame-based dialogue manager [9–11]. 
These types of dialogue managers can be very efficient to 
simple dialogues whose goal is to fill a few slots. How-
ever, they are highly domain-specific and heavily based 
on hand-crafted rules and features, requiring high human 
effort to update or to design a new dialogue system. In addi-
tion, such dialogue managers are not capable of processing 
complex dialogues that require actions beyond slot-filling 
(e.g., acknowledge, propose, assert). More recent alterna-
tives to building complex dialogues rely on data-driven 
techniques [12–14]. Data-driven approaches can be very 
efficient at learning policies from training data and they are 
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capable of outperforming hand-crafted dialogue manag-
ers [15]. However, they also can be limited to the quality 
of the training data and to the capabilities of the simula-
tors that are commonly used during their training. Another 
important limitation of these approaches is that they remove 
some of the control on the policy, not being fully capable of 
providing explanations on their decisions, a behavior that 
may not be desirable in some conversational domains such 
as healthcare [16].

The drawbacks imposed by these approaches bring to 
light the need for alternatives for dialogue management that 
are reliable and that can be significantly easy to generate. 
A technique that automates action selection (avoiding the 
handcrafting of the dialogue policy) provides verifiable 
agents and offers policy control without limiting the flex-
ibility of the dialogue is automated planning.

Artificial Intelligence (AI) planning [17] consists of a 
process that selects and structures domain actions in some 
rational order aiming at achieving a final pre-stated goal. 
Considering that a conversation also aims to achieve a goal 
and that dialogue managers deal with the problem of action 
selection, AI planning is a promising alternative for dia-
logue management [18–20]. Planning for human–machine 
dialogue offers the possibility of reducing the cost of the 
dialogue by anticipating the outcome of each dialogue action 
to identify the states that could be achieved. This way, it is 
possible to choose the best path that leads to the goal of the 
dialogue.

However, the development of methods that imple-
ment AI planning to structure and manipulate effective 
human–machine dialogue is still in its early stages. Indeed, 
when compared to other approaches for dialogue manage-
ment, planning has been used on a quite smaller scale. 
Several may be the reasons for such low adoption; yet, no 
detailed analysis of the contributions and challenges of AI 
planning for dialogue management is available in recent 
literature.

The goal of this work is to provide a systematic literature 
review (SLR) in recent contributions of plan-based dialogue 
systems, with a focus on dialogue management. We intend 
is to provide the reader with a broad picture of the current 
state of the art in this field. To achieve our goal, we iden-
tify the most recent works on the topic and extract data that 
help us to identify the following aspects: the types of AI 
planning exploited for dialogue management; the planning 
characteristics that justify its adoption; and the challenges 
posed on the development of plan-based dialogue managers. 
Our research reveals that planning can contribute to richer 
dialogues on very different application domains, but it still 
lacks research to overcome some relevant challenges (e.g., 
evaluation strategies).

The remainder of this paper is organized as follows: 
first, we discuss the background of the main elements of 

this SLR, i.e., automated planning and dialogue systems 
(Background). Next, we present the method used to select 
the papers and list our research questions (Method). Results 
discusses the process conducted to extract the works to com-
pose our final corpus. In Answering the Research Questions, 
we discuss the answers to the research questions. Then, 
on Discussion, we provide some further discussion on the 
topic and, finally, Conclusions concludes this SLR.

Background

This section introduces some fundamental notions from the 
theory of automated planning and dialogue systems, which 
constitute the background of this survey.

Automated Planning

Automated planning [17], also known as AI planning, can be 
viewed as a search problem that describes the sequence of 
actions that must be applied in the world in order to achieve 
a goal. Planning considers that the world has different states. 
A state can be changed to a new one by the so-called actions, 
which have preconditions that must be met to be applicable 
to that state; and present effects that describe what changes 
in the world after its application, i.e., add or delete values.

Besides the description of the available actions, a plan-
ning problem requires the specification of the initial and 
the goal state.

This description must be provided to an automated plan-
ner in a common representation language like the Planning 
Domain Definition Language (PDDL). Some examples of 
automated planners are the Planner for Relevant Policies 
(PRP)  [21], Model Based Planner (MBP)  [22], and the 
Planning with Knowledge and Sensing (PKS) [23]. Starting 
from the initial state, the automated planner investigates all 
possible states that can result from the application of the 
available actions until reaching the goal. This way, a plan 
is a path (sequence of actions) that takes the initial state to 
the goal state.

Dialogue Systems

Conversational agents have been built with different pur-
poses and they fall into two categories according to the 
purpose of the dialogue [1]. Chatbots are dialogue systems 
whose only goal is to informally chit-chat with a human 
on any topic for which training data is available. Chat-
bots usually cover multi-turn interactions that imitate a 
human–human conversation rather than participate and con-
tributing to some purpose. Task-oriented dialogue systems, 
on the other hand, conduct single or multi-turn dialogue 
interactions with the user in order to accomplish a task in 
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the given domain (e.g., booking a hotel). To retrieve the 
necessary information to accomplish the given task, these 
systems usually conduct a slot-filling dialogue.

Most task-oriented dialogue systems follow a standard 
“NL pipeline” design, which is composed of three main 
components [24]: the (i) Natural Language Understanding 
(NLU) component receives the user input and recognizes 
an intent; the (ii) Dialogue Manager receives this intent and 
tracks the current state of the dialogue to decide the next dia-
logue action; the (iii) Natural Language Generation (NLG) 
component converts this action to a human-understandable 
response that is given by the system to the end-user.

In this study, we keep our focus on the dialogue manager 
component, as the main contribution of AI planning is on 
action selection. Both the NLU and NLG components are 
out of the scope of this work and we refer the reader to [25] 
and [26] for surveys in those topics, respectively.

The dialogue manager [8] is responsible for the flow of 
the conversation in a dialogue system. Computationally, a 
dialogue can be seen as a series of communicative acts [27] 
(dialogue actions) that are used to accomplish particular pur-
poses (goals). Therefore, in a dialogue manager, each utter-
ance can be treated as an action and the dialogue manager 
deals with the problem of selecting an action to execute in 
a given state. States are used to understand and track the 
current status of the conversation, i.e., to identify what has 
already been discussed and what should come next. AI plan-
ning is capable of identifying the possible states that can 
be achieved within a dialogue and, for each state, deciding 
which action should be taken aiming to reach the goal of 
the dialogue. In this review, we keep our focus on works 
that have employed AI planning in the dialogue manager 
component.

Method

This work follows recognized guidelines for conducting a 
SLR. We refer mainly to the ones discussed by [28] and 
by [29]. In this section, we detail the steps that were con-
ducted to accomplish the SLR.

Motivation and Study Goals

As discussed in the introduction, AI planning has been 
reported as an effective and efficient technique for dialogue 
management [18–20]. Nevertheless, it still has not gained 
due attention, presenting low adoption among current dia-
logue systems. A broad view of how planning strategies can 
be integrated within dialogue systems is missing in recent 
literature and the lack of such study led to an underestima-
tion of the potentiality of such techniques. First, the lack of 
a comprehensive overview of what has been produced so far 

might limit the evolution of already defined approaches. This 
might result in the design of redundant strategies to handle 
issues that have been successfully covered by previous lit-
erature. Another consequence is the low adoption of this 
technique since a shared knowledge of its characteristics and 
advantages for dialogue management is not available. Such 
comprehension would make it possible for dialogue engi-
neers to consider the adoption of AI planning on scenarios 
that require features such as predictability, which are more 
effective on knowledge-based approaches when compared to 
data-driven ones. Finally, not knowing which are the chal-
lenges and open problems on plan-based dialogue manage-
ment might lead to unexpected barriers to the development 
of plan-based dialogue systems.

The goal of this work is to provide a broad overview of 
recent contributions to plan-based dialogue management. 
As part of our goal, we aim at extracting the planning tech-
niques that have offered a great contribution to dialogue 
systems. We also aim to identify the main characteristics of 
planning that justify its adoption in dialogue management. 
We expect that the comprehension of these characteristics 
will instigate a further investigation of plan-based dialogue 
systems. Lastly, we also have as our goal the identification of 
the main challenges on the topic. The finding of such chal-
lenges is crucial to decide on the suitability of AI planning 
for a given dialogue problem, but also to support future work 
on investigating and overcoming them.

Research Questions presents the research questions that 
were elaborated to motivate our investigation.

Research Questions

Starting from the goals described in Motivation and Study 
Goals, we formulated three research questions to be answered 
within this review:

–	 RQ1. What types of planning have been used to support 
dialogue management in recent plan-based dialogue sys-
tems?

–	 RQ2. What are the most eminent planning characteris-
tics that motivate the adoption of planning for dialogue 
management?

–	 RQ3. What challenges can be identified in recent plan-
based dialogue systems?

The general questions above motivate discussions on the 
state of the art of plan-based dialogue management. RQ1 
seeks to identify which are the planning techniques that were 
exploited in the retrieved works, motivating a discussion on 
the reasons for their adoption. By describing some plan-
ning characteristics that are expected on efficient dialogue 
systems, RQ2 helps us to justify the application and benefits 
of AI planning to support dialogue management. Finally, 
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RQ3 is devoted to the identification of the main challenges 
that are still encountered in the development of plan-based 
dialogue managers.

Search Strategy

To help answer our research questions, we retrieved works 
by using three strategies: (i) applying a search query to avail-
able scientific databases; (ii) conducting a manual search, 
i.e., by starting from the results of point (i), we extracted 
the most cited authors and checked if all their relevant works 
were already included; (iii) including additional works that 
did not appear in the results of the two previous strategies, 
but that were mentioned by the works retrieved by them.

To query scientific databases, four sources have been 
selected: scopus1, acm2, dblp3, and ieee4. The decision on 
the selection of these repositories was made given their 
extensive coverage of well-established scientific literature 
in computer science. In addition, these repositories include 
works that have been published in peer-reviewed conference 
and workshop proceedings. As a search strategy, a query 
was formulated including keywords related to the purpose 
of this work and the research questions listed in Research 
Questions. The query is shown below:

(("planning" OR "plan-based") AND 
("dialogue" OR "dialog" OR "conversa-
tion" OR "conversational agents"))

The resulting query aimed at focusing on a specific por-
tion of works that employ AI planning on dialogue systems. 
The conjunction “AND” has been employed to avoid the 
retrieval of works that exploit different dialogue techniques, 
such as data-driven approaches. The authors have considered 
expanding the query to include further terms related to dia-
logue, such as argumentation or interaction. However, the 
inclusion of these terms resulted in a huge set of non-related 
works, revealing a deviation from the focus of our search.

From the authors’ previous knowledge of the works 
of some researchers in this field, several works that have 
exploited plan-based dialogue did not include the terms pre-
sent in our query either in their title or abstract (e.g., [30, 
31]). This way, we also opted to conduct a manual search 
on the bibliography of the most cited authors elicited in the 
previous step in order to include these and similar works.

Finally, relevant works mentioned within the selected 
corpus were also considered for inclusion, as long as they 

meet our eligibility criteria described in Article Selection 
and Quality Assessment.

Article Selection

To filter the retrieved works and to focus only on the ones 
that meet our main objectives, we have defined some exclu-
sion criteria (EC), which are listed in Table 1.

Papers were excluded if they satisfied at least one of the 
exclusion criteria between EC1 and EC7. These criteria aim 
to exclude papers that are not available online, are written in 
some language rather than English, are not scientific contri-
butions, or that are too short to provide a complete approach. 
To keep the focus on the most recent contributions, we also 
excluded works that have been published before 2014. 
Papers that do not address either dialogue systems or auto-
mated planning are also excluded as they cannot contribute 
to the purpose of this review. To direct this review to dia-
logue management, we excluded works whose main focus 
is on natural language processing. Finally, we opted to not 
exclude works that referred to the same approach as those, 
eventually, presented slightly different planning techniques.

Quality Assessment

To assess the quality of the investigated studies, we defined 
six criteria:

–	 QA1 Is a well-defined methodology used?
–	 QA2 Is the goal of the study clear?
–	 QA3 Does the study discuss the state-of-the-art?
–	 QA4 Is the approach applicable to different domains?
–	 QA5 Does the study include a clear evaluation?
–	 QA6 Does the study present an implementation or a clear 

illustrative problem of the approach?

Each paper was marked with one of three possible scores for 
each criteria (QA1-QA6): Yes, No, or Partially, which are 
weighted 1.0, 0.0 and 0.5, respectively. An exception was 
delineated for QA5, for which we defined the weights: 1.0 
when an evaluation with real users has been conducted; 0.5 

Table 1   Exclusion Criteria

EC 1 The paper is not available.
EC 2 The paper is not in English.
EC 3 The paper is a technical report.
EC 4 The paper is shorter than 4 pages.
EC 5 The paper was published before 2014.
EC 6 The paper does not cover either dialogue or AI planning.
EC 7 The paper does not address dialogue management.

1  https://​www.​scopus.​com/​search/
2  https://​dl.​acm.​org/
3  https://​dblp.​uni-​trier.​de/
4  https://​www.​ieee.​org/
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when the evaluation was conducted on synthetic scenarios 
(use cases); 0 when no evaluation was reported.

Data Extraction Strategy and Analysis

Aiming to extract only works that can answer our research 
questions, we extracted data by following three steps. First, 
all papers are evaluated against our EC by taking into 
account only their title, abstract and, keywords. Second, we 
carefully evaluate the works against our EC by taking into 
account their full content. Lastly, we apply the proposed 
quality assessment to the remaining papers, keeping only 
works that get a score equal to or above 3.0.

Results

In this section, we describe the process of extracting the 
works for answering our research questions. Our search has 
been conducted according to the methodology described 
in Search Strategy. The data extraction has been conducted 
between December 2018 and November 2021. To focus on 
the most recent contributions while obtaining a satisfying 
amount of works to answer our research questions, we have 
limited our results to works that have been published since 
the year of 2014. Works retrieved in our manual search and 
from the related literature were also limited to papers start-
ing from 2014.

Our search process is detailed in Fig. 1. Initially, our 
search query retrieved a total of 631 papers.

Given our query definition (Search Strategy), which 
avoids the retrieval of approaches that are not plan-based, 
it is not surprising that we started with a small number of  
works. As discussed by Cohen [19] and by Petrick and Foster  
[18], plan-based dialogue systems still have not received  
due attention from the research community.

Next, we applied EC1 to EC5, which excluded 92 
papers. EC6 and EC7 were first used to filter the papers’ 
title, abstract, and keywords. Since planning is a rather 
common word, our query returned several works that do 

not address the AI planning community, but, instead, com-
munities that use this term in different contexts (e.g., task 
planning or family planning) or communities that also 
may be able to conduct some kind of planning, such as 
machine learning. As those are not the focus of this sur-
vey, these papers were eliminated. This way, EC6 and EC7 
excluded an extra 500. At this point, 39 papers remained. 
For the remaining papers, we then applied EC6 and EC7 
by analyzing their entire content, which excluded another 
21 works. In both steps considering EC6 and EC7, manual 
analysis was conducted.

Following our quality assessment, we further elimi-
nated 3 papers that did not reach the minimum expected 
quality (3 out of 6.5), described in Data Extraction Strat-
egy and Analysis. Our manual search included another 
15 works, which correspond to meaningful works from 
relevant authors. These works were obtained after analyz-
ing the profile of the most cited authors within the initial 
corpus. By meaningful, we refer to works that, after full 
reading, were considered relevant to the topic of this SLR.

Finally, after carefully analyzing the resulting works, 
10 papers have been included in our corpus as they were 
mentioned by the retrieved works and offered a meaning-
ful contribution. Both works from the manual search and 
works retrieved from the related literature meet all our 
selection criteria and our quality assessment. Figure 2 
reports the total number of papers grouped by the score 
that they received during the quality assessment. Our final 
corpus is composed of 40 works and it is presented in 
Table 2, which also describes the papers’ publishers.

Answering the Research Questions

In this section, we discuss the answers to the research 
questions proposed in Research Questions.

Fig. 1   Papers selection process

Fig. 2   Quality assessment: total of papers grouped by score
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1 3

RQ1. What Types of Planning Have Been Used 
to Support Dialogue Management in Recent 
Plan‑Based Dialogue Systems?

A range of different planning techniques is available for 
plan generation and the choice of one or another varies 
according to the problem approached. In dialogue systems, 

examples of some aspects to be considered when choos-
ing a planning approach are: (i) are actions deterministic, 
non-deterministic or probabilities are available for the out-
comes? (ii) Is it possible to subdivide the dialogue into 
sub-dialogues or smaller tasks to be accomplished? (iii) 
Are there efficient planners available for the chosen plan-
ning approach?

Table 2   Final corpus of 
surveyed papers

5This work is currently under revision, but it was included in our corpus as it presents strong relevance for 
the domain

Id Reference Published at Publisher

P01 Lison [32] IWSDS Springer
P02 Black et al. [33] CLIMA Springer
P03 Honold et al. [34] IE IEEE
P04 Black et al. [30] AAMAS ACM
P05 Panisson et al. [35] ArgMAS Springer
P06 Lee et al. [36] PlatCon IEEE
P07 Botea et al. [37] DEEP-DIAL AAAI
P08 Nothdurft et al. [38] MMSYM LiU Electronic Press
P09 Kominis and Geffner [39] ICAPS AAAI
P10 Nasihati et al. [40] ICMI ACM
P11 Biundo and Wendemuth [41] KI-Künstliche Intelligenz Springer
P12 Nothdurft et al. [42] SIGDIAL ACL
P13 Galescu et al. [43] SIGDIAL ACL
P14 Bercher et al. [44] ICAPS AAAI
P15 Geib et al. [45] ICAPS AAAI
P16 Petrick and Foster [18] AAAI AAAI
P17 Foster and Petrick [46] IWSDS Springer
P18 Nothdurft et al. [47] IWSDS Springer
P19 Behnke et al. [48] ICCT​ IEEE
P20 Petrick and Foster [49] PlanSIG University College
P21 Shams et al. [50] IJCAI AAAI
P22 Baskar and Lindgren [51] PAAMS Springer
P23 Behnke et al. [52] Companion Technology Springer
P24 Zhang and Stone [53] AAAI AAAI
P25 Lu et al. [54] IROS IEEE
P26 Morbini et al. [55] IWSDS Springer
P27 Marques and Rovastos [56] HAIDM HAIDM
P28 Franzoni et al. [57] WI ACM
P29 Cohen [19] AAAI AAAI
P30 Behnke et al. [58] IJCAI AAAI
P31 Garcia-Olaya et al. [59] WAF Springer
P32 Teixeira et al. [60] ISWC Springer
P33 Sreedharan et al. [61] ICAPS AAAI
P34 Muise et al. [62] arXiv5 -
P35 Petrick and Foster [63] Knowledge Engineering Tools and 

Techniques for AI Planning
Springer

P36 Cohen [31] SIGdial ACL
P37 Pardo and Godo [64] Journal of Logic and Computation Oxford University Press
P38 Behnke et al. [65] ICAPS AAAI
P39 Teixeira et al. [66] SAC ACM
P40 Teixeira et al. [67] CBMS IEEE
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In answering RQ1, we obtain an overview of which plan-
ning techniques have been proven suitable to address dia-
logue management. It is important to note that we do not 
attempt to cover the whole variety of planning techniques; 
instead, we cover the ones identified in our corpus only. The 
planning techniques are listed in Table 3 and their descrip-
tion is summarized in the sequence. We would like to note 
that, for different reasons (e.g., planning was not the main 
focus of the approach or the paper presented a broad discus-
sion on plan-based dialogue), some works have not specified 
a planning technique [38, 40, 41, 43, 49, 51].

Classical Planning

The most simple planning technique is the classical 
approach. Traditional classical planners generate (offline) a 
sequence of deterministic actions (each action has only one 
outcome) that lead to the goal (Fig. 3).

A classical planning problem  [68] is a 4-tuple 
<A,O,I,G> where A is a finite set of applicable actions, 
O is a finite set of domain objects, I is the initial state and 
G is the set of goal variables. Actions are in the form of 
<Pre,Add,Del>, where Pre stands for precondition, 
and Add and Del stands for the predicates to be added 
and deleted as effects of the action execution. As can be 
viewed in Table 3, classical planning was the most common 
approach among the surveyed works.

Some works have supported classical planning with strat-
egies that make it possible to adapt the plan according to the 
domain needs. Examples are: Franzoni et al. [57] that took 
into account emotional affordances in the planning model to 
prioritize actions, inform inconsistencies, and acquire some 
missing information; and Kominis et al. [39] that extended 

STRIPS with negation, conditional effects, and axioms to 
translate the dialogue problem with hidden initial state to a 
classical plan.

Some of the listed approaches, instead, do not focus on 
planning a dialogue itself but make an integration among 
planning and dialogue. For example, by evaluating goals and 
norms, the work of Shams et al. [50] reasons on the best plan 
and integrates this reasoning into a dialogue that provides 
explanations about its choice to the agent. In the collabora-
tive approach of Geib et al. [45], after recognizing the plan 
(goal and subgoals) of the initiator agent, the supporter agent 
conducts a negotiation dialogue to define which actions it 
should execute. Only then, a plan is generated to organize 
the sequence among these actions. Also aiming to address 
a collaborative scenario, Pardo and Godo [64] propose an 
algorithm where multiple agents collaborate through dia-
logue to build a plan. In this work, the agents communicate 
relevant information to be taken into consideration when 
choosing an action for the plan.

Probabilistic Planning

The use of probabilistic reasoning was also frequent among 
the surveyed papers. Probabilistic planning is an exten-
sion of non-deterministic planning and it is used to address 
domains with some certain kind of uncertainty.

A probabilistic planning domain is a 4-tuple (S,A, � ,Pr) 
where S is a finite set of states, A is a finite set of actions, 
� ∶ S × A → 2S is the state-transition function, and Pr 
is the probability-transition function (in the form of 
S × A × S → [0, 1] ). Figure 4 shows a simple example of an 
action with a probabilistic outcome. That is, when action a 
is executed, the probability of reaching the state s

1
 is 70% 

and state s
2
 is 30%.

Besides being addressed in the effects of an action (e.g., 
a probability of occurrence is known to each of the differ-
ent outcomes of the given action), probabilities can also 
represent the probability of success of a plan, guiding the 
search for a plan that maximizes the probability of reaching 
the goals. To some extent, an example of the former can be 
found in [55] that weights the information states with the 

Table 3   Planning techniques

Planning Technique Paper ID

Classical [18, 30, 31, 33, 39, 45, 46, 
50, 55–57, 59, 63, 64]

Probabilistic [19, 30, 32, 33, 45, 53–55]
HTN [35, 36, 42, 47, 58, 65]
POMDP [32, 48, 53, 54]
FOND [37, 60–62, 66, 67]
Hybrid [34, 44, 48, 52]

Fig. 3   Rough representation of a classical plan. Nodes represent the 
states while edges represent the deterministic actions, being i the ini-
tial state and g the goal state

Fig. 4   Simple representation of an action with a probabilistic out-
come, being i the initial state, and s

1
 and s

2
 the possible resulting 

states after the execution of action a 
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probability that they can be reached. The latter, on the other 
hand, is the case of [30], where the plan guarantees a certain 
probability of success of a persuasion strategy.

The works mentioned above have handled probabilistic 
problems by using classical planning techniques (Classical 
Planning). Instead of classical planning, some works have 
managed the probabilistic dialogue problem by using a par-
tially observable Markov decision process (POMDP) [69]. 
A POMDP supports the state transition based on observa-
tions of the world state and their probabilities. Such observa-
tions form a belief of the current state (i.e., partial observ-
ability) and POMDP is able to generate a policy describing 
which action is optimal given a belief state. For example, 
Lison [32] relies on probabilistic rules (which can then 
be converted to POMDP) for updating the dialogue state, 
determining the possible actions available at that state and 
the reward that can be obtained with the execution of an 
action (each effect is assigned a probability). Instead, the 
architecture proposed in [48] integrates a POMDP module 
to monitor the dialogue and identify when a planned action 
does not correspond to the action that was determined by 
the POMDP.

Fully Observable Non‑Deterministic (FOND) Planning

When the domain presents some level of uncertainty and 
probabilities are not available or are not convenient, non-
deterministic methods can be applied. In fully observable 
non-deterministic (FOND) planning problems, the actions 
may have a set of different possible effects. Formally, a 
FOND planning problem is a 4-tuple (P,O, SI ,�goal) where 
P is a set of Boolean state propositions, O is an operator set, 
SI is the initial state, and �goal is the goal state set.

FOND plans anticipate all possible states that can result 
from the execution of a non-deterministic action. Figure 5 
shows a simple example of an action with non-deterministic 
outcome. Note that, different from the probabilistic action 
illustrated in Fig. 4, no probabilities are available for the 
outcomes. During plan execution, the agent is able to fully 
observe which effect has actually occurred in the real world.

FOND planning has been successfully adopted in [37, 62] 
and [61], which are related works. In these approaches, the 
solution to the FOND problem consists of a non-deterministic 
graph plan with actions to be executed in a dialogue system.

In [60, 66, 67], on the other hand, FOND planning is 
exploited with the aim of supporting dialogue management 
in health dialogues. To achieve this goal, domain-specific 
knowledge is translated into a planning problem. Each 
dialogue action is treated as a non-deterministic planning 

action. This way, FOND plans anticipate the different paths 
that the dialogue can take given the different answers that 
can be provided by the end-user.

Hierarchical Task Network (HTN)

Unlike classical planning that focuses on accomplish-
ing goals, Hierarchical Task Networks (HTN) [70] aim to 
accomplish tasks. Tasks are high-level descriptions of some 
activity to be carried on and HTN provides methods for 
problem reduction. That is, abstract tasks are decomposed 
into sub-tasks until the achievement of a primary action that 
cannot be further decomposed, i.e., a primitive task (Fig. 6).

An HTN problem is a 4-tuple (S
0
, T ,O,M) where S

0
 is the 

initial state, T is a set of initial tasks which defines the goal, 
O is a set of operators that define the achievable actions, and 
M is a set of decomposition methods.

Instead of a search through the state-space, HTN 
searches through the plan-space and its solutions are 
partial-order plans. In practice, HTN is one of the most 
used planning techniques and it was also frequent among 
the surveyed works. One reason for its substantial adop-
tion within dialogue systems is that HTN assimilates 

Fig. 5   Simple representation of an action with a non-deterministic 
outcome, being i the initial state, and s

1
 and s

2
 the possible resulting 

states after the execution of action a 

Fig. 6   Hierarchical Task Network planning: representation of an 
abstract task and the corresponding primitive tasks achieved through 
the decomposition process
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to a human decision strategy, i.e., more abstract tasks 
are decomposed into smaller and easier actions to be 
accomplished.

An example of the use of HTN in a dialogue system is 
the work of Panisson et al. [35] that formalize HTN methods 
for an argumentative dialogue. By using an HTN planner, 
this approach can generate both: an immediate response 
or an optimal approach. Instead, the work of Nothdurft 
et al. [42] benefits from HTN planning to support the user 
to accomplish complex goals (tasks). In their approach, the 
HTN decomposition process of higher level tasks involves 
the end-user through a dialogue that asks the user to choose 
the sub-tasks.

Hybrid Planning

Hybrid planning integrates hierarchical actions that are 
partially adopted from HTN (Hierarchical Task Network 
(HTN)) and Partial-Order Causal-Link (POCL) [71].

A hybrid planning problem is a 6-tuple (V ,Nc,Np, �,M,Pi) 
where V is a finite set of state variables, Nc is a finite set of 
compound task names, Np is a finite set of primitive task 
names, � is a function mapping the task names to their pre-
conditions and effects, M is a finite set of decomposition 
methods, and Pi is the initial plan. In a hybrid planning prob-
lem, both abstract and primitive tasks can contain so-called 
causal links. This way, a hybrid plan presents a similar struc-
ture to an HTN plan (Fig. 6) with the difference that causal 
links will add some constraints on the ordering of the tasks 
(either abstract or primitive). For further details, we refer 
the reader to [71].

Similar to HTN planning, this type of planning has been 
reported as well suited for user-centered planning applica-
tions [72]. This happens because, to some extent, hybrid 
planning imitates the strategies that humans use for solving 
problems, i.e., in a hierarchical (top-down) manner [73]. 
However, a further advantage of hybrid planning is that it 
allows some flexibility to explain its decisions as a conse-
quence of relying on causal reasoning.

An example of its use in a user-centered application is 
given in [44] for a scenario that supports a user to assemble 
a home-theater. Hybrid planning contributes to the execution 
of actions that are semantically connected, instead of actions 
that reach the goal but in an order that does not make sense 
to the user (domain-specific knowledge was required). In 
addition, when differences in the expected state and actual 
state are detected, the use of causal links helps to identify if 
replanning should be conducted.

RQ2. What are the most eminent Planning 
Characteristics that Motivate the Adoption 
of Planning for Dialogue Management?

The comprehension of AI planning characteristics is impor-
tant to analyze whether this is a suitable strategy to be 
adopted for a given problem. Indeed, some planning char-
acteristics, such as the possibility of explaining its action 
choices, are especially attractive to the dialogue community. 
This way, the aim of RQ2 is to provide a discussion on the 
planning characteristics that received significant attention 
among the surveyed works.

Goal‑Driven Plans

Similar to a conversation, a plan aims to achieve a goal. In 
planning for human–machine dialogue, by anticipating the 
outcome of each dialogue action, a planner is capable of 
identifying the states that could be achieved and of choos-
ing the best path that leads to the goal of the dialogue. In 
RQ1. What Types of Planning Have Been Used to Support 
Dialogue Management in Recent Plan-Based Dialogue 
Systems?, we described the different types of planning 
approaches that have been used among the surveyed works 
to find a plan that reaches a goal in conversational scenarios.

Differently from traditional data-driven based dialogue 
systems, which frequently focus on achieving goals such as 
booking a restaurant or planning a trip [74], the plan-based 
surveyed works aimed at accomplishing a range of differ-
ent goals that addressed tasks such as: supporting a user to 
assemble a home-theater [44]; building a workout plan [48]; 
a robot taking orders placed by human agents [53]; a bar-
tender robot serving its customers [18]; car inspection [62]; 
supporting asthma patients [66]. Furthermore, to achieve 
the goal of the dialogue, we have observed the frequent use 
of some conversational strategies, such as collaboration [19, 
39, 43, 45, 56, 64, 65], argumentation [30, 33, 35, 50, 64] 
or negotiation [35, 45, 57]. In fact, AI planning will always 
try to achieve a goal; the difference is in the strategy applied 
for it, which may vary according to the type of planning 
employed.

Classical planning presents a sequence of deterministic 
actions to reach the goal. However, instead of just selecting 
the shortest path to the goal, some of the surveyed works 
have exploited different strategies to define this sequence. 
For example, in the work of Franzoni et al.  [57], action 
selection is affected by emotional affordances that might 
prioritize or exclude some actions. In the problem exploited 
by Shams et al. [50], on the other hand, selecting the short-
est path might not be the most convenient solution as some 
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norms might influence action selection. Non-deterministic 
plans, instead, take into account the possible different out-
comes that can result from an action execution. Probabilistic 
or POMDP planning can rely on probabilities to identify 
the best action towards the goal [32]. Meanwhile, as FOND 
planning treats all possible action outcomes equally and 
it will only know the result after action execution, it must 
anticipate all possible paths to reach the goal [62]. Finally, 
descriptions of HTN and hybrid planning strategies to reach 
the goal are given in Hierarchical Task Network (HTN) and 
Hybrid Planning, respectively.

Among the surveyed works, only the work of Nasihati 
et  al.  [40] could not be categorized as goal-driven, but 
instead, as a chatbot [1]. Their system uses a dialogue man-
ager that tries to engage infants to interact, maintain this 
engagement and promote responses from the baby with 
the aim of facilitating language (and also sign language) 
learning. The system does not have a final goal that must be 
achieved within a dialogue session. Finally, in some cases, 
the goal of the dialogue can change during a dialogue ses-
sion. Lee et al. [36] exploited situation awareness to rec-
ognize possible changes in the goal of the dialogue and, if 
necessary, to build a new plan to accomplish the new rec-
ognized goal.

Addressing Large State Spaces

Traditional approaches for dialogue management, like finite 
state machines [1], require the dialogue author to handcraft 
the dialogue tree. Manually building extensive dialogue 
trees for complex dialogues is a time-consuming process. 
In addition, as the model size (i.e., number of variables, 
actions, states) increases, the complexity of the dialogue 
also increases, making this process error-prone and, in some 
cases, not feasible. Therefore, one of the main advantages of 
AI planning for dialogue is the automation of this process. 
As a consequence of this automated process, plan-based 
policies can implement much larger state spaces when com-
pared to traditional approaches.

It is important to highlight that the planning type 
employed in the dialogue manager directly affects problem 
and solution sizes. Probabilistic approaches, for instance, 
suffer from a limitation on the number of domain variables 
that are allowed in the model. To handle this limitation, the 
POMDP approach in [54] has relied on commonsense rea-
soning to simplify and guide the dialogue manager. HTN 
planning, instead, is capable of reducing the problem into 
smaller tasks thanks to its decomposition feature. There-
fore, instead of generating a single plan that includes large 
amounts of information, partial plans can be generated 
according to the progress of the dialogue [36]. Classical 
planning is also capable of addressing problem sizes that 
are very difficult to be solved by humans. An example is the 

approach of Black et al. [33], which presents a solution for 
simple persuasion dialogues that present considerable com-
plexity for hand-crafting. In further work [30], the authors 
showed a satisfactory plan generation time for argumentative 
dialogues with up to 13 arguments. While this does not seem 
a very huge problem size, the authors have verified that the 
approach covers realistically sized dialogues. FOND plan-
ning is another good candidate to handle huge state spaces. 
In [60] that specifies a health dialogue as a FOND problem, 
the authors showed how a very simple scenario can result 
in large state-spaces but that can be efficiently handled by a 
FOND planner. In a more recent work [67], the authors show 
the suitability of the approach to generate dialogue policies 
on real-time scenarios, addressing up to 160 slots. Botea 
et al. [37] that also exploited FOND planning demonstrated 
results of a synthetic scenario in which the solution size 
remained, in most cases, 4 times the model size. In some 
extreme cases, it grows up to 16 times the model size, with-
out compromising the efficiency of the plan generation. In a 
further work [62], the authors showed satisfactory results for 
plans addressing up to 28 variables and resulting 482 nodes. 
Such problem size is intractable for human beings.

Although several data-driven approaches are also capa-
ble of generating dialogues with great complexity, these 
approaches require large amounts of training data, being 
limited to the capabilities of user simulators. In addition, 
updating the model to include extra variables in the dialogue 
means that more data must be provided for training.

It is important to note that the specification of the plan-
ning problem will affect the planning solution. With the aim 
of obtaining reasonable solutions for complex dialogues, 
aspects such as abstraction and the type of planning cho-
sen for the problem must be carefully addressed for the dia-
logue domain. These aspects can be considered challenges 
in plan-based dialogue management and they are better dis-
cussed in Dialogue Modeling. Finally, although planning 
is capable of implementing larger state spaces than several 
other techniques, a limitation with respect to scalability has 
been reported by some approaches and it will be discussed 
in RQ3. What Challenges can be Identified in Recent Plan-
Based Dialogue Modeling.

Explainability

Some problems require the implementation of agents that 
can explain their behavior [19]. In recent years, explain-
able AI planning (XAIP) has received substantial atten-
tion [75–78]. Explainability is a feature of AI planning that 
can be exploited for all types of planning and it can be pro-
vided from two perspectives: the developer and the end-user. 
From the developer’s point of view, planning is explainable 
in the sense that it is possible to debug the resulting tree 
to understand each step that leads to the goal achievement. 
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Consequently, planning makes it possible to control the gen-
erated policy and to keep track of the behavior of the agent. 
Regarding the end-user, planning also makes it possible to 
provide explanations that justify its actions choice. This 
aspect is especially relevant if we take into account that an 
optimal solution provided by the planner can still differ from 
the user’s mental model, that is, from an expected course 
of actions that is based on the user’s domain knowledge. 
When no further explanation is provided in such situations, 
the plan solution might result in some confusion on why the 
system is taking a given action, endangering the user’s trust 
in the system.

Among the surveyed works, explainability has been 
exploited in AI planning with aims like (i) explaining 
generated plans [38, 50], (ii) explaining the choice of an 
action [34, 35, 42, 44, 58], or, less frequently, (iii) explaining 
the unsolvability of a model [61]. A quick description of the 
use of explainability in these works is given below.

In Nothdurft et al. [38], the authors investigate appro-
priate interaction strategies for a proactive plan-based dia-
logue system. The authors conclude that a system should 
attempt to explain or justify its decisions to the user to align 
the perceived mental model to the actual system model. 
Later, in [42], the authors implemented proactive as well as 
requested explanations in a plan-based dialog system. The 
proposed approach builds an exercise plan together with the 
user, for which explanations can be given on each step, help-
ing the user to understand why an action is being chosen and 
what should be changed if this is not the desired choice. In 
addition, as the plan is built dynamically with the user, when 
dead-ends are found and the planning system needs to roll 
back some previously made decision, this decision is also 
explained to the user. In Behnke et al. [58], a domain ontol-
ogy is used both for plan generation and to enrich explana-
tions on the plan steps.

The approach applied in Bercher et al. [44] and Honold 
et al. [34] deals with plan repair. As changing a plan during 
its execution might cause confusion to the user, the authors 
identified the need of providing explanations when requested 
by the user. By using formal proofs, which are translated 
with a template to a user-friendly language, their approach 
generates explanations on why a given step is present in the 
plan (e.g., it is a precondition for a further system action). 
Causal links that are used to build the plan also support the 
generation of the explanations.

To improve the agent’s chance of success in finding the 
best plan to reach the desired outcome within a negotiation, 
the agent proposed in [35] justifies its actions (negotiation 
stance) with the arguments that were used to choose this 
action. Arguments have also been used for generating expla-
nations in the work of Shams et al. [50]. In this normative 
approach, where norm compliance is weighted against goal 

achievement, the agent explains why a given plan was cho-
sen as the best one for execution.

Regarding explanations on model unsolvability, Sreedharan 
et al. [61] aimed at supporting dialogue authors during model 
acquisition with explanations that help them to understand why 
the designed model cannot be solved. The purpose of such 
explanations is to support authors in finding a fix to arrive at 
the solution.

Handling Uncertainty

Among the types of planning presented in RQ1. What Types 
of Planning Have Been Used to Support Dialogue Manage-
ment in Recent Plan-Based Dialogue Systems?, probabilis-
tic (Probabilistic Planning) and FOND (Fully Observable 
Non-Deterministic (FOND) Planning) planning are the most 
appropriate types to address domains that present some 
level of uncertainty and for which it is not possible to define 
deterministic models. However, it is important to note that 
handling uncertainty in a dialogue problem is not limited to 
these approaches. In fact, the surveyed works exploited plan-
ning in different ways to address uncertainty, being it han-
dled differently according to where it occurs in the dialogue.

When the uncertainty is in the initial state, for example, 
exploring all possible alternatives for the truth initial state 
might be necessary. However, as reported by [39], this strat-
egy increases the plan space and might result in scalability 
problems (Scability).

A few different strategies have been applied to address 
uncertainty on the current state of the dialogue. Bercher 
et al. [44], for example, rely on a probability distribution 
over the possible world states. A quasi-deterministic model 
that takes into account the probability that a variable last had 
is applied to any variable that has not received an updated 
explicit observation during the last interaction. Lison [32], 
instead, encodes the dialogue state as a Bayesian Network. 
The algorithm proposed by the author relies on high-level 
probabilistic rules that are based on prior domain knowledge. 
Instead of probabilities, non-deterministic approaches have 
also been adopted to represent uncertain states within the 
dialogue. In Botea et al. [37], non-deterministic planning was 
used to anticipate the different outcomes that can result from 
an action execution, predicting the possible resulting states 
and, therefore, the possible dialogue paths. Muise et al. [62] 
introduce a determiner that is in charge of identifying which 
non-deterministic outcome has actually occurred on execu-
tion time. Handling uncertainty on the current state has also 
been addressed with the use of replanning (Dynamic Policy 
Through Replanning). In Garcia et al. [59], a plan is built 
by assuming that each action execution will result in the 
most likely effect. When this is not the case, replanning is 
conducted.
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Uncertainty may also come from the module that precedes 
the dialogue manager, i.e., the language understanding module. 
The uncertainty on the information received has been han-
dled with confidence values [23, 48, 53]; properties like the 
badASR property in [23] that indicates low-confidence auto-
matic speech recognition; or with fluents like the MAYBE-* 
fluent adopted in [37] to identify when a piece of information 
is uncertain. These strategies instigate the adoption of clarifi-
cation questions, instead of the reproduction of a previously 
made question.

Additional techniques have been used to handle uncer-
tainty in other parts of the plan-based dialogue. Common 
sense, for example, was exploited in the POMDP approaches 
discussed in [53, 54] to reduce the uncertainty in action out-
comes. Aiming to handle the agent’s uncertainty on its oppo-
nent’s beliefs, Black et al. [30, 33] used conformant planning 
for compiling the uncertainty away and model the domain as 
a classical plan. Other works that have addressed uncertainty 
to some extent are [46, 56].

Mixed‑Initiative

Mixed-initiative is a feature that is not a direct characteristic 
of AI planning, but that can be implemented and exploited 
by a plan-based dialogue manager. Mixed-initiative can 
be achieved with all types of planning and there are dif-
ferent possibilities to implement it; examples are: dialogue 
actions [61], predicates that work as flags to switch the ini-
tiative [55] or through replanning [63].

In the surveyed works, we could extract two types of 
mixed initiative: mixed-initiative planning (MIP) systems 
and mixed-initiative dialogues.

The purpose of MIP systems is to collaborate with the 
user for decision making with the aim of obtaining high-
quality plans. To achieve this goal, the user itself is included 
in the planning process. In MIP, the system first interacts 
with the user to define a goal understandable by the planner. 
In the sequence, the interactive planner applies a strategy for 
refining the tasks that are required to accomplish this goal 
and it decides whether to include the user in each decision 
step. The MIP approach in [42] (also discussed in [47, 48, 
52]), for example, includes the user in the process of gen-
erating a workout plan. Together with the user, the dialog 
system that relies on HTN planning decomposes the abstract 
actions into executable sub-actions. This approach reduces 
the cognitive load on the user to find a solution while build-
ing a plan that includes the user’s preferences. However, 
although the generation of the plan is part of the MIP sys-
tem, the dialogue that requests the choice of the next plan 
action, is system initiated.

Mixed-initiative dialogues, on the other hand, are able 
to support dialogue interactions that are initiated either 
by the system or by the user. Systems that implement 

mixed-initiative dialogues are able to keep a more natural 
conversation when compared to system-initiated ones that 
present lower complexity. As previously mentioned, AI 
planning supports mixed-initiative and this feature has been 
exploited by some of the surveyed works in different ways.

The approach proposed by Galescu et al. [43], for exam-
ple, supports mixed initiative among multi-agents that 
address collaborative problem solving. Since constant ini-
tiative switches can significantly increase the complexity of 
the dialogue, to facilitate and order the conversation among 
the agents, the initiative switch is restricted by an act that 
is called by the dialogue manager only when there are no 
further tasks pending or in progress.

The dialogue manager proposed by Morbini et al. [55], 
on the other hand, takes the initiative when it is necessary 
to obtain some information from the user, but it is also able 
to respond appropriately to user-initiated utterances. This 
behavior is achieved through the use of a precondition that 
informs on which initiative each operator can be activated. 
For example, operators with the precondition for system 
initiative mean that this operator can be activated at any 
moment in the dialogue, while, a precondition for user ini-
tiative means that this operator will be used to handle some 
user-initiated input.

Sreedharan et al. [61] addressed mixed initiative through 
the specification of a dialogue action to respond to user-
initiated utterances. In addition, in their non-deterministic 
approach, every system action has an additional outcome 
to switch initiative based on the user input. In [62], mixed-
initiative has been addressed similarly.

Finally, a common approach in classical planning to 
address user-initiated actions, i.e., actions that were not 
expected within the plan in execution, is replanning. This 
strategy has been adopted to address mixed-initiative in the 
bartending scenario developed by Petrick et al. [63]. Replan-
ning is discussed in Dynamic Policy Through Replanning.

Dynamic Policy Through Replanning

Handcrafted dialogue trees limit the flexibility of the dia-
logue in the sense that the dialogue must stick to a prede-
fined path and, most times, ignore any information that is 
not expected at the current state. AI planning, on the other 
hand, presents the possibility of dynamically updating the 
dialogue policy through replanning.

Replanning can be conducted to all types of planning 
and upon different circumstances. Goal change, for exam-
ple, requires a new plan to be built. In the work of [36], 
dynamic plans are built according to the current situation. 
When the situation changes, the goal also changes. There-
fore, the existing plan must be abandoned and a new plan is 
generated to address the newly detected situation.
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Execution failure also can be managed with replanning. 
An example is the approach proposed by [56], where each 
agent has a plan and tries to collaborate with the other 
agent by the means of a dialogue. When the agent’s com-
municative plan fails (e.g., a belief about the other agent 
was wrong), it immediately updates its beliefs and replans. 
In the approach of [59], besides replanning if some error 
occurs during execution, replanning is also conducted if 
some unexpected event modifies the planned flow and invali-
dates the next planned action. In [67], instead, in case of a 
non-expected input, replanning can be conducted without 
affecting the ongoing dialogue session. Similarly, in [55], 
if a received event cannot be handled by the active opera-
tor, the dialogue manager simulates future dialogues that 
would result from the activation of each available operator 
and selects the most promising operator to handle this event.

In the bartender agent discussed in [63], the plan is also 
dynamically updated through replanning in a few situations: 
(i) on action execution failure or a not understood response 
(low confidence score); (ii) on over-answering, i.e., the user 
provides more information than what was asked at that state; 
and (iii) when the bartender agent notices a new customer 
that was not present during the generation of the current 
plan. In this last case, the new plan consists of an extension 
of the existing plan, where actions that were in progress are 
maintained and the new ones are added to the flow.

Replanning also enables the handling of large state 
spaces, which can be divided into smaller problems, feasi-
ble for runtime generation. This way, after reaching a mile-
stone, a new plan can be built to address new variables. In 
the online approach proposed by Kominis and Geffner [39], 
for example, plans are built with a single action and, after 
executing and observing this action’s outcome, replanning 
is conducted by taking into account the updated knowledge. 
This strategy is aimed to address multi-agents that collabo-
rate to achieve a common goal.

Horizontal Ingredients

Besides the characteristics discussed above, two further 
ingredients received significant attention in the surveyed 
works. These ingredients are not direct features of AI plan-
ning, but they are worth some discussion. The first one is 
the adaptability of the dialogue policies. The second is the 
integration of ontologies as a knowledge source for the plan-
ning problems. Both aspects are discussed below.

Adaptability Examples of adaptability include: adapting 
plans to user’s priorities or preferences [42, 44, 48, 51, 58, 
65], to dynamic changes in the environment [32, 44, 57] or 
to the dialogue history [42, 48].

To address adaptability some of these works relied on 
ontologies (Horizontal Ingredients), replanning (Dynamic 
Policy Through Replanning), or online planning  [32]. 

Concerning the latter, by considering that adapting a policy 
once it has been calculated can be quite difficult, online plan-
ning is a suitable strategy to address dynamic changes in the 
environment. Online approaches can more easily adapt to the 
actual state of the dialogue and plan the next action accord-
ingly. The drawbacks rely on the limited time available for 
planning as these approaches plan at execution time and, 
therefore, must meet real-time constraints.

Ontology Plan-based dialogue systems are knowledge-
based systems and the use of ontologies can provide addi-
tional expressiveness for representing the scenario as well 
as the possibility of decoupling planning variables from 
the relevant information gathered during the conversation, 
i.e., intents. Some of the surveyed works have exploited 
the integration of ontologies within their approaches with 
different purposes. Modeling the domain problem by rely-
ing on domain-specific ontologies, for example, was fre-
quent among these works. In Lee et al. [36], a domain 
ontology is used by the planner to learn which is the goal 
state of a detected situation and how the components mod-
eled in the ontology affect the environment so an appropri-
ate plan can be generated. In Baskar and Lindgren [51], a 
domain ontology is exploited by the dialogue manager to 
provide information on the topic of the dialogue. Galescu 
et al. [43] also rely on ontology concepts to understand 
the context of the dialogue. However, in this approach, 
these concepts were mapped onto the domain ontology 
after being parsed from the user utterance with the support 
of a general-purpose ontology. In fact, this approach kept 
a greater focus on using the ontology to interpret the user 
input rather than on generating a plan.

Aiming to keep coherent models within a cognitive sys-
tem, the work of Behnke et al. [58] relies on an ontology 
as a common knowledge source, i.e., the mutual knowledge 
model. This approach does not plan a dialogue, but instead, 
integrates the user through a dialogue on a plan generation. 
By relying on the mutual knowledge model, separated mod-
els are automatically generated (and also extended) for the 
plan and the dialogue. In this process, the ontology is first 
extended from the translation of an existing planning domain 
that is modeled as an HTN. Next, a reasoner makes infer-
ences on concepts subsumption. The resulting inferences 
are then described as additional decomposition methods in a 
step that expands the planning domain. For the dialogue, the 
topmost elements of the ontology are used as entry points 
for a topic. Besides keeping a shared vocabulary and model 
for both, this model can reproduce possible domain updates 
and reduce costs on maintenance. This approach has been 
further discussed in [42, 47, 48, 52].

Another interesting integration of planning and ontology 
can also be found in the work of Franzoni et al. [57], which 
models emotional affordances in an ontology. This ontol-
ogy supports the plan by describing relations among some 
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emotional components that make it possible to reason and 
to identify the agent’s emotional state to answer accordingly. 
In addition, a relation of time with the emotions supports the 
scheduling of the planned actions that should respect the 
actual time that the emotion is identified. Finally, in Teixeira 
et al. [60], the authors discuss the integration of a reasoner 
to support the tracking of the dialogue state to be matched 
with the state that is expected in the plan. In more recent 
contributions [66, 67], the authors have integrated an ontol-
ogy that models the goal-oriented paradigm. This ontology 
is then translated to a planning problem.

RQ3. What Challenges can be Identified in Recent 
Plan‑Based Dialogue Systems?

There are several open problems in planning research [79] 
and some of them are also extended to plan-based dialogue 
management. Motivated by RQ3, this section provides a dis-
cussion on the main challenges that could be identified in 
the surveyed works.

Dialogue Modeling

Modeling the behavior of the dialogue as a planning problem 
is a complex task and it involves expertise in both dialogue 
modeling and AI planning. The automated generation of 
efficient policies depends on the specification provided; a 
poor specification will result in poor policies. Indeed, some 
authors [18, 19] recognize that research on plan-based dia-
logue is still in its early stages and some works [59, 62] high-
light that plan-based dialogue requires careful analysis on 
domain modeling to overcome challenges on the representa-
tion of complex aspects that concern the dialogue domain in 
the planning problem (e.g., initiative-switch). By analyzing 
the surveyed works, we were able to identify that modeling a 
dialogue as a planning problem can be challenging from two 
perspectives: (i) modeling decisions, i.e., which strategies 
are the most appropriate to generate the expected policy; 
and, (ii) model acquisition, i.e., how a new planning problem 
can be generated for a new dialogue domain.

Modeling decisions Considering the different range of 
dialogue applications that can be instantiated, it is not pos-
sible to define a single strategy that would work for all of 
them. Therefore, decisions on how to model the information 
as a planning problem must be carefully analyzed accord-
ing to the purpose of the dialogue application and to what 
is expected from the resulting agent. In fact, the complex-
ity of the policy might increase according to the modeling 
strategy adopted. Nesting non-deterministic effects within a 
FOND planning problem, for example, can result in a longer 
search time [62]. Meanwhile, several levels of decomposi-
tion tasks in an HTN planning problem will give origin to 

longer policies, which might or might not be desired in the 
given domain [35].

The type of planning employed is, indeed, one of the 
aspects that must be taken into account when modeling 
a plan-based dialogue. Planning types employed in the 
surveyed works have been discussed in RQ1. What Types 
of Planning Have Been Used to Support Dialogue Manage-
ment in Recent Plan-Based Dialogue Systems?. Nonethe-
less, we would like to note that the size of the model might 
be affected by the planning type selected for the dialogue 
problem. The model size that can be measured by elements 
such as the number of actions and variables addressed is 
a concern of several authors [36, 58, 59, 62] since it may 
affect the quality of the generated plan and impact the plan 
generation time, constraining real-time scenarios. HTN 
approaches, for instance, are able to address relatively 
large state spaces. POMDP approaches, on the other hand, 
must restrict the number of variables to remain efficient. 
Meanwhile, with a declarative specification of the prob-
lem, the FOND approach in [62] showed efficiency for 
problems with a significant number of both actions and 
variables. In general, it is possible to identify that signifi-
cant improvement on the model size can be obtained by 
abstracting the problem.

The abstraction level implemented in the planning prob-
lem presents significant relevance. Abstraction can reduce 
scalability problems, as discussed in Scability, and it may 
also influence the quality of the generated plan. This aspect 
has been confirmed by some of the surveyed works. An 
example is given by Garcia et al. [59] that compared a uni-
fied and more abstract domain with simplified (less abstract) 
specific domains. The authors identified that the former was 
able to find plans much faster than the specific ones.

With the aim of abstracting the domain and reducing the 
search space for complex and especially huge domains, an 
efficient strategy might be the adoption of HTN planning. 
As discussed in Hierarchical Task Network (HTN), HTN 
generates an abstract plan with abstract actions and relies 
on subsequent decomposition methods for generating an 
executable plan, i.e., a plan without abstract actions [36, 44, 
52]. However, hierarchical decomposition is not suitable for 
every domain and, like other aspects, it must be analyzed for 
each case scenario.

Interesting abstraction strategies can be found in argu-
mentative approaches like  [33, 35]. In these scenarios, 
actions are modeled with a high level of abstraction as the 
content of the arguments is not relevant for ordering the 
actions. A great advantage of these models is their reusabil-
ity in quite different argumentative scenarios.

Another possibility is to abstract the values given to the 
variables since, as discussed in [37, 62], anticipating all pos-
sible values for a variable may become intractable and, in 
several cases, knowing whether the variable has a value or 
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not is enough to proceed with the next action selection. Of 
course, such strategy does not apply to domains where these 
values influence the next action.

Another aspect to be considered while modeling a plan-
based dialogue is the decision on how to handle errors and 
non-expected states. Some discussion on this aspect was 
given in Dynamic Policy Through Replanning.

In general, most of the surveyed works presented a satis-
factory level of generality, meaning that the modeling deci-
sions adopted in their definition are capable of addressing 
different dialogue domains without requiring a complete 
redefinition.

Model acquisition By analyzing the surveyed works, it 
is possible to note that model acquisition has not received 
as much attention as modeling decisions have received. 
Although automated policy generation can result in richer 
policies when compared to handcrafted dialogue trees, hand-
coding the planning problem (or parts of it) for every new 
dialogue domain may still imply high costs for building a 
new dialogue system and, considering that not many dia-
logue authors have knowledge on automated planning, this 
is likely a reason for the low adoption of such a powerful 
approach.

In fact, to guarantee reliable policies, some approaches 
rely on human specification (handcoding) of the whole plan-
ning domain or of complex parts of the dialogue. Examples 
of the former can be found in [63], where the actions were 
crafted for the bartending domain; and in [40] that uses spe-
cific actions to be executed by an avatar/robot for multimodal 
interactions with infants. Morbini et al. [55], on the other 
hand, have focused on supporting efficient policy authoring. 
Aspects such as mixed initiative and topic selection (through 
a reward function) are automated. However, this approach 
requires the dialogue author to craft the complex parts of 
the dialogue (e.g., specific moves within a subtopic) and the 
authors still report that significant human effort was required 
for modeling new dialogues.

In the work of Behnke et al. [58], ontology reasoning is 
used to automatically derive further decomposition meth-
ods for hierarchical tasks. However, the approach requires 
as input an initial planning domain already containing a 
description of the domain problem. In [66, 67], an ontology 
is translated into a planning problem. The ontology models 
the domain-independent knowledge that is common to any 
goal-oriented dialogue system. Therefore, when generat-
ing a new dialogue system, the domain-specific knowledge 
must be populated into the assertional box of the ontology. 
The approach of Leet et al. [36], instead, relies on a domain 
ontology as the knowledge source for decomposition tasks. 
However, too few details are given on how this decomposi-
tion is accomplished.

Some works like [30, 39, 43, 56] specify sets of commu-
nicative acts (including their preconditions and effects) that 

address some specific type of dialogue (e.g., negotiation, 
argumentation). The modeled actions can be applied to dif-
ferent domains that implement these types of dialogue by 
loading the variables specific to the conversation topic (e.g., 
arguments, resources).

Finally, a work that has paid significant attention to model 
acquisition is the work of Muise et al. [62]. By using an 
interface for declarative dialogue design, dialogue authors 
are in control of the behavior of the agent, being able to edit 
it as desired. Although the proposed approach is capable 
of automatically generating complex FOND problems for 
dialogue, dialogue authors are not required to understand AI 
planning to build a new agent. With the aim of improving 
explainability during the model acquisition process, con-
cepts from XAIP have been integrated into this approach 
in [61].

Scalability

Although automatically generated plans can address signifi-
cantly larger state spaces if compared to handcrafted tech-
niques, scalability restrictions for large problems are still a 
topic that gets some of the attention of the AI planning com-
munity [79]. As a dialogue can take several paths to achieve 
its goal, such limitation might also constrain plan-based 
dialogue managers when dealing with nontrivial dialogues. 
Indeed, early approaches proposed for plan-based dialogue 
suffered from the limited performance of the planners avail-
able by then. Currently, the amount of information that can 
be encoded in a plan-based dialogue may vary according to 
the coding scheme of the dialogue acts and to the planning 
approach employed.

Limitations on offline approaches are common since these 
models must compute a whole policy offline. For some plan-
ning approaches, this process might become impracticable 
for large state spaces. Given their uncertain nature, probabil-
istic planning approaches, for instance, allow the modeling 
of only a small number of variables in the state space to 
ensure high-quality policies. An alternative to deal with this 
limitation and improve the plan performance on probabilis-
tic spoken scenarios was presented in [53] and in [54]. The 
method employed in these works exploited commonsense 
with the aim of reducing the number of possible worlds, so 
a POMDP solver is able to calculate accurate action policies 
with less uncertainty and at a reasonable time.

In some offline approaches like  [33] and  [30] that 
addressed classical planning, the size of the problem and the 
search space grew exponentially with the number of domain 
variables, resulting in a concern on memory usage. Instead, 
the offline approach in [37] was able to minimize the scal-
ability issue by modeling the domain variables with a high 
level of abstraction. The declarative representation employed 
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in this approach benefited the model scalability, as reported 
in a scalability analysis that was conducted for a synthetic 
domain. In a more recent work [62], the authors exhibit a 
further scalability analysis that shows an exponential scale-
up on the size of the generated dialogue graph with respect 
to the declarative specification. The FOND planner applied 
has proven to be very efficient in computing the solutions, 
taking satisfactory generation time. The same planner was 
used in [67], also delivering feasible results.

Alternatively, some online planning approaches, i.e., 
approaches that plan only the next action on runtime based 
on the current state, have been proposed to avoid scal-
ability problems. These approaches are very convenient to 
dialogues in open-ended domains that change constantly 
(e.g., robotics) and that require a fast policy update. For 
instance, by using high-level probabilistic rules based on 
prior domain knowledge, the online algorithm proposed by 
Lison [32] aims at speeding up the action selection process. 
Unfortunately, when dealing with complex problems, the 
author reports that the proposed approach is not able to scale 
to real-time requirements (runtime performance limitation). 
Another online approach was proposed in [39], where an 
online algorithm aims at finding an action sequence for 
multi-agent problems with a hidden initial state. Although 
this algorithm shows efficiency for problems with tens of 
possible initial states, a scalability limitation is still reported 
for larger problems.

Dynamic planning through replanning (Dynamic Policy 
Through Replanning) is also an alternative that can minimize 
scalability issues for dialogue approaches. With replanning, 
it is possible to avoid the anticipation of everything that can 
go wrong during a plan execution and, consequently, keep 
a smaller search space. As an example, for better scalability 
(among other motivations), Garcia et al. [59] have opted for 
planning strategies that apply corrective actions instead of 
relying on probabilities for every action outcome. By repair-
ing a plan in case of execution failures, the approach in [44] 
is also likely to avoid or minimize scalability problems.

To sum up, offline approaches can address a greater 
number of domain variables when compared to online 
approaches. However, they suffer from some limitations con-
cerning policy updates and adaptation; it is harder to change 
a policy already built. Meanwhile, online approaches restrict 
the number of domain variables, aiming to address runtime 
processing. However, as reported in the works mentioned in 
this section, the plan generation time still requires improve-
ment to address real-world problems.

In general, recent works have shown improvement with 
respect to scalability problems, but their applicability to 
domains different from the proposed ones still has to be fur-
ther explored. This way, how to better exploit current plan-
ning techniques to achieve better scalability in conversational 
scenarios opens the interest to new research perspectives.

Learning Over Time

Learning from experience is an active topic being exploited 
over different research fields. While for some risky domains 
like healthcare, to keep a stable and well-defined problem 
definition might be preferred, some systems, like the ones 
implemented in companion robots, might become more 
interesting to the end-user if new actions and behaviors are 
learned over time.

As previously discussed in Dynamic Policy Through 
Replanning, plan-based dialogue systems are capable of 
implementing dynamic policies through online planning [32, 
39] or replanning. However, in both cases, the updated pol-
icy is limited to a previously specified planning problem 
and, unless an external learning module is integrated into 
the system architecture, planning models do not address 
learning. As a consequence, learning new actions or states 
from experience remains an open challenge for plan-based 
dialogue. Possible research directions to overcome this chal-
lenge include the integration of planning with reinforcement 
learning techniques [80].

Evaluation

The evaluation of dialogue systems is well-known as a 
challenging and subjective task [81]. Similarly, evaluating 
plan-based dialogue managers is a challenging task as no 
benchmarks nor official protocols are available. Making 
direct comparisons over different dialogue management 
techniques can be infeasible as their different nature and 
purposes would make the comparison unfair. Indeed, just 
a little more than half (52%) of the surveyed works have 
conducted some type of evaluation.

Among the works that evaluated the proposed strate-
gies, it was possible to identify two types of analysis: with 
real users or with user simulations. For the latter, interac-
tion errors or uncertain responses were also simulated 
with the aim of better reproducing real scenarios [54, 59]. 
Some works have focused on evaluating technical planning 
aspects [30, 33, 58, 59, 61, 62, 67]. Among them, we identi-
fied the aspects listed in Table 4 as the most relevant meas-
ured ones. Some derivations of these metrics were given by 
the comparison of the model size with respect to the plan 

Table 4   Metrics used for evaluation

Metric Paper reference

average search time [30, 33, 58, 59, 62, 67]
success rate/probability of success [30, 54]
number of actions in the executed plan [59]
number of times it is necessary to replan [59]
question-asking cost [54]
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generation time [30, 33, 59, 61, 62, 67], and of the solution 
size with respect to the model size [37, 62, 67]. Although 
the other works might have discussed one or more of these 
aspects, no evaluation was provided. This brings to atten-
tion the need of designing evaluation protocols for validating 
both the effectiveness and efficiency of plan-based dialogue 
systems.

A few works, instead, conducted subjective evaluations 
that concerned dialogue quality and/or user satisfaction [42, 
44, 47, 55, 65, 66]. In these works, questionnaires have been 
submitted to the users after a certain period of using the 
system. The results were either compared to different system 
settings (e.g., [44]) or a different version of the same system 
(e.g., [55, 65]).

Finally, rather than evaluating resulting plans or dia-
logues, Nasihati et al. [40] have focused on evaluating the 
effectiveness of their approach with respect to the designated 
application purpose, i.e., behavior change.

Discussion

This study has revealed some interesting aspects regarding 
the research on plan-based dialogue systems. First of all, the 
relatively low number of works that were retrieved reveals 
that this topic is still under-investigated. Although our search 
was limited to works dated since 2014, a greater number of 
works was expected. In fact, it has already been brought to 
light by other authors that research on plan-based dialogue 
systems is still in its early stages [18, 19]. Plan-based dia-
logue requires further research to overcome challenges such 
as the representation of complex aspects that concern the 
dialogue domain in the planning problem. Cohen [19] also 
highlights the fact that current approaches have yet to be 
improved to handle dialogues able to keep the context of 
the conversation and unexpected initiative switches. Such 
capabilities can be implemented on plan-based approaches. 
However, as could be observed in most of the surveyed 
works, they have not yet reached such a maturity level. Fur-
thermore, trending topics in dialogue systems such as empa-
thy [82], emotional information or sentiment analysis [83, 
84], and continual learning [85] have yet to be exploited by 
the community.

Regarding the application domains, we observed that 
plan-based approaches follow a different line when com-
pared to traditional reinforcement learning approaches, 
which frequently focus on addressing problems like book-
ing trips or restaurants [24, 80]. Among the surveyed works, 
most present domain-independent approaches and just a few 
addressed a strategy that was very specific to the proposed 
domain [18, 40, 52]. However, some lines of research have 
gained greater emphasis. They are: robotics [18, 32, 40, 45, 
46, 53, 54], companion technology [34, 38, 41, 42, 44, 47, 
48, 52], cognitive systems [51, 57, 58], and healthcare [51, 

55, 59, 66]. A possible reason for that can be associated with 
the fact that such systems, especially companion, cognitive 
and health systems, are expected to be predictable to gain the 
user’s trust. Explainability, as discussed in Explainability, is 
also a factor that motivates the adoption of planning in such 
systems. Meanwhile, robotics have long exploited the adop-
tion of AI planning in different contexts [17, 86].

Another important aspect that came to our attention is 
the lack of a common strategy to evaluate and compare the 
proposed approaches. As discussed in Evaluation, several 
works lack evaluation at all and no pattern could be identi-
fied among the ones that have conducted some kind of evalu-
ation. This way, we highlight the evaluation of plan-based 
dialogue systems as an open topic for future research. It is 
necessary to find ways to evaluate aspects such as the quality 
of the resulting policies, costs of building plan-based dia-
logue managers, and costs of re-planning a policy. In addi-
tion, some comparisons to different techniques for dialogue 
management, such as finite-state or data-driven approaches, 
would provide a more clear picture of the actual contribution 
of plan-based approaches. Another aspect that would rein-
force the quality of plan-based dialogue systems is the user’s 
satisfaction with resulting dialogues. As discussed in [42], 
dialogue systems are user-centered applications and, build-
ing systems that do achieve the goal, but in ways that might 
confuse the user, may reduce the user’s trust in the system. 
This might have as a consequence the user abandoning the 
system, especially for domains in which the user has a choice 
on whether to use the system or not.

Finally, this study presents some limitations. First, the 
time constraint defined for the retrieved works might have 
left out some relevant literature and authors. However, 
as stated in the goals of this SLR (Motivation and Study 
Goals), our focus was on discussing the latest contributions 
only. The search query employed might also have limited 
this SLR to some extent. The inclusion of additional key-
words, as previously discussed, would result in a greater 
number of works. To handle this threat and to try to not leave 
out some interesting contributions, we manually searched for 
further works on the topic. However, we are aware that some 
relevant papers might still be left out. As a last limitation, we 
highlight possible biases in the selection of the papers and 
possible imprecisions on the data extraction. These aspects 
might have emerged as a consequence of the subjectivity 
of the analysis carried out and due to the authors’ previous 
knowledge on the topic.

Conclusion

This work provided a systematic literature review of the 
recent advances on plan-based dialogue managers. This 
SLR addressed research questions concerning (i) the types 
of planning recently exploited for dialogue management; (ii) 
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the planning features that present significant relevance for a 
dialogue manager; and, (iii) the challenges on the develop-
ment of plan-based dialogue managers.

The analysis conducted in this SLR reveals that the 
amount of works that have addressed plan-based dialogue 
management in recent years is considerably small; but these 
works have addressed relatively complex problems, not 
being limited to simplistic dialogues (e.g., single-turn inter-
actions). Moreover, by analyzing which planning aspects 
have been exploited in the retrieved works, it was possible 
to identify the contributions of AI planning on the genera-
tion of robust policies. Some examples are: automated action 
selection towards a goal, dynamic update of the dialogue 
policy, and explanatory dialogues.

On the other hand, relevant challenges like scalability 
limitations on complex dialogues, dialogue modeling, and 
the lack of a shared evaluation strategy were identified. This 
opens up an opportunity for further research efforts to over-
come these aspects.

In this SLR we have also discussed some of the appli-
cation domains within the analyzed works. Our analysis 
revealed that plan-based approaches tend to address goal-
oriented domains, but that follow a different line with respect 
to traditional domains commonly exploited in data-driven 
approaches (e.g., hotel booking). Robotics, companion, cog-
nitive and health systems were among the most frequent 
domains in the analyzed corpus. Finally, we have discussed 
the limitations of our approach, which include the time con-
straint that was set for the retrieved works (works starting 
from 2014), limitations in the search query employed, and 
possible biases in the papers selection or data extraction. 
These limitations leave the opportunity for an extension of 
this work, which could consider further aspects that are rel-
evant to the community.
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