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Abstract

In this thesis we study the relation between algebraic torus actions on complex projective vari-
eties and the birational geometry of their geometric quotients. Given a C∗-action on a normal
projective variety X, there exist two unique connected components of the fixed point locus,
called the sink Y− and the source Y+, containing the limit at ∞ and 0 of the general orbit.
Let GX− (resp. GX+) be the variety parametrizing the orbits converging to the sink (resp. the
source). Since there exists an open subset of points converging to Y±, we obtain a birational map
ψ : GX− 99K GX+. By choosing different linearizations of ample line bundles on X, we obtain
a factorization of the birational map ψ among inner geometric quotient, parametrizing different
open subsets of stable points.

In this setting, we investigate the local analytic geometry of the birational map ψ. On one
hand we link certain birational transformations, called rooftop flips, with varieties with two
projective bundles structures. On the other we study when the birational map ψ can be locally
described by a toric flip of Atiyah type.

If on one side a C∗-action naturally induces a birational map among geometric quotients, it is
meaningful to study the opposite direction: more precisely, given a birational map φ : Z+ 99K Z−
among normal projective varieties, how can we construct a normal projective variety X, endowed
with a C∗-action, such that Z− is the sink, Z+ is the source, and the natural birational map ψ
constructed above coincide with φ? Such an X is called a geometric realization of the birational
map φ. We propose a construction of a geometric realization of φ, whose geometry reflects
the factorization of the map as a composition of flips, blow-ups and blow-downs. We describe
in particular the case in which φ is a small modification of dream type, namely a birational
map which is an isomorphism in codimension 1 associated to a finitely generated multisection
ring. Moreover, we show that the cone of divisors associated to such multisection rings admits
a chamber decomposition where the models are the geometric quotients of the C∗-action. If in
addition Z± are assumed to be toric varieties, we construct a function in SageMath to compute
the polytope of the associated toric geometric realization.
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Preface

The original results presented in this manuscript are contained in the following papers:

1. Lorenzo Barban, Eleonora A. Romano. Toric non-equalized flips associated to C∗-actions.
Accepted to appear in the volume “Varieties, Polyhedra, Computations”of EMS Series of
Congress Reports (2021);

2. Lorenzo Barban, Eleonora A. Romano, Luis E. Solá Conde, Stefano Urbinati. Mori dream
bonds and C∗-actions. arXiv: https://arxiv.org/abs/2207.09864 (2022);

3. Lorenzo Barban, Alberto Franceschini. Morelli–W lodarczyk cobordism and examples of
rooftop flips. Collectanea Mathematica (2023);

4. Lorenzo Barban, Gianluca Occhetta, Luis E. Solá Conde. Geometric realization of toric
small modifications. In preparation.

The function GeomReal, written in SageMath, is accessible at the following link:
https://cocalc.com/share/public_paths/a28daa428b12dfde5fec32ce200547f44fa38f4a
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Introduction

Algebraic torus actions and birational geometry

Over the last half century, birational geometry has grown as one of the leading research areas in
algebraic geometry, thanks to the pioneering work of many distinguished mathematicians (among
others, S. Mori, Y. Kawamata, C. Hacon, S. McKernan, M. Reid) in the context of the Minimal
model program (MMP for short), whose goal is to classify complex projective varieties up to
birational equivalence. The first step towards this program was the birational classification of
algebraic surfaces, started by Castelnuovo in the XIX century and carried over by Enriques and
Kodaira. In higher dimensions, the problem becomes much more difficult; one of the perhaps most
important differences with the surface case is the need of considering a certain class of birational
isomorphisms in codimension 1, called flips, as one of the building blocks of the theory.

Shortly after their discovery, it was noticed how flips arised naturally in the context of Mum-
ford’s Geometric Invariant Theory ; indeed, thanks to the work of M. Reid and M. Thaddeus (see
[56], [60]), it has been showed that there exists a flip among two different geometric quotients of a
reductive group action G on a normal projective variety X endowed with an ample G-linearizable
line bundle L. If moreover the algebraic group taken in consideration is the 1-dimensional al-
gebraic torus, something more can be said; indeed, years later, the relation between birational
geometry and algebraic torus actions was exploited by the work of J. W lodarczyk (see [65]),
who proved the Weak factorization conjecture, stating that every birational map among smooth
projective varieties φ : X− 99K X+ can be factorized as a sequence of blow-ups and blow-downs
along smooth centers. The technique used by J. W lodarczyk relies on constructing, using Hiron-
aka’s resolution of singularities, a cobordism of φ, namely a quasi-projective variety B, endowed
with a C∗-action such that X± are geometric quotients parametrizing different open subsets of
stable points of B. A similar construction was already introduced by R. Morelli in the case of
toric varieties and used to prove the Oda Conjecture (see [44]).

Years later, the existence of a relation between birational geometry and algebraic torus actions
has brought to the notion of Mori dream spaces (shortly, MDS), introduced by Y. Hu and S.
Keel in [25]; MDS’s are a class of normal Q-factorial projective varieties, containing for instance
toric varieties and Fano varieties, which, on one hand, enjoy very nice properties from the point
of MMP, and, on the other, whose birational geometry is determined by the different quotients
of the affine variety associated to their Cox ring, that is a multisection ring, finitely generated
for MDS’s, which generalizes the concept of the homogeneous coordinate ring of the variety.

In recent years, the work of G. Occhetta, L. E. Solá Conde, E. A. Romano and J. A.
Wísniewski (see for instance [10, 49, 48]) has brought new light to the aforementioned rela-
tion. The idea is the following: consider a C∗-action on a polarized pair (X,L), where X is a
normal projective variety and L is an ample line bundle on X. For any connected component Y
of the fixed point locus XC∗

, we can define the Bia lynicki-Birula cells

X±(Y ) := {x ∈ X | lim
t→0

t±1 · x ∈ Y, t ∈ C∗}.
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By the Bia lynicki-Birula Theorem (see [4]) there exists a unique fixed point connected component
Y− (resp. Y+) such that X−(Y−) (resp. X+(Y+)) is a dense open subset of X. We call the
subvariety Y− (resp. Y+) the sink (resp. the source) of the C∗-action. Using [6], one can prove
that X−(Y−) \ Y−, X+(Y+) \ Y+ are non-empty open subsets of stable points with respect to
different linearizations of L, hence there exist two geometric quotients GX± := X±(Y±) \Y±/C∗.
We can naturally define a birational map

ψ : GX− 99K GX+,

defined over the intersection of the set of stable points. Since such a map is intrinsic to the
C∗-action on X, we call it the natural birational map associated to the C∗-action [3, Remark
2.7]. Intuitively, this map takes a point corresponding to a unique orbit converging at ∞, and
maps that point to the limit at 0 of the same orbit.

With this in mind, these authors were able to prove new results about the LeBrun–Salamon
conjecture (see [50]), and also exploiting new aspects of the geometry of C∗-varieties, such as
when they are Mori dream spaces (see [48]), or describing their Chow quotient (see [46]). Parallel
to this, a natural question arose: on one hand a C∗-action on a polarized pair (X,L) naturally
induces a birational map ψ as above; is such birational map ψ enough to encode the information
necessary to explicitly reconstruct X? More precisely, given a birational map φ : Y− 99K Y+
among normal projective varieties, does there exists a normal projective variety X, endowed
with a C∗-action, such that Y− is the sink, Y+ is the source, and the natural birational map ψ
coincides with φ? Such a variety X is called a geometric realization of φ : Y− 99K Y+. Notice
that a geometric realization is projective by definition, in contrast to the quasi-projectivity of
the cobordism of Morelli–W lodarczyk, and the goal is to construct such geometric realizations
explicitly, and not using resolution of singularities.

Main results

In this thesis we study the natural birational map ψ : GX− 99K GX+ among the geometric quo-
tients of a polarized pairs (X,L) under a C∗-action, and the construction of geometric realizations
of birational maps φ : Y− 99K Y+. We report here a summary of our main results.

Motivated by the fact that the Morelli–W lodarczyk cobordism is a local model for the well
known Atiyah flip, we have studied the local models for other known examples of small modifi-
cations, such as the Mukai flop. To this end, we have introduced the notion of rooftop flips (see
Definition 3.2.1,) that is small modifications whose diagram of resolution of singularities resem-
bles, at the level of the exceptional divisors, a variety with two projective bundles structures. In
this setting, we prove the following:

Theorem (Theorem 3.2.12). Given a smooth projective variety Λ of Picard number 2 with two
projective bundle structures, there exist two quasi-projective varieties and a rooftop flip modeled
by Λ among them.

We have then moved our study to the local analytic geometry of the natural birational map
in the case of C∗-actions of criticality 2, that is an action whose fixed point locus decomposes as
XC∗

= Y−⊔Y ⊔Y+, with Y a finite collection of fixed point connected components all of the same
weight (cf. Definition 2.1.41). Recall that a C∗-action is equalized if every non fixed-point has
trivial isotropy group (see Definition 2.1.26). As already observed in [48, Lemma 2.14], equalized
C∗-actions enjoyed several nice properties, such as the smoothness of the geometric quotients.
Moreover, we say that a C∗-action is a bordism if Y± are codimension 1 subvarieties, and the
closure of every Bia lynicki-Birula cell of Y , for Y ̸= Y±, is not a divisor (cf. Definition 2.3.7). In
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the setting we show that equalized actions can be locally analytically described as toric Atiyah
flips, and we present a criterion to understand when this holds:

Theorem (Theorem 4.1.7). Consider a C∗-action on a polarized pair (X,L) of criticality 2 which
is a bordism. The natural birational map ψ : GX− 99K GX+ is locally analytically a toric Atiyah
flip if and only if the C∗-action on X is equalized at every inner component.

We have also constructed an explicit example of a normal projective variety X, endowed with
a C∗-action, whose natural birational map is locally analytically a toric flip which is not Atiyah,
and we call it of non-equalized type (cf. §4.1.3.2).

We have then focused our study to the construction of geometric realization of small modifi-
cations. Motivated by the notion of Mori dream region, we introduce the following:

Definition. [Definition 5.0.1] Let φ : Y− 99K Y+ be a small modification among normal projective
varieties. The map φ is of dream type if there exist A,F effective Cartier divisor on Y− such that

� A is ample;

� F is movable and it holds that Y+ ≃ ProjR(Y−;OY−(F ));

� the multisection ring

R(Y−;OY−(A),OY−(F )) =
⊕
a,b≥0

H0(Y−,OY−(aA+ bF ))

is a finitely generated C-algebra.

Small modifications of dream type are the counterpart of bordism C∗-actions equalized at
the sink and the source, as explained in the following:

Theorem. [Theorems 5.1.1, 5.2.1] Let φ : Y− 99K Y+ be a small modification among normal
projective varieties of dream type. Then there exists a geometric realization X of φ, and the
induced C∗-action on X is a bordism equalized at Y±. Conversely, given a C∗-action on a
polarized pair (X,L) which is a bordism equalized at the sink and the source, then the natural
birational map ψ : Y− 99K Y+ is a small modification of dream type.

Moreover, we give an explicit construction of such geometric realizations, which yields the
observation that geometric realizations are not unique, but nevertheless they are C∗-equivariantly
birational. Moreover, we have showed that small modifications of dream type induce a chamber
decomposition, where every chamber model is an inner geometric quotient of the C∗-action on
the geometric realization. In we assume in addition that Y± are toric varieties, we can prove the
following:

Proposition. [§6.2] Let φ : Y− 99K Y+ be a small Q-factorial modification among normal, Q-
factorial projective toric varieties. Then there exists a geometric realization which is toric.

To do so, we produce an algorithm function in SageMath, called GeomReal, which computes
the polytope associated to the toric geometric realization of a toric small modification (see §6.2).

While the natural birational map ψ : GX− 99K GX+ is intrinsic to the C∗-action on the variety
X, the different choices of linearizations of an ample line bundle L induce factorizations of the
map ψ

GX− 99K GX1 99K . . . 99K GX+

through inner geometric quotients GXi, parametrizing different open subsets of stable points of
the pair (X,L) (cf. Proposition 2.3.4). With this in mind, we can construct explicit geometric
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realizations of the birational maps among inner geometric quotients by performing a pruning
of the variety X, that is a C∗-equivariant birational modification of X whose properties are
described in the following:

Theorem (Theorem 2.3.27). Consider a C∗-action on a polarized pair (X,L) of criticality r.
Let ρ± be two rationals numbers such that ρ− ∈ (ah, ah+1), ρ+ ∈ (aj , aj+1), where we denote
by ai the L-weights of connected components of XC∗

and set ah < aj . There exists a normal

projective variety X̃, and a C∗-action on X such that the sink of X̃ is GXh, the source is GXj ,

and there exists a C∗-equivariant birational map Φ: X 99K X̃.

Structure of the thesis

In Chapter 1 we introduce the notation and basic background about algebraic group actions,
divisors and their cones, and toric geometry we will use thoroughly in this work.

Chapter 2 presents the theory of C∗-actions on polarized pairs (X,L), where X is a normal
projective variety and L is an ample line bundle on X. In this setting we also characterize the
geometric and semigeometric quotients, and explain the construction of the pruning of a variety,
namely a normal projective variety with a C∗-equivariant birational map to X (see Definition
2.3.24). We then recall basic notions regarding Mori dream spaces and Mori dream regions
(see §2.4). We conclude this chapter by presenting some examples of varieties with interesting
C∗-actions: namely we introduce rational homogeneous varieties and study their relation with
smooth drums, that is smooth projective varieties with a C∗-action of bandwidth 1 (cf. §2.5.1.2,
2.5.2); we also show, using the theory of test configurations, that a normal projective C∗-variety
is birational to a weighted projective fibration (see Proposition 2.5.21).

In Chapter 3 we study the local geometry of the natural birational map among the geometric
quotients. We first introduce the notion of rooftop flip (see Definition 3.2.1), that is a birational
map whose resolution of indeterminacies resembles, at the level of exceptional divisors, a variety
with two projective bundle structures. We then show that any smooth projective variety with two
projective bundle structures induces a rooftop flip (cf. Theorem 3.2.12). We conclude presenting
some applications to flips constructed upon rational homogeneous varieties.

Chapter 4 focuses on studying C∗-actions on polarized pairs which are bordisms of criticality
2. In this setting, we study the case in which such birational maps are locally described by
toric flips, presenting a criterion to understand if they are either of Atiyah or non-equalized type
(see Theorem 4.1.7). We find explicit examples of rational homogeneous varieties admitting a
C∗-action whose natural birational map is locally a toric non-equalized flip (cf. §4.1.3.1, 4.1.3.2).

In Chapter 5 we introduce the notion of small modification of dream type (see Definition 5.0.1),
that is a birational map φ : Y− 99K Y+, isomorphism in codimension 1, such that there exists
two Cartier divisors A,F such that the multisection ring R(Y−;OY−(A),OY−(F )) is a finitely
generated C-algebra. Moreover, we show the correspondence between small modifications of
dream type and C∗-actions on polarized pairs which are bordisms (see Theorems 5.1.1, 5.2.1).
We conclude studying the induced chamber decomposition of the cone generated by A,F (cf.
Theorem 5.2.8).

In Chapter 6 we focus our study on constructing explicit geometric realizations of toric small
Q-factorial modifications among normal, Q-factorial projective toric varieties. To this end, we
construct a SageMath function which computes the polytope of the geometric realization (cf.
§6.2). We conclude by showing some examples yielding future research directions.
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Muñoz, Prof. Jarek Wísniewski and Prof. H. Abban for the numerous discussions we had about
mathematics, their advices and their kindness in helping me.

I would like to thank the referees for their careful reading and useful comments.
The research presented in this manuscript was conducted during various stays at the Uni-

versity of Trento, University of Genova, University of Udine, University of Nottingham and
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Chapter 1

Notation and basic concepts

We work over the field of complex numbers. We will call a variety an integral separated scheme of
finite type over C. Given V a finite dimensional complex vector space, we use the Grothendieck
notation for its projectivization, that is we denote by P(V ) the space of 1-dimensional quotients
of V ∨. Given M a free abelian group, we will respectively denote by MQ,MR the associated
vector spaces with rational and real coefficients, that is MQ = M ⊗Z Q, MR = M ⊗Z R. Given
two varieties Y− and Y+, we use the symbol Y± to describe the properties enjoyed by both
varieties at the same time.

1.1 Algebraic group actions

An algebraic group G is a variety endowed with a group structure, such that the multiplication
map and the inverse map are morphism of varieties. The neutral component of an algebraic
group is the connected component G◦ ⊂ G containing the neutral element e of the group.

Given a variety X, a G-action on X is a morphism of varieties

G×X → X, (g, x) 7→ g · x.

Any G-action induces an action on the coordinate ring C[X], defined as (g · f)(x) := f(g−1 · x).
Given a variety X with a G-action, and given a point x ∈ X, we define the orbit of x as
G · x := {g · x | g ∈ G}. The stabilizer of x is Gx := {g ∈ G | g · x = x}. A point is fixed by the
G-action if Gx = G. The fixed point locus of X is the closed set XG := {x ∈ X | g·x = x ∀g ∈ G}.

Recall that an orbit G ·x is a locally closed, smooth subvariety. Moreover, the closure G · x is
the union of G · x and of orbits of smaller dimension. Any orbit of minimal dimension is closed.

Given a G-action on a variety X, we say that an action is:

� trivial if g · x = x for every g ∈ G, x ∈ X;

� transitive if, for any x, y ∈ X, there exists g ∈ G such that g · x = y;

� free if Gx = {e} for any x ∈ X;

� faithful if group morphism G→ Aut(X) is injective, where by Aut(X) we denote the group
of automorphism of X.

Given two varieties X,Z, both endowed with a G-action, a morphism f : X → Z is said to
be G-equivariant if f(g · x) = g · f(x) for all x ∈ X, g ∈ G.

15



1. Notation and basic concepts

In our manuscript we will be interested in the multiplicative group (C∗, ·), also called algebraic
torus, which is a smooth algebraic group of dimension 1. The coordinate of C∗ will be denoted
by t. For the sake of notation, we will always abbreviate the multiplicative group as C∗.

Given an algebraic torus T , we define:

� the set of characters as M(T ) := Hom(T,C∗);

� the set of 1-parameter subgroups as N(T ) := M(T )∨ = Hom(C∗, T ).

We have for instance that M(C∗) ≃ N(C∗) ≃ Z. Finally, given a C∗-action on a finite dimensional
complex vector space V , there exists a decomposition

V =
⊕

a∈M(C∗)

Va,

where Va = {v ∈ V | t · v = a(t)v ∀t ∈ C∗}. The characters appearing in the decomposition are
called the weights of the module. Given a weight a ∈ M(C∗), we denote by ak the occurrence of
the weight, with k a positive integer.

1.2 Divisors and birational geometry

Let X be a normal projective variety. A curve C is a reduced projective variety of dimension 1.
A rational curve is a curve whose normalization is isomorphic to P1.

Weil and Cartier divisors. A prime divisor is a subvariety of X of codimension 1. A Weil
divisor D is a formal integer linear combination

∑
i aiDi, with ai ∈ Z and Di prime divisors. We

denote by Div(X) the free abelian group generated by Weil divisors. A Weil divisor is effective
if ai ≥ 0 for every i. The support of a Weil divisor is the subvariety ∪ai ̸=0Di. Since X is normal,
for every prime divisor D the local ring OX,D is a DVR, which defines a discrete valuation
map νD : C(X) → Z. A Weil divisor E is principal if E = div(f) :=

∑
i νDi

(f)Di, for some
f ∈ C(X) \ {0}. A Weil divisor D is said to be Cartier if there exists an open covering {Ui}i of
X such that D ∩ Ui is a principal divisor on Ui. We denote by CDiv(X) the free abelian group
generated by Cartier divisors. A divisor is Q-Cartier if mD is Cartier for some m ∈ Z>0. A
variety is said to be Q-factorial if every Weil divisor is Q-Cartier.

Two Weil divisors D,D′ are linearly equivalent , written D ∼ D′, if their difference is a
principal divisor. The divisor class group Cl(X) and the Picard group Pic(X) are the quotient
of respectively Div(X) and CDiv(X) by linear equivalence. Recall that Pic(X) = H1(X,O∗

X).
Given D a Cartier divisor on X, and C an irreducible curve, we define the intersection product

between D and C as D · C = deg(f∗OX(D)|C), where f : Cν → C is the normalization of the
curve. Two Cartier divisors D,D′ are numerically equivalent , written D ≡ D′, if D ·C = D′ ·C
for every irreducible curve C ⊂ X. We denote by N1(X) the group of Cartier divisor modulo
numerical equivalence, and by N1(X)R = N1(X) ⊗Z R the associated real vector space. The
Picard number of X is ρX := dim N1(X)R.

Canonical divisor. Since X is normal, the singular locus Sing(X) of X has codimension
greater or equal than 2. Its complement U is by definition smooth, and the sheaf of differentials
Ω1
U is a locally free sheaf of rank equal to dimX. The determinant ωU = det Ω1

U is an invertible
sheaf on U , whose associated divisor is denoted by KU . The image KX of KU under the bijective
map Div(U) → Div(X) is called the canonical divisor of X.

Positivity and cones of divisors. Given a Cartier divisor D, it holds that

H0(X,OX(D)) ≃ {f ∈ C(X) | div f +D ≥ 0}.
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1.3. Toric varieties

Given D a Cartier divisor, its complete linear system is defined as |D| = {E ≥ 0 | E ∼ D}.
The base locus of |D| is Bs(D) =

⋂
E∈|D| Supp(E). A Cartier divisors D is base point free if

Bs |D| = ∅, that is if it is generated by global sections. A Cartier divisor is semiample if there
exists a positive integer such that mD is base point free. A Cartier divisor is nef if D · C ≥ 0
for every irreducible curve C ⊂ X. Given D a Cartier divisor on X, consider the morphism

ϕ = ϕ|D| : X \ Bs(D) → P(H0(X,OX(D))), x 7→ ϕ(x) = (s0(x) : . . . : sN (x)),

where s0, . . . , sN is a basis of H0(X,OX(D)). A Cartier divisor D is very ample if ϕ|D| is an
embedding. A Cartier divisor is ample if mD is very ample for some positive integer m. A
Cartier divisor D is big if the associated map ϕ|D| is birational onto the image. A Cartier divisor
D is movable if codim

⋂
m≥0 Bs(mD) ≥ 2.

The set of nef classes in N1(X)R forms a closed cone, which is denoted by Nef(X). The set of
movable divisors modulo numerical equivalence is a convex cone, denote by Mov(X). The set of
effective divisors modulo numerical equivalence is a convex cone, denote by Eff(X). There are
inclusions: Nef(X) ⊂ Mov(X) ⊂ Eff(X).

Maps. Let X,Y be normal projective varieties. A contraction is a surjective morphism with
connected fibers. It is called elementary if ρX − ρY = 1. If dimX > dimY , it is of fiber type.
If dimX = dimY , it is called birational . The exceptional locus of a contraction f is the set of
points where f is not an isomorphism. If f is birational and codim Exc(f) = 1, it is said to be
divisorial ; otherwise it is called small .

A birational map f : X 99K Y induces a map f∗ : Div(X) → Div(Y ), whose image is called
the strict transform of a divisor, where we set f∗D = 0 if codim f(D) > 1. A birational
map f : X 99K Y is isomorphic in codimension 1 if the induced map f∗ : Div(X) → Div(Y ) is
bijective. A small modification is a birational map which is an isomorphism in codimension 1.
If we assume X,Y are Q-factorial, such map is called a small Q-factorial modification, SQM
for short. Given a small modification f : X 99K Y , the induced map f∗ is bijective and we
set f∗ := f−1

∗ . Given a small modification f : X 99K Y and D a Cartier divisor on Y , it
holds H0(X,OX(f∗D)) ≃ H0(Y,OY (D)). A Pk-fibration is a map f : X → Y whose fibers are
isomorphic to Pk. Given E a rank n vector bundle over Y , the associated Pn−1-bundle is defined
as P(E) := Proj Sym E , using the Grothendieck projectivization, where Sym E :=

⊕
m≥0 S

mE is
the symmetric algebra of E .

Given a small contraction X− → X0 among normal projective varieties, and given D a Q-
Cartier divisor on X− such that OX−(−D) is relatively ample, a flip is a D-flip as in [60, p. 693],
that is a small contraction X+ → X0, with X+ normal projective, such that, if g : X− 99K X+ is
the induced birational map, the strict transform of D is Q-Cartier and OX+

(g∗D) is relatively
ample.

1.3 Toric varieties

Affine toric varieties. Let T be an n-dimensional torus, and let M (resp. N) be the associated
lattice of characters (resp. of 1-parameter subgroups). A polyhedral cone σ in NR = N ⊗Z R
is a convex set of the form σ = ⟨p1, . . . , pk⟩ = {

∑k
i=1 aipi | ai ∈ R≥0}, where {p1, . . . , pk} is a

finite subset of points of NR. A polyhedral cone σ is said to be rational if the points p1, . . . , pk
belong to N. The dimension of σ is the dimension of the smallest linear space spanned by σ. A
polyhedral cone σ is strongly convex if σ∩(−σ) = {0}. Given a rational polyhedral cone σ ⊂ NR,
we define the dual cone σ∨ := {m ∈ MR | m(v) ≥ 0 ∀v ∈ σ}, which is still rational polyhedral.
Given a polyhedral cone σ, a subset τ ⊂ σ is a face of σ, written τ ≼ σ, if τ = σ ∩H(v), where
by H(v) we denote the hyperplane of some vector v ∈ σ∨ ∩ M.
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1. Notation and basic concepts

An affine toric variety is an irreducible affine variety containing a dense open subset isomorphic
to a torus T , such that the action T on itself extends to an action of T on X. A normal
affine variety X is toric if and only if there exists a rational polyhedral cone σ ⊂ NR such that
C[X] = C[σ∨ ∩ M], and we remark that the latter is a finitely generated semigroup by Gordan’s
lemma. We denote by Xσ the affine toric variety associated to a rational polyhedral cone σ.
Given two affine toric varieties Xσ1 , Xσ2 , with associated tori T1, T2, we say that a morphism
f : Xσ1 → Xσ2 is toric is f(T1) ⊂ T2 and the restriction f |T1 : T1 → T2 is a group homomorphism.
An affine toric variety Xσ is smooth if and only if the cone σ is generated by a set of elements
contained in a Z-basis of N. An affine toric variety Xσ is Q-factorial if and only if σ is simplicial,
i.e. if the minimal generators of the cone are linearly independent over R.

Fans. A fan Σ is a finite collection of strongly convex rational polyhedral cones in NR such
that

� if σ ∈ Σ and τ ≼ σ, then τ ∈ Σ;

� if σ, σ′ ∈ Σ then σ ∩ σ′ ∈ Σ.

The resulting variety XΣ obtained by gluing the affine toric varieties Xσ, Xσ′ , for σ, σ′ ∈ Σ along
their common open subset Xσ∩σ′ , is the toric variety associated to the fan Σ. In a natural way
one may generalize the definitions given above in the context of fans. Given a fan σ, we define the
support of Σ as |Σ| :=

⋃
σ∈Σ σ. Given a fan Σ, a fan Σ′ is a subdivision of Σ if |Σ| = |Σ′| and every

cone of Σ is a union of cones of Σ′. A subdivision Σ′ of Σ induces naturally a birational toric
morphism ϕ : XΣ′ → XΣ. Given a cone σ ∈ Σ, we define the orbit of σ as O(σ) = XΣ \

⋃
τ≼σXσ.

Orbit–Cone correspondence. Given a lattice N of rank n and a fan Σ in NR, there is a bijective
correspondence between cones σ ∈ Σ and T -orbits in XΣ, given by associating to every cone
σ ∈ Σ the orbit O(σ). Moreover it holds that:

1. dim(O(σ)) = n− dim(σ);

2. Xσ =
⋃
τ≼σ O(τ);

3. O(τ) =
⋃
σ≽τ O(σ).

A fan is complete if and only if |Σ| = NR. Given a rational polyhedral cone δ, we denote by
Σ(δ) the natural fan associated to it. We denote by Σ(k) the set of k-dimensional cones of Σ.
Given a complete fan Σ of dimension n, the elements w ∈ Σ(n− 1) are called walls; notice that
O(w) = P1. Given a fan Σ, an element ρ ∈ Σ(1) is called a ray , and its orbit closure Dρ = O(ρ)
is a T -invariant prime divisor of XΣ. The free abelian group of T -invariant Weil divisors (resp.
Cartier divisors) is denote by DivT (XΣ) (resp. CDivT (XΣ)). Let D =

∑
ρ∈Σ(1) aρDρ be a

T -invariant Cartier divisor on a projective toric variety XΣ, the Cartier data (mσ)σ∈Σ are a
collection of characters such that mσ(uρ) = mσ′(uρ) for every common ray uρ ∈ σ, σ′. Let XΣ

be a projective toric variety of dimension n, let D be a T -invariant Q-Cartier divisor, and let
τ ∈ Σ(n − 1) be a wall such that τ = σ ∩ σ′, with σ, σ′ ∈ Σ(n). Notice that Cτ := O(τ) ≃ P1.
Then D ·Cτ = 1

kkD ·Cτ = (mσ −mσ′)(u), where u ∈ N∩σ is such the image π(u) generates the
lattice N/Zτ , mσ,mσ′ are the Cartier data of D in σ, σ′, and k is a positive integer such that
kD is Cartier.

Polytopes. A lattice polytope P in MR is the convex hull of a finite subset of M ≃ Zn. A
facet is a face of P of codimension 1. Any lattice polytope P may be described as P = {m ∈
MR | m(uF ) +aF ≥ 0 for all facets F ∈ P}, where uF is the primitive normal vector to the facet
F . Given a face F of P , we may define a cone σF = ⟨u1, . . . , uk⟩, where ui the normal vectors
of a facet Fi containing F . The normal fan σP is a complete fan generated by the cones σF , for
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1.3. Toric varieties

any face F of P . There exists a one-to-one inclusion reversing correspondence between faces of
P and cones of σP such that, for any face F ∈ P , it holds dimσF + dimF = n.
A toric variety XΣ associated to a complete fan Σ ∈ NR is projective if and only if Σ is the
normal fan of a full-dimensional lattice polytope in MR.
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Chapter 2

Preliminaries

This chapter is meant to be an introduction to C∗-actions on polarized pairs (X,L), that is pairs
where X is a normal projective variety and L is an ample line bundle on X. We introduce the
necessary background and notation we will use along the rest of the manuscript. We mainly
follow [10], [49] and [48], but specific references are provided for the results stated without proof.

2.1 Generalities on C∗-actions

Set-up 2.1.1. Let X be a normal projective variety, and let C∗ act on X as

α : C∗ ×X → X, (t, x) 7→ t · x.

We assume that the action is non-trivial and faithful. Moreover, for the sake of simplicity we
abuse notation by writing tx and mean t · x.

Consider the decomposition of the fixed point locus XC∗ ⊂ X in connected components

XC∗
=
⊔
Y ∈Y

Y,

where we denote by Y the set of connected components of XC∗
.

Lemma 2.1.2. [28, Theorem 1.1] Suppose that X is smooth. Then Y is smooth, for any Y ∈ Y.
In particular, Y is irreducible.

Example 2.1.3. [57, Remark 2] Notice that a similar conclusion does not hold in the singular
case. Indeed consider the quadric cone Q = Z(x1x2 + x3x4) ⊂ P4, which is singular in e0 =
(1 : 0 : 0 : 0 : 0) and let C∗ act on P4 as tx = (x0 : x1 : x2 : tx3 : t−1x4). The quadric cone
Q is C∗-invariant, and QC∗

= (P4)C
∗ ∩ Q = e3 ⊔ Q ∩ Z(x3, x4) ⊔ e4, where Q ∩ Z(x3, x4) =

Z(x1, x3, x4) ∪ Z(x2, x3, x4) is the union of two lines.

Lemma 2.1.4. In the situation of Set-up 2.1.1, given x ∈ X, the orbit map C∗ × {x} → X,
(t, x) 7→ tx can be extended to a morphism P1 × {x} → X.

Proof. Since we can regard the orbit map as a rational map α : P1 × {x} 99K X, and by [23,
Theorem 12.60] we have codim Exc(α) ≥ 2, we conclude. ■
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2. Preliminaries

In the notation of the previous Lemma, the images by α of the boundary points 0,∞ ∈ P1 are
equal to limt→0 tx, limt→∞ tx := limt→0 t

−1x, where we consider our varieties with the complex
analytic topology.

Definition 2.1.5. For every point x ∈ X, we respectively call x− := limt→∞ tx the sink (resp.
x+ := limt→0 tx the source) of the orbit C∗ · x.

Example 2.1.6. Consider the C∗-action on P2 given by tx = (t−1x0 : x1 : tx2). Then (P2)C
∗

=
e0 ⊔ e1 ⊔ e2. Given x ∈ P2 general point, we compute limt→∞ tx:

x− = lim
t→∞

(t−1x0 : x1 : tx2) = lim
t→∞

(t−2x0 : t−1x1 : x2) = e2.

A similar computation yields x+ = limt→0 tx = e0.

Remark 2.1.7. In the situation of Set-up 2.1.1, the closure of a 1-dimensional orbit C = C∗ · x
is a rational curve, whose normalization is the map α of Lemma 2.1.4.

Lemma 2.1.8. In the situation of Set-up 2.1.1, let y ∈ XC∗
. There exists an induced C∗-action

on the Zariski tangent space TX,y of X in y.

Proof. We have an induced C∗-action on the sheaf of regular functions OX , and in particular
on the local ring OX,y, which preserves the order of vanishing on y. We thus obtain a C∗-
representation of my/m

n
y for any n ∈ Z, with my the maximal ideal of OX,y, and thus for n = 2

we conclude. ■

Lemma 2.1.9. [4, Theorem, §4] In the situation of Set-up 2.1.1, suppose in addition that X is
smooth. Then for any Y ∈ Y there exists an induced C∗-action on TX |Y , inducing a decomposi-
tion

TX |Y = T−(Y ) ⊕ T 0(Y ) ⊕ T+(Y ),

where by T±(Y ), T 0(Y ) we denote the vector subspaces of TX |Y on which C∗ acts respectively
with positive, negative and 0 weights. Moreover it holds that T 0(Y ) ≃ TY .

Corollary 2.1.10. There exists an induced C∗-action on the normal bundle NY |X , which de-
composes as

NY |X = N−(Y ) ⊕N+(Y ) = T−(Y ) ⊕ T+(Y ),

where N±(Y ) are the vector subspaces of NY |X on which C∗ acts respectively with positive and
negative weights.

Notation 2.1.11. If X is smooth, for every Y ∈ Y we set ν±(Y ) = dimN±(Y ). Obviously for
every component Y ∈ Y we have dimY + ν−(Y ) + ν+(Y ) = dimX.

2.1.1 Bia lynicki-Birula decomposition

We keep the notation and assumptions of Set-up 2.1.1.

Definition 2.1.12. For every Y ∈ Y and every subset U ⊂ Y , we define

X+(U) := {x ∈ X | lim
t→0

tx ∈ U}, X−(U) := {x ∈ X | lim
t→∞

tx ∈ U}.

In particular, for U = Y , the varieties X±(Y ) are called respectively plus and minus Bia lynicki-
Birula cells (also called BB-cell) of Y .
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2.1. Generalities on C∗-actions

The closure of the Bia lynicki-Birula cells will be denoted by X±(Y ). For every Y ∈ Y, we
can define the plus and minus morphisms

f± : X±(Y ) → Y, x 7→ lim
t→0

t±1x.

We now state a fundamental result in the theory of algebraic torus actions: the Bia lynicki-Birula
theorem. We refer to [4] for the original exposition.

Theorem 2.1.13. [5, Theorems 4.2, 4.4] Let X be a smooth projective variety, and let C∗ act
on X. The following hold:

1. For every Y ∈ Y the plus and minus cells X±(Y ) are locally closed;

2. There exist two decompositions of X induced by the plus and minus cells, that is

X =
⊔
Y ∈Y

X+(Y ) =
⊔
Y ∈Y

X−(Y );

3. The plus and minus morphisms f± : X±(Y ) → Y are C∗-equivariant Cν±(Y )-fibrations;

4. For every Y ∈ Y and for every y ∈ Y there exists an open neighborhood U of y in Y and
a C∗-equivariant isomorphism

X±(U) ≃ N±(U);

5. For every m ≥ 0, we have

Hm(X,Z) ≃
⊕
Y ∈Y

Hm−2ν+(Y )(Y,Z) ≃
⊕
Y ∈Y

Hm−2ν−(Y )(Y,Z).

We refer to Property 2 of Theorem 2.1.13 as the Bia lynicki-Birula decomposition (also BB-
decomposition). Since we will mainly work with normal projective varieties, we also state the
generalization done by Konarski in [37] for such varieties.

Theorem 2.1.14. [37, Theorems 1,2] Let C∗ act on a normal projective variety X. Label by
Yj, for j = 1, . . . , d, the irreducible components of XC∗

. Then the following hold:

1. The Bia lynicki-Birula cells X±(Yj), for j = 1, . . . , d, are locally closed;

2. There exist two decompositions of X induced by the plus and minus cells, that is

X =

d⋃
j=1

X−(Yj) =

d⋃
j=1

X+(Yj);

3. For every j = 1, . . . , d, the natural maps f± : X±(Yj) → Yj are C∗-equivariant.

Notice that the BB-decompositions for normal projective varieties may not be a disjoint union
(see for instance Example 2.1.3).

We refer to [37, Section 2] for a discussion of the properties preserved in the non-normal
case. Notice that there exist generalizations of the Bia lynicki-Birula theorem for reductive group
actions (see [29]), even in positive characteristic (see [30]).

The main ingredient in the proof of Theorem 2.1.14, which was also used to formulate another
proof of Theorem 2.1.13 (see [38]), is the Sumihiro’s Theorem:
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Theorem 2.1.15. [59, Theorem 1] Let C∗ act on a normal variety X. Then there exists an open
covering of X consisting of C∗-invariant affine subsets. Moreover, if X is normal and quasi-
projective, there exists a projective embedding f : X → Pn, and a representation ρ : C∗ → PGLn,
such that f(tx) = ρ(t)f(x) for any t ∈ C∗, x ∈ X.

We introduce another result we will use along the rest of the manuscript which describes the
local geometry of a C∗-action in a neighborhood of a fixed point:

Theorem 2.1.16. [4, Theorem 2.5] Given a C∗-action on a smooth projective variety, and
given a point y ∈ XC∗

, there exists a C∗-invariant neighborhood U of y, and a C∗-equivariant
isomorphism U ≃ (U ∩XC∗

)× V , where V is a finite-dimensional C∗-module and the C∗-action
on U ≃ (U ∩XC∗

) × V is induced by the trivial C∗-action on U ∩XC∗
and the linear action on

V .

As a corollary of Theorems 2.1.13, 2.1.14, we obtain:

Definition 2.1.17. For every normal projective variety endowed with a C∗-action there exists a
unique irreducible component Y− (resp. Y+) such that X−(Y−) (resp. X+(Y+)) is a dense open
subset of X. We call the variety Y− (resp. Y+) the sink (resp. the source) of the C∗-action.

Remark 2.1.18. The sink Y− and the source Y+ are the unique irreducible components con-
taining the limit, for t→ ∞ and t→ 0, of the general orbit. Indeed given a general point x ∈ X,
it holds that x ∈ X+(Y+) ∩X−(Y−), that is limt→0 t

±1x ∈ Y±.

Definition 2.1.19. A C∗-action on a normal projective variety X is said to have extremal
isolated points if the sink and the source of the action are isolated points.

The relation between the Picard group of X and of Y± can be described in terms of the
C∗-invariant divisors which are closure of BB-cells, as explained in the following:

Lemma 2.1.20. [11, Theorem 3] Let X be a smooth projective variety with a C∗-action. Then
there exist two short exact sequences

0 →
∑

Y ∈Y,ν∓(Y )=1

Z ·X±(Y ) → Pic(X) → Pic(Y±) → 0.

We conclude this section by recalling some well-known results about how the birational ge-
ometry of X is affected by the C∗-action.

Lemma 2.1.21. [49, Lemma 2.3] Let X be a smooth projective variety with an action of C∗.
Then X is uniruled.

Lemma 2.1.22. [49, Lemma 2.6] Let X be a smooth projective variety with an action of C∗. If
X is rationally connected, then Y± are rationally connected.

2.1.1.1 α-fibrations and non-equalized C∗-actions

Property 4 of Theorem 2.1.13 cannot be, in general, extended to a global C∗-equivariant isomor-
phism, as noted in [29, Example 7.4]; that is, the Bia lynicki-Birula cells may fail to be vector

bundles, since the transition maps of the Cν±(Y )-fibrations f± : X±(Y ) → Y are not necessarily
linear. We present some hypotheses that guarantee that the BB-cells are vector bundles.

Remark 2.1.23. Let C∗ act on a smooth projective variety, and let Y ∈ Y. If Y is a point,
then X±(Y ) ≃ N±(Y ).
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2.1. Generalities on C∗-actions

Definition 2.1.24. [4, §3] Let α : C∗ → GL(V ) be a homomorphism of algebraic groups, where
V is a finite dimensional complex vector space. Given Y a normal projective variety, an α-
fibration over Y is a variety E together with a surjective morphism π : E → Y , endowed with an
action of C∗ × Y such that there exists an open covering {Ui}i of Y satisfying that, for every i,
there exists a (C∗ ×Ui)-equivariant isomorphism π−1(Ui) ≃ Ui×V , where the latter is endowed
with a (C∗ × Ui)-action induced by α.

Proposition 2.1.25. [4, Theorem (b)] Let C∗ act on a smooth projective variety X. For every
Y ∈ Y, the plus and minus morphisms f± : X±(Y ) → Y are α±-fibrations, where α± : C∗ →
GL(N±(Y )y), with y ∈ Y .

Definition 2.1.26. Let C∗ act on a normal projective variety X. A C∗-action is said to be
equalized at Y if for every point y ∈ (X+(Y ) ∪X−(Y )) \ Y the isotropy group of the C∗-action
at the point y is trivial. If the C∗-action is equalized at every fixed point component, we say
that the C∗-action is equalized.

Lemma 2.1.27. [48, Lemma 2.1] A C∗-action on a normal projective variety X is equalized at
Y ∈ Y if and only if the weights of the induced C∗-action on N±(Y ) are all equal to ±1.

Lemma 2.1.28. [4, Remarks] Let C∗ act on a smooth projective variety X, and let Y ∈ Y. If
the action is equalized at Y , then there exists a C∗-equivariant isomorphism X±(Y ) ≃ N±(Y ).
In particular f± : X±(Y ) → Y are vector bundles of rank ν±(Y ).

2.1.2 Linearization and C∗-actions on polarized pairs

We introduce the notion of linearization of a line bundle with respect to the action of an algebraic
group G. We then focus our study on the case of a C∗-action, exploiting the relation between
C∗-linearizations of ample line bundles and associated weights of the fixed point connected com-
ponents.

Definition 2.1.29. Let G be an algebraic group acting on a normal projective variety X, and
let L be a line bundle on X. A G-linearization of the line bundle L is an induced G-action on L
such that

� there exists a commutative diagram:

G× L L

G×X X

Id×π π

with π : L→ X the natural bundle map;

� The G-action is linear along the fibers, that is for any g ∈ G, x ∈ X, the map Lx → Lg·x
is linear.

A line bundle is G-linearizable if there exists a G-linearization. A line bundle is G-linearized if
we have fixed a G-linearization.

Lemma 2.1.30. The set of G-linearizable line bundles PicG(X) is a group, and there exists a
natural forgetful map PicG(X) → Pic(X).
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Lemma 2.1.31. [9, Proposition 2.10] There exists a short exact sequence of groups

1 → M(G) → PicG(X) → Pic(X) → 1.

In particular, two different linearizations differ by a character.

Lemma 2.1.32. [35, Proposition 2.4, Remark] Let C∗ act on a normal projective variety X.
Then every line bundle L on X is C∗-linearizable.

Definition 2.1.33. Let C∗ act on a normal projective variety X, and let L be a C∗-linearized
line bundle on X. Define the weight map

µL : XC∗
→ Z, y 7→ µL(y),

where by µL(y) we mean the weight of the induced C∗-action on the fiber Ly.

Lemma 2.1.34. Let C∗ act on a normal projective variety X, and let L1, L2 be two C∗-linearized
line bundles on X. Then it holds that µL1⊗L2 = µL1 +µL2 and that µL−1 = −µL. In particular,
for every m ≥ 0 it holds µmL1 = mµL1 .

Lemma 2.1.35. In the situation of Definition 2.1.33, the weight map is constant on the con-
nected components, that is for any x, y ∈ Y ⊂ Y, we have that µL(x) = µL(y).

The above Lemma suggests the following:

Definition 2.1.36. Let C∗ act on a normal projective variety X, and let L be a C∗-linearizable
line bundle on X. For any connected component Y ∈ Y, we set µL(Y ) := µL(y), for any y ∈ Y .
The set {µL(Y ) | Y ∈ Y} is called the set of critical values of the C∗-action.

Lemma 2.1.37. Let C∗ act on a normal projective variety X, and let L be a C∗-linearizable
line bundle on X. Then there exists an induced C∗-action on H0(X,mL), for every m ≥ 0.

Corollary 2.1.38. [18, §7.3] In the situation of Lemma 2.1.37, suppose that L is ample. Then
the embedding X ↪→ P(H0(X,mL)), provided by the complete linear system |mL|, for m≫ 0, is
C∗-equivariant.

Definition 2.1.39. By a C∗-action on a polarized pair (X,L) we mean a C∗-action on a normal
projective variety X, and a C∗-linearization of the ample line bundle L. By a C∗-action on a
smooth polarized pair (X,L) we mean a C∗-action on a polarized pair, where we assume that X
is smooth.

Example 2.1.40. [10, Example 2.11] Let V a complex vector space of dimension n+ 1, and let
C∗ act on V ; we obtain a decomposition V =

⊕r
i=0 Vai . Set di := dimVai − 1.

Notice that, up to a change of coordinates, we may assume that

a0 > a1 > . . . > ar.

Consider the associated projective space P(V ), with coordinates (x0,0 : . . . : x0,d0 : . . . : xr,dr ).
We may assume that the induced C∗-action on P(V ) is given by

t(x0,0 : . . . : x0,d0 : . . . : xr,dr ) = (ta0x0,0 : . . . : ta0x0,d0 : . . . : tarxr,dr ).

The fixed point locus is P(V ) =
⊔r
i=0 P(Vai). A computation shows that the sink is P(Va0) and

the source is P(Var ).
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Moreover, for every i = 0, . . . , r, we obtain that

X+(P(Vai)) =

x ∈ P(V ) \
⊔
j ̸=i

P(Vaj ) | xi+1,0 = xi+1,1 = . . . = xr,dr = 0

 ,

X−(P(Vai)) =

x ∈ P(V ) \
⊔
j ̸=i

P(Vaj ) | x0,0 = x0,1 = . . . = xi−1,di−1
= 0

 .

The tautological line bundle OP(V )(−1) carries a natural linearization such that the critical
values are µOP(V )(−1)(P(Vai)) = ai. Therefore, by considering the C∗-action on the polarized pair
(P(V ),OP(V )(1)), we obtain that µOP(V )(1)(P(Vai)) = −ai. In particular,

µOP(V )(1)(Y−) = −a0 < . . . < −ar = µOP(V )(1)(Y+).

Definition 2.1.41. Let C∗ act on a polarized pair (X,L). Rearrange the weights µL(Y ), for
Y ∈ Y, in an increasing order, obtaining a chain of the form

a0 < a1 < . . . < ar.

The criticality of the C∗-action on (X,L) is the positive integer r.

Notation 2.1.42. Let C∗ act on a polarized pair. For every component Y ∈ Y, we set Yi :=⊔
Y ∈Y,µL(Y )=ai

Y .

Lemma 2.1.43. [49, Remark 2.12] Let C∗ act on a polarized pair (X,L). Then µL(Y−) =
minY ∈Y µL(Y ), µL(Y+) = maxY ∈Y µL(Y ).

Proof. If the pair is (Pn,OPn(1)), the claim follows by Example 2.1.40. Otherwise, notice that
by Corollary 2.1.34 we may assume that L is very ample. Using Corollary 2.1.38, consider a C∗-
equivariant embedding of X in P(H0(X,mL)), for m≫ 0. We may assume that the C∗-action is
as in Example 2.1.40. Since X is nondegenerate, the general point x can be written as

∑r
i=0 vi,

where vi ∈ V ∨
ai is non-zero for every i = 0, . . . , r. Then limt→∞ tx ∈ P(Va0), limt→0 tx ∈ P(Var );

thus we get that Y− = X ∩ P(Va0) ̸= ∅, Y+ = X ∩ P(Var ) ̸= ∅, and moreover that the minimal
and maximal value of the weight map are attained respectively at the sink and at the source. ■

We can now represent a C∗-action on a polarized pair (X,L) by mean of the following picture:
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Definition 2.1.44. Let C∗ act on a polarized pair (X,L). We will call the sink and the source
extremal fixed point components, and all other connected components inner . We denote by Y◦

the set of inner components.

Using Corollary 2.1.34, we immediately get the following:

Lemma 2.1.45. Let C∗ act on a polarized pair (X,L), and suppose that ρX = 1. Then the
criticality of the action is independent of the choice of the ample line bundle L.

Definition 2.1.46. Let C∗ act on a polarized pair (X,L). We define the bandwidth δ of the
C∗-action as

δ := µL(Y+) − µL(Y−).

Notice that, in the situation of Example 2.1.40, the C∗-action on (P(V ),OP(V )(1)) has criti-
cality r and bandwidth ar − a0. Given a C∗-action on a polarized pair (X,L) with bandwidth δ
and criticality r, it holds r ≤ δ. The two values may differ: consider for instance the C∗-action
on (P2,OP2(1)) given by t · [x0 : x1 : x2] = [x0 : t2x1 : t2x2], for t ∈ C∗. The criticality of the
C∗-action is 1, while the bandwidth is 2.

Definition 2.1.47. Let C∗ act on a polarized pair (X,L) with bandwidth δ and criticality r.
We say that a linearization is normalized is µL(Y−) = a0 = 0, µL(Y+) = ar = δ.

Notice that, thanks to Lemma 2.1.31, we can always assume that C∗-action is normalized.

Lemma 2.1.48. Let X be a smooth projective variety with a C∗-action. Let Y ∈ Y◦. Then
ν±(Y ) ̸= 0.

Proof. Let us prove it for ν−(Y ), being the other case similar. By Theorem 2.1.13 there exists a
unique component whose minus cell is dense. If by contradiction X−(Y ) is dense, then Y = Y−,
which is an absurd since Y is an inner component. ■

We conclude this section by recalling the AMvsFM equality, which has been introduced in
[57, Section 3.1], and relates the degree of a line bundle on P1 with the weights of the action on
the fibers of the line bundle over the fixed points.

Lemma 2.1.49. [57, Lemma 2.2] Let C∗ × P1 → P1 be an action with source x+ and sink x−.
Consider a line bundle L over P1 with linearization µL. Then

µL(x+) − µL(x−) = δ(x+) degL

where δ(x+) is the weight of the action on the tangent space TP1,x+
.

As observed in [57, Section 3.1], the above Lemma can be generalized to C∗-actions on
polarized pairs as follows:

Lemma 2.1.50. [57, Corollary 3.2 ] Let (X,L) be a polarized pair with a C∗-action. Given a
point x ∈ X, let C be its orbit closure, with sink x− and source x+. Then

µL(x+) − µL(x−) = δ(x+)(L · C).

We present an easy application of the above result to study the intersection product between
closures of orbits and the canonical divisor.
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Lemma 2.1.51. Let C∗ act on a smooth polarized pair (X,L). Given a point x ∈ X, let C be
its orbit closure, with sink x− ∈ Ya and source x+ ∈ Yb. Then

KX · C =
1

δ(x+)
(w−(Yb) − w+(Yb) − w−(Ya) + w+(Ya)),

where by w+(x) (resp. w−(x)) we denote the sum of the positive weights (resp. negative) of the
induced C∗-action on TX,x.

Proof. Combining Lemma 2.1.50, together with the description of the linearization of TX done
in [10, Lemma 3.11], we conclude. ■

Corollary 2.1.52. In the situation of Lemma 2.1.51, suppose that the C∗-action is equalized.
Then

KX · C = ν−(Yb) − ν+(Yb) − ν−(Ya) + ν+(Ya).

2.2 Geometric invariant theory for C∗-actions

In this section we describe the geometric and semigeometric quotients of a polarized pair under
an action of C∗. To this end, we first recall some standard notions regarding geometric invariant
theory for reductive group actions, following [18]. We then focus on the case of C∗-actions, giving
a complete description of the possible geometric quotients using the theory of sections developed
in [6].

Let us first review the various definitions of quotients.

Definition 2.2.1. Let G be an algebraic group acting on a variety X. A categorical quotient
is a G-invariant morphism ϕ : X → Y , onto a variety Y , which is universal; that is, every other
G-invariant morphism f : X → Z factors uniquely through ϕ so that there exists h : Y → Z such
that f = h ◦ ϕ.

Remark 2.2.2. [45, Chap. 0, §2, (2)] If X is normal, then also the categorical quotient Y is
normal.

Definition 2.2.3. Let G be an algebraic group acting on a variety X. A morphism ϕ : X → Y
is a semigeometric quotient if

1. ϕ is G-invariant;

2. ϕ is surjective;

3. for every open subset U ⊂ Y , it holds OY (U) ≃ OX(ϕ−1(U))G;

4. given W ⊂ X closed and G-invariant, the image ϕ(W ) is closed;

5. if W1,W2 are disjoint closed G-invariant subsets of X, then ϕ(W1) and ϕ(W2) are disjoint;

6. ϕ is affine.

Let us remind that, in this setting, the notion of semigeometric quotient coincides with the
one of good quotient introduced by Seshadri (see [58, Definition 1.5]).

Definition 2.2.4. Let G be an algebraic group acting on a variety X. A morphism ϕ : X → Y
is a geometric quotient if it is semigeometric and for any point y ∈ Y , the preimage ϕ−1(y) is a
single orbit.
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Lemma 2.2.5. [18, Proposition 6.1] Semigeometric quotients are categorical.

Notation 2.2.6. Let G be an algebraic group acting on a variety X. We denote the semige-
ometric (resp. geometric) quotients of X by G as X // G (resp. X/G). Let us notice that the
double slash notation X //G is meant to remind that the semigeometric quotient is not an orbit
spaces, that is some orbits may be identified.

Set-up 2.2.7. Let G be a reductive algebraic group acting on a polarized pair (X,L).

As already noticed in Lemma 2.1.37 in the case of C∗-actions, for every m ≥ 0 there exists
an induced G-action on H0(X,mL), and thus on the section ring R(X;L). Moreover, as in the
case of Corollary 2.1.38 for C∗-actions, up to consider a multiple, assume that L is very ample:
then we obtain a G-equivariant embedding X ↪→ P(H0(X,L)).

Definition 2.2.8. In the situation of Set-up 2.2.7, we define the G-invariant section ring of
(X,L) under the G-action as

R(X;L)G :=
⊕
m≥0

H0(X,mL)G.

Definition 2.2.9. In the situation of Set-up 2.2.7, a point x ∈ X is said to be:

� semistable if there exists a G-invariant section σ ∈ H0(X,mL)G, for some m ≥ 0, such that
σ(x) ̸= 0 and Xσ = {y ∈ X | σ(y) ̸= 0} is affine;

� stable if it is semistable, dimGx = dimG and the action of G on Xσ is closed;

� unstable if it is not semistable.

We denote by Xss(L) (resp. Xs(L)) the set of semistable (resp. stable) points of X under the
G-action with the chosen linearization of L.

Theorem 2.2.10. [18, Theorem 3.3] The G-invariant section ring R(X;L)G is a finitely gen-
erated graded C-algebra.

Theorem 2.2.11. In the situation of Set-up 2.2.7, the rational map ϕ : X 99K ProjR(X;L)G,
given by the inclusion R(X;L)G ⊂ R(X;L), restricts to a morphism

ϕ : Xss(L) → Xss(L) // G := ProjR(X;L)G

which is a semigeometric quotient, and Xss(L) // G is a normal projective variety. Moreover,
there exists an open subset Y s ⊂ Xss(L) // G such that ϕ−1(Y s) = Xs(L) and ϕ : Xs → Y s is a
geometric quotient for the G-action on Xs(L).

We remind that, by construction, the semigeometric quotient Xss(L) // G depends on the
choice of a linearization.

Example 2.2.12. Given q = (q0, . . . , qn) ∈ Nn+1, consider the C∗-action on Cn+1 defined as

t · x = (tq0x0, . . . , t
qnxn),

for t ∈ C∗, x ∈ Cn+1. The open subset Cn+1 \ {0} is C∗-invariant and stable, and we call the
geometric quotient Pq := P(q0, . . . , qn) a weighted projective space.
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2.2.1 GIT-quotients of C∗-actions and admissible quotients

In this section, following [6], we describe all the geometric and semigeometric quotients of a
polarized pair (X,L) under a C∗-action in terms of the ordered set of fixed point components of
X.

Set-up 2.2.13. Let C∗ act on a polarized pair (X,L). Suppose that the action is normalized,
with bandwidth δ and criticality r.

Definition 2.2.14. In the situation of Set-up 2.2.13, let Y, Y ′ ∈ Y. We say that Y is smaller
than Y ′, and write Y ≼ Y ′, if X−(Y ) ∩X+(Y ′) ̸= ∅, that is there exists an orbit converging at
Y for t→ ∞, and to Y ′ for t→ 0.

Remark 2.2.15. Notice that the order introduced in Definition 2.2.14 is opposite to the one
originally defined in [6, Definition 1.1]. The motivation behind our choice lies in the property
that, given Y, Y ′ ∈ Y such that Y ≼ Y ′, we also have that µL(Y ) ≤ µL(Y ′).

Lemma 2.2.16. [6, Proposition 2.3] For every inner component Y ∈ Y◦, it holds that Y− ≼
Y ≼ Y+.

Definition 2.2.17. A semisection is a partition of Y in a triple (Y−,Y0,Y+) such that, if
Y ∈ Y− ⊔ Y0, and Y ′ ≼ Y , then Y ′ ∈ Y−.

A section is a semisection such that Y0 = ∅, Y± ̸= ∅.

Definition 2.2.18. In the situation of Set-up 2.2.13, Let (Y−,Y0,Y+) be a semisection. Then
the subset of X

U := X \ (
⋃

Y ∈Y+

X+(Y ) ⊔
⋃

Y ∈Y−

X−(Y ))

is called a semisectional set. A subset U associated to a section is called a sectional set.

Theorem 2.2.19. [6, Theorem] Let X be a normal projective variety with an action of C∗. If
U is a semisectional set, then U is open, C∗-invariant, and there exists a semigeometric quotient
U → U // C∗. Moreover, if U is sectional, then the quotient U → U/C∗ is geometric.

We now present a specific family of sections and semisections whose associated geometric and
semigeometric quotients, as we will see in Theorem 2.2.30, are not only complete, but actually
projective.

Lemma 2.2.20. [48, Construction 1] In the situation of Set-up 2.2.13, for any index i = 0, . . . , r
consider the following partition of Y:

Y− := {Y ∈ Y | µL(Y ) < ai},
Y0 := {Y ∈ Y | µL(Y ) = ai},
Y+ := {Y ∈ Y | µL(Y ) > ai}.

Then (Y−,Y0,Y+) is a semisection. We denote by Xss(i, i) the associated semisectional subset.

Corollary 2.2.21. [48, Construction 1] For any index i = 0, . . . , r − 1, consider the following
partition of Y:

Y− := {Y ∈ Y | µL(Y ) ≤ ai},
Y+ := {Y ∈ Y | µL(Y ) ≥ ai+1}.

Then (Y−,Y+) is a section, whose associated sectional open subset will be denoted by Xs(i, i+1).
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Let us compute a specific case in the following:

Example 2.2.22. Given a C∗-action on a polarized pair (X,L) with criticality 4, let us compute
for example Xs(1, 2): by construction we have that

Xs(1, 2) = X \ (Y− ∪X+(Y1) ∪X−(Y2) ∪X−(Y3) ∪ Y+),

since X±(Y∓) = Y∓. We may intuitively represent Xs(1, 2) by means of the following picture,
where the colored part is the one removed:

Proposition 2.2.23. [6, Lemma 2.2] In the situation of Set-up 2.2.13, the set of semistable
points Xss(L) is semisectional.

Thus by Theorem 2.2.19 the subsets Xss(i, i) and Xs(i, i + 1) are non-empty, open and
C∗-invariant.

Notation 2.2.24. Thanks to Theorem 2.2.19, every semisectional set gives rise to a semigeomet-
ric quotient. Therefore, for any i = 0, . . . , r, we denote by πi : X

ss(i, i) → SXi := Xss(i, i) // C∗

the semigeometric quotient. For any i = 0, . . . , r − 1, we denote by πi : X
s(i, i + 1) → GXi :=

Xs(i, i+ 1)/C∗ the geometric quotient.

The first and the last geometric and semigeometric quotient play a fundamental role in the
forthcoming discussion, thus we introduce a special notation which resembles the role of sink and
source:

Notation 2.2.25. The geometric quotients

π0 : Xs(0, 1) → GX(0, 1), πr−1 : Xs(r − 1, r) → GX(r − 1, r)

will be respectively also denoted by

π− : Xs
− → GX−, π+ : Xs

+ → GX+.

Similarly, the semigeometric quotients

π0 : Xss(0, 0) → SX(0, 0), πr : Xss(r, r) → SX(r, r)

will be also respectively denoted by

π− : Xss
− → SX−, π+ : Xss

+ → SX+.
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Definition 2.2.26. The geometric (resp. semigeometric) quotients GX± (resp. SX±) will be
called extremal and we will respectively denote them by GX−,GX+ (resp. SX−,SX+). Every
geometric (resp. semigeometric) quotient which is not extremal is called inner.

Remark 2.2.27. In the situation of Set-up 2.2.13, the extremal semisectional and sectional set
can be described as:

Xss
± = X±(Y±), Xs

± = X±(Y±) \ Y±.
In particular, it holds that SX± ≃ Y±.

Remark 2.2.28. There exist natural morphisms GX± → SX± ≃ Y±.

We now show that semigeometric and geometric quotients are projective. To this end, we
first introduce the following:

Definition 2.2.29. In the situation of Set-up 2.2.13, for any rational number τ ∈ [0, δ] ∩Q, let
Iτ be the homogeneous ideal

Iτ :=
⊕

m≥0,mτ∈Z
H0(X,mL)mτ ,

and let R(X;L)τ be the graded subalgebra of R(X;L) defined as

R(X;L)τ :=
⊕

m≥0,mτ∈Z
H0(X,mL)mτ ,

where we recall that the subindex mτ denotes the direct summand of H0(X,mL) on which C∗

acts with weight equal to mτ .

Theorem 2.2.30. [48, Proposition 2.11] In the situation of Set-up 2.2.13, the geometric and
semigeometric quotients GXi,SXi are normal projective varieties. In particular:

� For every i = 0, . . . , r− 1, and every τ ∈ (ai, ai+1)∩Q, it holds that the set of stable points
Xs(i, i+ 1) can be described as

Xs(i, i+ 1) = X \ Z(Iτ ⊗R(X;L)τ R(X;L))

and the geometric quotient GXi can be obtained as

GXi = ProjR(X;L)τ = Proj
⊕

m≥0,mτ∈Z
H0(X,mL)mτ ;

� For every i = 0, . . . , r, it holds that the semisectional set Xss(i, i) can be described as

Xs(i, i) = X \ Z(Iai ⊗R(X;L)ai
R(X;L))

and the semigeometric quotient SXi can be obtained as

SXi = ProjR(X;L)ai = Proj
⊕
m≥0

H0(X,mL)mai ;

If we assume that the C∗-action is equalized, using a Corollary of Luna Slice Theorem (see
[45, Corollary in p.199]) we may conclude that the geometric quotients are smooth, as explained
in the following:

Lemma 2.2.31. [48, Lemma 2.14] Suppose that the C∗-action on X is equalized. Then the
geometric quotients πi : Xs(i, i+ 1) → GXi are C∗-principal bundles. In particular, if moreover
X is smooth, then its geometric quotient GXi, for i = 0, . . . , r − 1, are smooth.
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2.3 Birational geometry induced by C∗-actions

In this section we investigate the birational geometry of the geometric quotients of a polarized pair
under a C∗-action. We introduce some fundamental notions, such as B-type actions, bordisms,
and geometric realization of a birational map (see respectively Definitions 2.3.2, 2.3.7, 2.3.19).
We finish by introducing an algebro-geometric operation, named pruning, which allows to easily
construct several C∗-equivariant birational modifications of a variety (see Definition 2.3.24).

Set-up 2.3.1. Let C∗ act on a polarized pair (X,L). Suppose that the action is normalized,
with bandwidth δ and criticality r.

Definition 2.3.2. In the situation of Set-up 2.3.1, the C∗-action is of B-type if the natural maps
GX± → SX± are isomorphisms.

As we will see in Remark 2.3.29, the condition of being B-type is not very restrictive, as
one can always perform a C∗-equivariant birational modification of X in order to assume the
C∗-action is of B-type.

As a corollary, noticing that the set of orbits joining Y− and Y+ is open and non-empty (cf.
Remark 2.1.18), we may write that:

Lemma 2.3.3. [49, Lemma 3.4] Let X be a smooth projective variety with an action of C∗ of
B-type. Then there exists a birational map

ψ̃ : Y− 99K Y+,

with Exc(ψ̃) =
⊔
Y ̸=Y+∈Y X

+(Y )∩Y−, which associates to every point y ∈ Y− \Exc(ψ̃) the limit,
for t→ 0, of the unique orbit having y as limit for t→ ∞.

The above Lemma was the starting point for the investigation of [49]. Indeed the above
birational map is the simplest manifestation of the deeper birational equivalence linking all the
geometric quotients of a polarized pair under an action of a reductive algebraic group. In our
setting, we can generalize the above Lemma as follows:

Proposition 2.3.4. In the situation of Set-up 2.3.1, there exists a birational map

ψ : GX− 99K GX+

which factorizes among the inner geometric quotients

GX− GX1 . . . GX+.
ψ1 ψ2 ψr

The map ψ is called the natural birational map associated to the C∗-action on (X,L).

Proof. The existence of such birational maps follows by using that the intersection
⋂r−1
i=0 X

s(i, i+
1) is open and non-empty. ■

Lemma 2.3.5. In the situation of Set-up 2.3.1, for every i = 1, . . . , r, the exceptional locus of
the birational map ψi : GXi−1 99K GXi (resp.of ψ−1

i ) is contained into (X+(Yi) \ Yi)/C∗ (resp.
(X−(Yi) \ Yi)/C∗).

Lemma 2.3.6. [48, Remark 2.13] In the situation of Set-up 2.3.1, the birational maps among
the geometric quotients GXi, for i = 0, . . . , r − 1, fit in a commutative diagram, whose diagonal
arrows are contractions:
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GX− GX1 GXr−2 GX+

SX− SX1 . . . SXr−1 SX+

In the next chapters, we will construct explicit examples of the natural birational map ψ;
before doing so, we aim to find a sufficient criterion which guarantees that ψ is an isomorphism
in codimension 1.

Definition 2.3.7. In the situation of Set-up 2.3.1, a C∗-action is called a bordism if it is of
B-type and, for every inner component Y ∈ Y◦, the closure of the Bia lynicki-Birula cells X±(Y )
does not contain codimension one subvarieties.

The notion of bordism has been introduced in [49, Definition 3.8] for smooth projective
varieties. In that setting, we have the following characterization (cf. Lemma 2.1.20):

Lemma 2.3.8. [49, Corollary 3.7] Let C∗ act on a smooth projective variety X. Then the C∗-
action is a bordism if and only if the restriction map Pic(X) → Pic(Y−) fits into a short exact
sequence

0 → Z[Y+] → Pic(X) → Pic(Y−) → 0.

Lemma 2.3.9. Let (X,L) be a polarized pair with an action of C∗ which is a bordism. Then
the natural birational map ψ : GX− 99K GX+ is a small modification.

Proof. By construction, Exc(ψ) =
⋃
Y ̸=Y+∈Y(X+(Y ) ∩ Y−)/C∗. Since by hypothesis for every

Y ∈ Y◦ the BB-cell X+(Y ) is not a divisor, we conclude. ■

We notice that being a bordism is a global property of a C∗-action. We may define a local
version of such notion, by asking that, for a certain index i, the set of stable points Xs(i, i+ 1)
does not contain divisors, as in the following:

Definition 2.3.10. In the situation of Set-up 2.3.1, a geometric quotient GXi is admissible if
X \ (Xs(i, i+ 1) ∪ Y±) does not contain codimension one subvarieties.

Remark 2.3.11. Given a C∗-action on (X,L), every geometric quotient is admissible if and
only if for every component Y ∈ Y◦ it holds codimX±(Y ) ≥ 2.

Lemma 2.3.12. If GXi is not admissible, then either every GXk, for k < i, or every GXm, for
m > i, is not admissible.

Proof. By assumption, X \ (Xs(i, i + 1) ∪ Y±) contains a divisor. Thus by construction such
a divisor will be contained either in the closure of a cell X+(Yj), if j ≤ i, or in the closure of
X−(Yj), if j ≥ i + 1. Let us prove the statement in the first case, being the other similar. By
definition, for any m > i the cell X+(Yj) will be contained in X \ (Xs(m,m+ 1) ∪ Y±), proving
that any other quotient GXm will not be admissible. ■

Corollary 2.3.13. If GX− and GX+ are admissible, then every geometric quotient GXi, for
i = 1, . . . , r − 2 is admissible, too.

Corollary 2.3.14. A B-type C∗-action is a bordism if and only if every geometric quotient is
admissible.

We conclude this section by introducing a way to lift up the divisors from the geometric
quotients GXi to the variety X:
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Definition 2.3.15. Let the C∗-action on (X,L) be a bordism. For every index i = 0, . . . , r−1, we

define an extension map as ei : Div(GXi) → Div(X), D 7→ ei(D) = π−1
i (D), where πi : X

s(i, i+
1) → GXi is the geometric quotient map.

Lemma 2.3.16. For any f ∈ C(GXi), ei(div(f)) = div(f ◦ πi).

Proof. We have div(f ◦ πi) = π−1
i (div(f)) + E, where E is a prime divisor in X \Xs(i, i + 1).

Since GXi is admissible by Corollary 2.3.14, E = 0. ■

Lemma 2.3.17. For any D,D′ ∈ Div(GXi) such that D ∼ D′, it holds ei(D) ∼ ei(D
′).

Proof. Suppose that D′ = D + div(f). Then, using Lemma 2.3.16, we obtain:

ei(D
′) = π−1

i (D′) = π−1
i (D + div(f)) =

= π−1
i (D) + π−1

i (div f) = ei(D) + ei(div(f)).

■

Lemma 2.3.18. Let C∗ act on the polarized pair (X,L). Then every Cartier divisor in X is
linearly equivalent to a C∗-invariant divisor. Moreover, the action of C∗ on X is a bordism if
and only if the only C∗-invariant divisors are linear combinations of Y±, and the divisors of the
form ei(E), for E ∈ Div(GXi).

Proof. Since every Cartier divisor is difference of two very ample divisors, it suffices to show that
every very ample divisor is linearly equivalent to a C∗-invariant one. Let us consider the induced
C∗-action on the linear system |A1|, with A1 very ample; such action will have at least a fixed
point, which is associated to a C∗-invariant divisor, hence we conclude.

We now show the second part of the statement, noting that the only if part is obvious. Let
us then assume that the C∗-action on X is a bordism. Note that the divisors of the form ei(E),
E ∈ Div(GXi) are clearly C∗-invariant. Now let D be an irreducible C∗-invariant divisor. If D is
pointwise fixed by the action, then it is either the sink or the source, by definition of bordism.
On the other hand, if D is C∗-invariant but not pointwise fixed, then it contains an (n − 2)-
dimensional family of 1-dimensional orbits (whose union is dense in D). Let C∗p be the general
element of this family, and let Y1, Y2 be the fixed point components of the action containing the
sink and the source of C∗p, respectively. It follows that D ⊂ X−(Y1) ∩ X+(Y2), and from the
definition of bordism we conclude that Y1 = Y−, Y2 = Y+. It then easily follows that D can be
written as divisor of the form ei(E), for E ∈ Div(GXi). ■

2.3.1 Geometric realization of a birational map

Let us introduce the notion of geometric realization of a birational map, which is the milestone
of our discussion.

Definition 2.3.19. Given a birational map φ : Z− 99K Z+ between normal projective varieties,
a geometric realization of φ is a normal projective variety X, endowed with a C∗-action of B-type
such that the sink and the source are precisely Z−, Z+ and the natural birational map ψ among
them, defined in Proposition 2.3.4, coincides with φ.

We remark that such definition has been already introduced in [51, Definition 2.10]; however,
there is a slight difference, as we ask that the C∗-action is also of B-type. Intuitively, a geometric
realization can be thought as a projective compactification of the birational map. As we will
see in Chapters 4, 5 and 6, geometric realizations provides a new bridge between algebraic torus
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2.3. Birational geometry induced by C∗-actions

actions and birational geometry; more precisely, several properties of the birational map φ, such
as its factorizations, can be well understood in terms of VGIT of the geometric quotients of the
geometric realization under the C∗-action.

Let us present an example of a geometric realization of the standard Cremona involution:

Example 2.3.20. Consider the standard Cremona transformation

φ : P2 99K P2, (x : y : z) 7→ (yz : xz : xy).

We aim to construct a geometric realization of φ. To this end, let X = P1×P1×P1, and consider
the C∗-action on (X,OX(1, 1, 1)) defined as follows:

t · ((x0 : x1), (y0 : y1), (z0 : z1)) → ((x0 : tx1), (y0 : ty1), (z0 : tz1)).

The sink and the source of the C∗-action are respectively y− = ((0 : 1), (0 : 1), (0 : 1)) and
y+ = ((1 : 0), (1 : 0), (1 : 0)), and the induced C∗-action on TX,y± are (±13), where the exponent
denote the occurrence of the weight. We may represent the C∗-action on P1 ×P1 ×P1 by means
of the following image:

The two red triangles are the polytopes of the extremal geometric quotients, which are isomorphic
to P2, and the blue hexagon is the polytope of the inner geometric quotient, which is the blow-up
of P2 along 3 points. The C∗-action is equalized, thus using Lemma 2.1.28, Remark 2.2.27 and
that P(N∨

y±|X) ≃ P2, one may then easily show that the natural birational map ψ : GX− 99K GX+

coincides with the standard Cremona transformation.

Remark 2.3.21. Geometric realizations are not, in general, unique. For instance, let X be a
smooth projective variety which is a geometric realization of a birational map φ : Y− 99K Y+
among smooth projective varieties, and let Y be an inner component of XC∗

. Let X♭ be the
blow-up of X along Y . The blow-up map X♭ → X is C∗-equivariant, and the birational map
among the extremal geometric quotients of X♭ coincide with φ. As we will see in Remark 5.1.13,
even if the C∗-action on a geometric realization X is a bordism, the uniqueness of X does not
hold.

2.3.2 Pruning of a variety

This section is devoted to the construction of the pruning of a variety with a C∗-action (see
Definition 2.3.24). As we will see, such fundamental procedure will be vastly used in the forth-
coming discussion because, as we will see, pruning are geometric realizations of composition
of the natural birational maps among the inner geometric quotients. Before stating the main
result concerning the pruning (see Theorem 2.3.27), we present an intuitive idea about such
construction.
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Set-up 2.3.22. Let (Z,E) be a polarized pair with a normalized C∗-action with bandwidth δ
and criticality r. Let ρ−, ρ+ ∈ [a0, ar]∩Q, with ρ− < ρ+. We assume that ρ− ∈ (ah, ah+1), ρ+ ∈
(aj , aj+1).

We can picture the critical values of the C∗-action on (Z,E) as the first segment below:

The pruning of (Z,E) with respect to ρ± is a normal projective variety X, which is denoted by
P(Z)

ρ+
ρ− , endowed with a C∗-action such that the sink is GZh, the source is GZj , and there exists a

C∗-equivariant birational map Z 99K X which is an isomorphism over X \(X−(GZh)∪X+(GZj)).
Intuitively, we have cut the segment at the level of ρ±, obtaining a C∗-equivariant modification
of X, and removing the fixed point components of weights small or equal than ah (resp. greater
or equal than aj+1), as in the second segment above.

The pruning is quite helpful in different contexts. For instance, a pruning along the extremal
intervals (see Notation 2.3.25) is a generalization of a blow-up, because it replaces the sink and
the source with two codimension 1 subvarieties, namely the extremal geometric quotients of the
action. Moreover, if the variety is smooth and the action is equalized, the procedure of blow-up
coincides with a pruning along the extremal intervals (see Lemma 2.3.35).

Moreover, as we will see, under certain hypothesis, a pruning allows us to construct C∗-
equivariant birational modifications of the C∗-variety which are bordisms (see Proposition 2.3.31).

Lemma 2.3.23. In the situation of Set-up 2.3.22, assume furthermore that ρ± are integers,
that E is very ample, and that the embedding Z ⊂ P(H0(Z,E)) is projectively normal. Then the
C-algebra

S :=
⊕
m≥0

mρ+⊕
k=mρ−

H0(Z,mE)k.

is finitely generated.

Proof. We will show that the C-algebra

S̃ :=
⊕
m≥0

mρ+⊕
k=mρ−

Sm H0(Z,E)k,

is finitely generated, and that the natural homomorphism ĩ∗ : S̃ → S is surjective.
We first prove that the algebra S̃ is finitely generated. To this end, since E is ample using

[10, Lemma 2.4] we may suppose that H0(Z,E) is generated by s1, . . . , sn, with si ∈ H0(Z,E)wi

for every i, where wi ∈ [a0, ar] ∩ Z are the weights of the induced C∗-action on H0(Z,E). The

monomials
∏
i s
mi
i in Sm(H0(Z,E)) belonging to S̃ are those which satisfy the following system

of inequalities: 
∑n
i=1(wi − ρ−)mi ≥ 0,∑n
i=1(ρ+ − wi)mi ≥ 0,

mi ≥ 0.

This is a rational polyhedral cone in Rn, therefore by Gordan’s Lemma its intersection with the
lattice of monomials is finitely generated.
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2.3. Birational geometry induced by C∗-actions

Finally, in order to prove that ĩ∗ is surjective we simply note that the natural map
i∗ : Sym(H0(Z,E)) →

⊕
m≥0 H0(Z,mE) is surjective –thanks to the projective normality of

Z ⊂ P(H0(Z,E))– and C∗-equivariant. ■

We remark that the Lemma above holds in a greater generality, but we have presented it in
this way for the sake of simplicity.

Definition 2.3.24. In the situation of Set-up 2.3.22, let d ∈ Z>0 be the minimum positive
integer such that ρ±d ∈ Z. We define the pruning of (Z,E) with respect to ρ−, ρ+ as:

P(Z)ρ+ρ− := ProjS(nd), n≫ 0,

where S(nd) is the graded C-algebra S(nd) =
⊕

m≥0 S
(nd)
m whose graded pieces are defined by

S(nd)
m :=

mndρ+⊕
k=mndρ−

H0(Z,mndE)k, m ≥ 0.

Notation 2.3.25. A pruning with respect to the extremal intervals, denoted by P(Z)+−, is a
pruning where ρ− ∈ (a0, a1), ρ+ ∈ (ar−1, ar).

Remark 2.3.26. Note that S(nd) is finitely generated for n ≫ 0 by Lemma 2.3.23, and that
ProjS(nd) = ProjS(n′d) for n, n′ ≫ 0, then X is well-defined and depends only on the pair (Z,E)
and on the rational numbers ρ−, ρ+. Furthermore, the pruning of (Z,E) with respect to ρ−, ρ+
is equal to the pruning of (Z, nE) with respect to nρ−, nρ+, for any n > 0.

Theorem 2.3.27. In the situation of the Set-up 2.3.22, take ρ− ∈ (ah, ah+1) ∩ Q, ρ+ ∈
(aj , aj+1) ∩ Q for some h, j ∈ {0, . . . , r − 1}. Then the pruning X = P(Z)

ρ+
ρ− of (Z,E) with

respect to ρ−, ρ+ is a normal projective variety, endowed with a B-type C∗-action whose sink
and source are, respectively, GZh,GZj. Moreover there exists a C∗-equivariant birational map
Φρ−,ρ+ : Z 99K X.

The proof of Theorem 2.3.27 will be divided in several steps. Without loss of generality, using
Remark 2.3.26, we may assume –by exchanging E with a suitable multiple– that d = n = 1 and
ρ± ∈ Z. Note that, by construction, the action of C∗ on R(Z;E) restricts to an action on

S =
⊕
m≥0

mρ+⊕
k=mρ−

H0(Z,mE)k ⊂ R(Z;E),

providing a C∗-action on X = Proj(S) such that the natural map Φρ−,ρ+ : Z 99K X is C∗-
equivariant.

Along the proof, we will use the following notation. For every m > 0, we will consider the
decomposition Sm = S−

m ⊕ S0
m ⊕ S+

m, where

S±
m := H0(Z,mE)mρ± , S0

m :=
⊕

mρ−<k<mρ+

H0(Z,mE)k.

For every homogeneous element f ∈ Sm, m > 0, we will denote D+(f,X) := Spec
(
S(f)

)
⊂ X.

Then we define the following open subsets of X:

U± :=
⋃
m>0

⋃
f∈S±

m

D+(f,X), U0 :=
⋃
m>0

⋃
f∈S0

m

D+(f,X),

and note that, by construction, X = U− ∪ U0 ∪ U+, and that U0, U± are C∗-invariant.
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Step 1. The variety X = Proj(S) is normal.

Proof. We will show that the affine open subsets D+(f,X) ⊂ X are normal, for every f ∈
S−
m ∪ S0

m ∪ S+
m.

Let us start with the case in which f ∈ S0
m. We claim that

S(f) = R(Z;E)(f) (2.1)

The “⊂” inclusion is obvious by construction, let us prove the converse. Given an element
g
fa ∈ R(Z;E)(f), with g, fa ∈ Sma, we can decompose g =

∑maδ
k=0 gk, with gk ∈ H0(Z,mE)k.

There exists a suitable l ≥ 0 – it is enough to take l ≥ maρ−,ma(δ − ρ+)– for which

f lg ∈ S0
m(a+l), therefore

f lg

f l+a
∈

(⊕
m>0

S0
m

)
(f)

,

thus we obtain the other inclusion. This tells us that D+(f,X) is isomorphic to an open subset
D+(f, Z) := Spec

(
R(Z;E)(f)

)
of Z, hence normal.

Next we prove that D+(f,X) is normal for every f ∈ S−
m (the proof for f ∈ S+

m is analogous).
Note that in this case the inclusion S(f) ⊂ R(Z;E)(f) is not an equality in general, but an
argument analogous to the one above tells us that:

R(Z,E)(f) = (S′)(f) , where S′ :=
⊕
m≥0

mρ+⊕
k=0

H0(Z,mE)k.

Let us now consider a polynomial ring in one variable C[y], and consider the C∗-action on it
given by t · (

∑
b cby

b) =
∑
b cbt

−byb. We then consider the induced C∗-action on the C-algebra
S := S′

(f) ⊗C C[y] = S′
(f)[y]. Note that the variety Spec(S) = D+(f, Z) × C is normal, and so it

is its categorical quotient by the induced C∗-action (cf. Remark 2.2.2), which is Spec
(
S
C∗)

.

We may then conclude by noting that we have an isomorphism φ : S
C∗

→ S(f). In fact, every

element of S
C∗

can be written as a finite sum of the form:

ma(ρ+−ρ−)∑
b=0

gb
fa
yb, where gb ∈ H0(Z,maE)maρ−+b.

The required isomorphism is then given by φ
(∑

b≥0
gb
fa
yb
)

=
∑
b≥0

gb
fa

. ■

Step 2. The natural C∗-equivariant map Φρ−,ρ+ : Z 99K X is birational.

Proof. Using Step 1, it suffices to notice that, as in the proof of the previous step, the inclusion
of graded C-algebras S ⊂ R(Z;E) induces isomorphisms S(f) ≃ R(Z;E)(f) for every f ∈ S0

m,
m > 0. In particular the induced rational map Z 99K X sends the affine open set D+(f, Z) ⊂ Z
isomorphically onto D+(f,X) ⊂ X. Note that this in particular tells us that the open set U0 ⊂ X
introduced above is the isomorphic image of the open subset

⋃
m>0

⋃
f∈S0

m
D+(f, Z) ⊂ Z. ■

Since the algebra S is finitely generated by Lemma 2.3.23, there exists a positive integer d′

such that S(d′) =
⊕

m≥0 Sd′m is generated in degree 1. Therefore X ⊂ PN := P(Sd′), and let us
denote by L = OPN (1)|X . Since X is normal, L is C∗-linearizable. For the rest of the section we
will consider the C∗-action on the polarized pair (X,L).
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Step 3. The sink and the source of the C∗-action on the pruning X of Z are isomorphic to
GZh,GZj, respectively. The inner fixed components of X are isomorphic to the fixed point compo-
nents of Z of weights equal to ah+1, . . . , aj. Furthermore, the criticality of the induced C∗-action
on (X,L) is equal to j − h+ 1.

Proof. Note first that we have a surjective homomorphism of C-algebras:

S =
⊕
m≥0

mρ+⊕
k=mρ−

H0(Z,mE)k →
⊕
m≥0

H0(Z,mE)mρ− ,

which translates into an inclusion of varieties:

GZh = Proj
⊕
m≥0

H0(Z,mE)mρ− ↪−→ X.

By construction, GZh is fixed by the C∗-action. Moreover, using [49, Remark 2.12], the induced
C∗-action on the projective space PN = P(Sd′) ⊃ X defined above as sink P(H0(Z, d′E)d′ρ−).

Then we may conclude that GZ(h, h+1) ⊂ X is the sink of X by noting that P(H0(Z, d′E)d′ρ−)∩
X = GZ(h, h + 1). In a similar way, one may prove that the source of X is isomorphic to
Proj

⊕
m≥0 H0(Z,mE)mρ+ ≃ GZj .

In order to compute the inner fixed point components of X, we note first that the complement
of the extremal fixed point components of X is the open set U0 =

⋃
m>0

⋃
f∈S0

m
D+(f,X), which

is C∗-equivariantly isomorphic to an open set
⋃
m>0

⋃
f∈S0

m
D+(f, Z) ⊂ Z (see Step 2), whose

fixed point components are the fixed point components of Z of L-weight µL(Y ) ∈ {ah+1, . . . , aj}.
Finally, considering the embedding X ⊂ PN , the inner fixed point components of X are

the irreducible components in the intersections X ∩ P(H0(Z, d′E)d′ai), i ∈ {h + 1, . . . , j}. In
particular, the criticality of the C∗-action on the polarized pair (X,L) is j − h+ 1. ■

Step 4. The C∗-action on (X,L) is of B-type.

Proof. Using Theorem 2.2.30 and the arguments above one may show that, for every i = h +
1, . . . , j− 1, it holds GXi−h ≃ GZi. Therefore since GZ0 and GZr−1 are the sink and the source of
the C∗-action in X by Step 3, we conclude. ■

Using Steps 1, 2, 3 and 4 we conclude the proof of Theorem 2.3.27.

Corollary 2.3.28. In the situation of Set-up 2.3.22, the indeterminacy locus of Φρ−,ρ+ : Z 99K
P(Z)

ρ+
ρ− is

Ind(Φρ−,ρ+) =
⋃

µL(Y )≤ah

Z+(Y ) ∪
⋃

µL(Y )≥aj+1

Z−(Y ).

We now collect several results about pruning of varieties we will use in the forthcoming
chapters.

Remark 2.3.29. Since one can always perform a pruning P(Z)+− along the extremal intervals,
we can assume that a C∗-action on a polarized pair (X,L) is of B-type.

Remark 2.3.30. In the case in which ρ± belong to the same open interval (ai, ai+1), then the
resulting variety will be a P1-fibration over the geometric quotient GZ(i, i+ 1), whose fibers are
the closures of the 1-dimensional orbits of the induced C∗-action. The sink and the source of the
action are two sections of the fibration.
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Proposition 2.3.31. In the situation of Set-up 2.3.22, suppose that codimZ±(Y ) ≥ 2 for every
fixed point component Y with h < µE(Y ) < j. Then the C∗-action on the pruning X is a
bordism.

Proof. On one hand, by Step 4, the C∗-action on X is of B-type. On the other, using Steps 2
and 3 we conclude codimX±(Y ) ≥ 2, that is X is a bordism. ■

Corollary 2.3.32. In the situation of Set-up 2.3.22, consider the birational map ψk : GXk 99K
GXk+1, with k = 0, . . . , r− 1. Then the pruning P(Z)

τ+
τ− of Z with respect to τ− ∈ (ak, ak+1)∩Q

and τ+ ∈ (ak+1, ak+2) ∩Q is a geometric realization of ψk.

More generally, every birational map ψk+w◦. . .◦ψk : GZk 99K GZk+w, for any k,w ∈ {0, . . . r−
1} such that k + w ≤ r − 1, admits a geometric realization given by the pruning P(Z)

τ+
τ− , with

τ− ∈ (ak, ak+1), τ+ ∈ (ak+w, ak+w+1).

Lemma 2.3.33. In the situation of Set-up 2.3.22, suppose that the action is of B-type. Then
the pruning with respect to the extremal intervals is isomorphic to Z.

Proof. It suffices to show that Ind(Φh,j) = ∅. Indeed by Corollary 2.3.28 it holds Ind(Φ−,+) =
Y− ∪ Y+. Since the action is of B-type, and thus Y± = GZ± ≃ GX±, we conclude. ■

Lemma 2.3.34. Let (Z,E) be a smooth polarized pair, with ρZ = 1. Consider an equalized
C∗-action on (Z,E). Then the pruning along the extremal intervals P(Z)+− is a bordism if and
only if dimY± > 0.

Proof. Let us prove that if dimY± > 0, then P(Z)+− is a bordism, being the other implication
trivial by definition of bordism. By [49, Lemma 2.8 (1)], ν±(Y ) ≥ 2 for every Y ∈ Y◦. Since
P(X)+− is of B-type by construction (see Step 4), we conclude. ■

Lemma 2.3.35. [51, Remark 2.7] In the situation of Set-up 2.3.22, suppose that Z is smooth
and that the C∗-action is equalized at Y±. Then the pruning with respect to the extremal intervals
coincides with the blow-up of Z along Y±.

Lemma 2.3.36. In the situation of Set-up 2.3.22, suppose that Z is smooth, the C∗-action is
equalized and a bordism. Then every pruning P(Z)

ρ+
ρ− is smooth. In particular every birational

map Φρ−,ρ+ : Z → P(Z)
ρ+
ρ− is a small Q-factorial modification.

Proof. We argue as in the proof in the Step 1. Indeed, consider the open subsets U0, U± defined
in Step 1. The smoothness of U0 follows since Z is smooth. On the other hand, U± are C-
principal bundles over GZ±, which are smooth by Lemma 2.2.31, hence the smoothness of U±
follows. Since X = U− ∪ U0 ∪ U+, we conclude. ■

2.4 Mori dream spaces and Mori dream regions

In this section we introduce and discuss the notions of Mori dream spaces and Mori dream
regions (see respectively Definitions 2.4.1, 2.4.12), introduced by Hu and Keel in [25, Definitions
1.10, 2.12]. We then explain the relation between Mori dream spaces and C∗-actions, which has
been investigated in [48, Section 4]; the study of the relation between Mori dream regions and
C∗-actions will be the content of Chapter 5.

Definition 2.4.1. Let X be a normal, Q-factorial projective variety. We say that X is a Mori
dream space, MDS for short, if the following properties hold:
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(1) The Picard group Pic(X) is finitely generated;

(2) The nef cone Nef(X) is generated by finitely many semiample divisors;

(3) There exists a finite number k of small Q-factorial modifications fi : X → Xi, for i =
0, . . . , k, such that every Xi satisfies (2) and

Mov(X) =

k⋃
i=0

f∗i (Nef(Xi)).

Notice that the Picard group is finitely generated if and only if h1(X,OX) = 0, or equivalently
Pic(X)Q ≃ N1(X)Q.

Let us remark some immediate consequences:

Remark 2.4.2. (1) If X is a Mori dream space, then the nef cone Nef(X) is rational polyhe-
dral;

(2) In a Mori dream space every Cartier divisor is nef if and only if it is semiample;

(3) If X is a Mori dream space, then every SQM Xi is a Mori dream space as well.

The nef cone and the movable cone are not the only cones of divisors who have a nice geometric
behaviour, as explained in the following:

Proposition 2.4.3. [25, Proposition 1.11 (2)] Let X be a Mori dream space and let D be a prime
divisor in X which is not movable. Then there exists a SQM fi : X 99K Xi such that the transform
Di in Xi of D is the exceptional divisor of an elementary divisorial contraction. Moreover, let
D1, . . . , Ds be the exceptional divisors of all elementary divisorial rational contractions of X.
Then

Eff(X) = Mov(X) + R+D1 + . . .+ R+Ds.

In particular Eff(X) is a rational polyhedral cone in N1(X).

Let us present an example of MDS which will be useful in the forthcoming discussion regarding
geometric realizations of birational map among toric varieties (see Chapter 6):

Example 2.4.4. [1, §5.5] Let β : X → P3 the blow-up of P3 along the points e1, e2, with excep-
tional divisors E1, E2. Then a 2-dimensional slice of the effective cone of X can be represented
by the following picture:
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where we denote by H (resp. by H1, H2, H12) the transform of a general hyperplane in P3 (resp.

of a general hyperplane containing x, containing e2, containing e1 and e2), and by X̃ we denote
the variety obtained by the flip of the strict transform of the line passing trough e1 and e2.

Mori dream spaces enjoy another key property, namely they can be characterized as those
varieties having a finitely generated Cox ring. The latter has been introduced by Cox in [15] in the
case of toric varieties, and then generalized by Hu and Keel (see [25, Definition 2.6]) for normal
Q-factorial projective varieties with finitely generated Picard group. Before stating Theorem
2.4.10, which links Mori dream spaces and Cox rings, we introduce the necessary background
regarding multisection rings:

Definition 2.4.5. Let X be a normal projective variety, and let M ⊂ CDiv(X)Q be a finitely
generated monoid. We define the divisorial M-graded ring as

R(X;M) :=
⊕
D∈M

H0(X,OX(D)).

Definition 2.4.6. Let X be a normal projective variety, and let C ⊂ CDiv(X)Q be a rational
polyhedral cone. Then we define R(X; C) := R(X;M), where M = C ∩ CDiv(X) is a finitely
generated monoid by Gordan’s Lemma.

Definition 2.4.7. Let X be a normal projective variety, and let D1 . . . , Dk ∈ CDiv(X)Q. The
multisection ring is

R(X;OX(D1), . . . ,OX(Dk)) :=
⊕

(m1,...,mk)∈Nk

H0(X,OX(m1D1 + . . .+mkDk)).

Remark 2.4.8. With the notation of the previous Definition, notice that
R(X;OX(D1), . . . ,OX(Dk)) is in principle a complex vector space. We can endow
R(X;OX(D1), . . . ,OX(Dk)) with a ring structure by considering the multiplication of
sections. Such operation however needs to be defined by fixing the Cartier divisors D1, . . . , Dk,
and not just their linear equivalence classes (cf. [25, Remark p.341]). More precisely, we identify

H0(X,OX(D1)⊗m1⊗. . .⊗OX(Dk)⊗mk)) = {f ∈ C(X) | div(f)+m1D1+. . .+mkDk ≥ 0} ⊂ C(X),

and then we consider the multiplication of sections induced in C(X).

Moreover let C = ⟨D1, . . . , Dk⟩ ⊂ CDiv(X)Q be the polyhedral cone generated by D1, . . . , Dk.
Notice that R(X; C) ≃ R(X;OX(D1), . . . ,OX(Dk)) as C-algebras, but not as C-graded algebras
since the grading is different in general.

Definition 2.4.9. [2, Construction 1.4.11] Let X be a normal projective variety with Cl(X)
finitely generated and free. Let K be a subgroup of Div(X) whose image under the natural
projection map Div(X) → Cl(X) generates Cl(X). The Cox ring of X is defined as

Cox(X) :=
⊕
D∈K

H0(X,OX(D)) =
⊕
D∈K

{f ∈ C(X) | div(f) +D ≥ 0} ⊂ C(X).

We remark that, while the above Definition depends the choice of a suitable subgroup K (cf.
Remark 2.4.8), the finite generation of Cox(X) is independent (cf. [2, Lemma 1.4.3.1]).

Theorem 2.4.10. [25, Proposition 2.9] Let X be a normal Q-factorial projective variety with
finitely generated Picard group. Then X is a Mori dream space if and only if Cox(X) is finitely
generated. In particular, X is a GIT quotient of Spec(Cox(X)) by the action of (C∗)ρX .
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2.4. Mori dream spaces and Mori dream regions

Example 2.4.11. Toric varieties (see [15]), log Fano varieties (see [7, Corollary 3.12]), and the
blow-up Bly Pn for any n ≥ 3 of Pn in y ≤ n + 3 points in general position (see [14, Theorem
1.3]) are examples of Mori dream spaces. Moreover, the Cox ring of a smooth projective variety
with finitely generated Picard group is a polynomial ring if and only if it is a toric variety (see
[25, Corollary 2.10]).

Since the finite generation of the Cox ring is, in some sense, a global property of the variety,
it is natural to consider a scenario where a rational polyhedral cone contained in CDiv(X)Q is
associated to a finitely generated multisection ring; this is precisely the idea behind the notion
of Mori dream region:

Definition 2.4.12. Let X be a normal projective variety, and let C = ⟨D1, . . . , Dk⟩ be a rational
polyhedral cone in CDiv(X)Q, with Di effective for every i = 1, . . . , k. The cone C is a Mori
dream region, MDR for short, if the multisection ring R(X;OX(D1), . . . ,OX(Dk)) is a finitely
generated C-algebra.

The notion of Mori dream region was introduced in [25, Definition 2.12] as a generalization
of the notion of Mori dream space. Over the years, different authors have introduced different
notions of Mori dream regions and studied their properties: we refer to [52, §9.2], [31, Theorem
4.2] and [39, §5] for a complete picture.

Lemma 2.4.13. [13, Lemma 2.7] Let X be a Mori dream space. For any choice of Cartier
divisors D1, . . . , Dk on X, the rational polyhedral cone C = ⟨D1, . . . , Dk⟩ is a Mori dream region.

Let us recall also the following:

Theorem 2.4.14. [12, Corollary 2.26] Let X be a normal projective variety. Let D1, . . . , Dk ∈
CDiv(X)Q and let p1, . . . , pk be positive rational numbers. Then R(X;OX(D1), . . . ,OX(Dk)) is
finitely generated if and only if R(X;OX(p1D1), . . . ,OX(pkDk)) is finitely generated.

Example 2.4.15. Let X be a normal projective variety, and let D1, . . . , Dk be ample Cartier
divisors on X. Then C = ⟨D1, . . . , Dk⟩ is a Mori dream region. Indeed set E := OX(D1) ⊕ . . .⊕
OX(Dk), and consider the projective bundle π : P(E) → X. For any m ≥ 0, by [42, Lemma 2.3.2]
it holds

H0(P(E),OP(E)(m)) =
⊕

a1+...+ak=m

H0(X,OX(a1D1 + . . .+ akDk)).

Since for every i = 1, . . . , k the Cartier divisor Di is ample, again by [42, Lemma 2.3.2] we have
that OP(E)(1) is ample, therefore R(P(E);OP(E)(1)) ≃ R(X;OX(D1), . . . ,OX(Dk)) is a finitely
generated C-algebra, hence we conclude.

Example 2.4.16. While every Mori dream space contains infinitely many Mori dream regions
by Lemma 2.4.13, it is easy to construct examples of varieties which are not MDS but contain
a MDR. Take for instance ϕ : X → Pn the blow-up of Pn along n+ 4 points in general position.
This map factorizes through the blow-up π : Y → Pn along n+ 3 points in general position. The
Picard group of X is generated by ϕ∗H and E1, . . . , En+4, where by Ei we denote the exceptional
divisor associated to the blow-up of the point pi, i = 1, . . . , n+ 4. The blow-up X is not a Mori
dream space (see [14, Theorem 1.3]), but nevertheless it contains several Mori dream regions:
indeed by observing that, for any a0, . . . , an+3 ≥ 0, it holds

H0(X,OX(a0ϕ
∗H + a1E1 + . . .+ an+3En+3)) ≃ H0(Y,OY (a0π

∗H + a1E1 + . . .+ an+3En+3))

and since Y is a Mori dream space, we conclude.
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2.4.1 Mori dream spaces and C∗-actions

Set-up 2.4.17. Let (X,L) be a smooth polarized pair, with ρX = 1. Assume that there exists
an equalized and normalized C∗-action on (X,L) with bandwidth δ and criticality r. We assume
X is not the projective space with the C∗-action which fixes a point and an hyperplane. Let
β : X♭ → X be the blow-up of X along Y±, and denote by Y ♭± the exceptional divisors. For any
0 ≤ a ≤ b ≤ δ, set

L(a, b) := β∗L− aY ♭− − (δ − b)Y ♭+.

By Remark 2.3.35, Xβ ≃ P(X)+−, and therefore GX± = Y±.

Theorem 2.4.18. [48, Theorem 1.1] In the situation of Set-up 2.4.17, the blow-up X♭ is a Mori
dream space.

The strategy used by the authors of [48] to prove the above Theorem consists of giving an
explicit description of the movable cone; we will retrace here the major steps.

Proposition 2.4.19. [48, Proposition 4.7, Remark 4.8] In the situation of Set-up 2.4.17, the
movable cone Mov(X♭) is simplicial. Moreover:

� If dimY± > 0, then

Mov(X♭) = Mov(X♭) = ⟨L(0, δ), L(0, 0), L(δ, δ)⟩;

� If dim(Y0) = 0, dim(Yr) > 0, then

Mov(X♭) = ⟨L(0, a1), L(a1, a1), L(δ, δ), L(0, δ)⟩;

� If dim(Y0) > 0, dim(Yr) = 0, then

Mov(X♭) = ⟨L(0, 0), L(ar−1, ar−1), L(ar−1, δ), L(0, δ)⟩;

� If dim(Y0) = 0, dim(Yr) = 0, then

Mov(X♭) = ⟨L(0, a1), L(a1, a1), L(ar−1, ar−1), L(ar−1, δ), L(0, δ)⟩.

Proposition 2.4.20. [48, Corollary 4.9] For every pair of indices (i, j), with 0 ≤ i ≤ j < r, set:

Ni,j := {mL(a, b) | m ≥ 0, 0 ≤ a ≤ b ≤ δ, a ∈ (ai, ai+1), b ∈ (aj , aj+1)}.

If Y± are not points, the for every (i, j), with i ≤ j, the chambers Ni,j are contained in Mov(X♭).

Lemma 2.4.21. [48, Corollary 4.9] If dimY− = 0 (resp. dimY+ = 0), then for every (i, j),
with i ≤ j and (i, j) ̸= (0, 0) (resp. (i, j) ̸= (r − 1, r − 1)), the chambers Ni,j are contained in
Mov(X♭).

Theorem 2.4.22. [48, Proposition 4.11] In the situation of Set-up 2.4.17, if Y± are not points,
then for every pair of indices (i, j), with 0 ≤ i ≤ j < r, it holds

Mov(X♭) =
⋃
(i,j)

Ni,j .

Moreover, Ni,j = ϕ∗i,jNef(P(X)
ρ+
ρ−), with P(X)

ρ+
ρ− a pruning of X and ρ− ∈ (ai, ai+1) ∩Q, ρ+ ∈

(aj , aj+1) ∩Q.
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We may represent an affine slice of Mov(X♭) by means of the following picture:

We remark that a similar description of the movable cone of X♭ has been obtained in [46, §3]
without any assumption on the Picard number of X.

Example 2.4.23. Let (X,L) be a smooth polarized pair, with ρX = 1. Consider a normalized
and equalized C∗-action on (X,L) of bandwidth and criticality equal to 2, and let the inner
component Y of L-weight a. We may represent an affine slice of Mov(P(X)+−) by means of the
following picture, where we abuse notation by not writing Nef(·):

2.5 Examples

2.5.1 Rational homogeneous varieties

In this section we briefly recall the construction of rational homogeneous varieties (RH, for
short), that is smooth projective varieties admitting a transitive action of a semisimple algebraic
group. The motivation behind lies on the fact that RH varieties represent a primary source
of example where to study C∗-actions (see [5, II, Chapter 3]), and indeed some of them are
geometric realization of well-known birational maps (see Example 2.3.20, Proposition 4.1.17,
Theorem 4.2.8).
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To give a precise introduction to the theory of RH-varieties is beyond the scope of this thesis:
we refer the interested reader to [21], while we refer to [27, 26] for the notions we will use about
representation theory of semisimple groups.

2.5.1.1 Dynkin diagrams

Let G be a semisimple algebraic group and H ⊂ G a Cartan subgroup, with associated Lie
algebras h ⊂ g. Consider the Cartan decomposition of g obtained by the adjoint action of h of g
in g:

g = h⊕
⊕

α∈h∨\{0}

gα, where gα := {g ∈ g | [h, g] = α(h)g, for all h ∈ h} ,

We define the root system of G as Φ := {α ∈ h∨ \ {0} | gα ̸= 0}; the elements α ∈ Φ are called
roots of G. We considered a root system in the sense of [27, §9.2]. Let E be the n-dimensional
real vector space generated by Φ, and endow it with the inner product defined, for α, β ∈ Φ, as

⟨α, β⟩ := 2
κ(α, β)

κ(β, β)
,

where κ(·, ·) is the Killing form on g. A basis of simple roots ∆ = {α1, . . . , αn} is a subset of
linearly independent elements in Φ such that Φ = Φ+∪Φ−, with Φ+ := Z≥0∩Φ and Φ− := −Φ+.
Given a basis of simple roots ∆ = {α1, . . . , αn}, we define the Cartan matrix asM := (⟨αi, αj⟩)i,j .
The resulting matrix will be such that:

� ⟨αi, αi⟩ = 2 for all i,

� ⟨αi, αj⟩ = 0 if and only if ⟨αj , αi⟩ = 0, and

� if ⟨αi, αj⟩ ≠ 0, i ̸= j, then ⟨αi, αj⟩ ∈ Z− and ⟨αi, αj⟩⟨αj , αi⟩ = 1, 2 or 3.

A Dynkin diagram D is a graph whose set of nodes correspond to the set of indices D :=
{1, . . . , n} and where the nodes i and j are joined by ⟨αj , αi⟩⟨αi, αj⟩ edges. When two nodes i and
j are joined by a double or triple edge, we add to it an arrow, pointing to i if ⟨αi, αj⟩ > ⟨αj , αi⟩.

Theorem 2.5.1. There is a one to one correspondence between isomorphism classes of semisim-
ple Lie algebras and Dynkin diagrams of reduced root systems. Moreover, every reduced root
system is a disjoint union of mutually orthogonal irreducible root subsystems, each of them cor-
responding to one of the connected finite Dynkin diagrams An, Bn, Cn, Dn (n ∈ N), E6, E7, E8,
F4, G2:

An

1 2 3 n−2 n−1 n

Bn
1 2 3 n−2 n−1 n

Cn
1 2 3 n−2 n−1 n

Dn

1 2 n−3

n−2

n−1

n

(2.2)

E6

1 3 4 5 6

2
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E7

1 3 4 5 6 7

2

E8

1 3 4 5 6 7 8

2

F4

1 2 3 4

G2

1 2

For the connected Dynkin diagrams we will use the numbering proposed by Bourbaki (cite
[8, Planche I–IX]). The connected components of the Dynkin diagram D determine the simple
Lie groups that are factors of the semisimple Lie group G, each of them corresponding to one of
the Dynkin diagrams above; in particular the well-known algebraic groups SLn+1, SO2n+1, Sp2n

and SO2n correspond to the diagrams An, Bn, Cn and Dn, respectively.

2.5.1.2 Construction of rational homogeneous varieties

Definition 2.5.2. A rational homogeneous variety (shortly, RH-variety) is a smooth projective
variety endowed with a transitive action of a connected algebraic group, that is obtained as a
quotient of a connected algebraic group.

By [26, §21.3, Corollary B] every RH-variety is a quotient G/P , where G is a semisimple
group and P is a parabolic subgroup of G. The key feature is that parabolic subgroups are
described by a set of simple roots of G.

Proposition 2.5.3. Given a Dynkin diagram D, consider a subset I ⊂ D. Let Φ+(D \ I) be the
subset of Φ+ generated by the simple roots of D \ I. Then the subspace

p(D \ I) := h⊕
⊕
α∈Φ+

g−α ⊕
⊕

α∈Φ+(I)

gα (2.3)

is a parabolic subalgebra of g, determining a parabolic subgroup P (D \ I) ⊂ G.

Notation 2.5.4. The RH-variety associated to the quotient of P (D \ I) is denoted by D(I) :=
G/P (D \ I).

Graphically it corresponds to marking the Dynkin diagram D of G on the indices of the set
I. For example, B5(1, 4) can be represented as:

1 2 3 4 5

Let us now describe the RH-varieties obtained by associated to the Dynkin diagram of
An, Bn, Cn, Dn.

Example 2.5.5 (An-diagram). The RH-variety An(1) obtained by marking the first node is the
n-dimensional projective space. By duality, An(n) = (Pn)∨. More generally, An(k) represents
the Grassmannian of (k − 1)-linear subspaces of Pn, and An(k1, . . . , ks) is the variety of flag of
linear subspaces of Pn with the condition that Pk1−1 ⊂ . . .Pks−1 ⊂ Pn. For instance, the RH
variety An(1, n) = {(p,H) ∈ Pn × (Pn)∨ | p ∈ H}, which is associated to the diagram

is isomorphic to P(TPn).
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Example 2.5.6 (Bn-diagram). The RH-varietyBn(1) is the smooth (2n−1)-dimensional quadric
hypersurface Q2n−1 in P(V ) = P2n. RH-varieties of the form Bn(k), for 2 ≤ k ≤ n, parametrize
linear subspaces of Bn(1) (alternatively, they parametrize linear subspaces of P(V ) isotropic with
respect to a maximal rank symmetric form on V ).

Example 2.5.7 (Cn-diagram). The RH-variety Cn(k), for k = 1, . . . , n, is called isotropic
Grassmannian and parametrizes linear subspaces of P(V ) = P2n−1 which are isotropic with
respect to a maximal rank skew-symmetric form on V . It holds that Cn(1) = P2n−1.

Example 2.5.8 (Dn-diagram). The RH-variety Dn(1) is the smooth quadric hypersurface of
dimension 2n− 2 in P(V ) = P2n−1, and Dn(k), for 2 ≤ k ≤ n− 3, parametrizes linear subspaces
of Dn(1). The peculiar form of the diagram reflects geometrically the existence of two disjoint
irreducible families of (n−1)-dimensional linear spaces (that is, Dn(n−1) and Dn(n)), while the
family of (n−2)-dimensional linear subspaces of Dn(1) is denoted by the RH-variety Dn(n−1, n).

The rational homogeneous varieties obtained by marking nodes on the exceptional cases
E6, E7, E8F4, G2 still admit a geometric description: we refer to [40] for details.

We conclude this section by recalling an useful result on the geometry of rational homogeneous
varieties:

Theorem 2.5.9. [36, Theorem V.1.4] Let X = D(I) be a RH-variety obtained by marking a
set I ⊂ D. Then X is Fano, and its Picard number is equal to the cardinality of I. Moreover,
consider a subset J ⊂ I ⊂ D. Then the morphisms πI,J : D(I) → D(J) are proper, surjective,
and the fibers are RH-varieties of type D obtained by removing the nodes of J and marking the
nodes of I \ J . Every contraction of D(I) is of this form.

2.5.2 C∗-actions of bandwidth 1

In this section we illustrate one of the simplest examples of C∗-actions on polarized pairs, namely
those with bandwidth 1: they are called drums. We refer to [49, Section 4] for details.

Set-up 2.5.10. Let Λ be a normal projective variety with ρΛ = 2, admitting two elementary
contractions

Λ

Λ− Λ+

p− p+

Let L± be very ample line bundles respectively on Λ±, and set L± = p∗±(L±). Consider π : P(L−⊕
L+) → Λ the projective bundle over Λ.

Lemma 2.5.11. In the situation of Set-up 2.5.10, the line bundle OP(L−⊕L+)(1) is globally
generated, and there exists a contraction, birational onto the image,

ϕ = ϕOP(L−⊕L+)(1) : P (L− ⊕ L+) −→ P
(
H0
(
P(L− ⊕ L+),OP(L−⊕L+)(1)

))
.

Proof. The global generation of OP(L−⊕L+)(1) is immediate. Let us just notice that, by the
projection formula, we have an isomorphism

H0
(
P(L− ⊕ L+),OP(L−⊕L+)(1)

)
= H0(Λ−, L−) ⊕ H0(Λ+, L+). (2.4)

Let us prove that the morphism

ϕ : P(L− ⊕ L+) → P(H0(Λ−, L−) ⊕ H0(Λ+, L+)),
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associated to evaluation of sections is a contraction, birational onto the image. Consider the
sections σ± : Λ → P (L− ⊕ L+) associated to the quotients L− ⊕ L+ → L±. The compositions
ϕ ◦ σ± coincide with the bundle maps p±, in particular they have connected fibers. On the
other hand the restriction of ϕ to P (L− ⊕ L+) \ (σ−(Λ) ∪ σ+(Λ)) is an isomorphism onto the
image. ■

Definition 2.5.12. The image X := ϕ (P(L− ⊕ L+)) is called the drum constructed upon the
triple (Λ,L−,L+).

Notice that X comes with a natural ample line bundle L, which is the restriction of the
hyperplane class in P(L− ⊕ L+), such that ϕ∗L = OP(L−⊕L+)(1). We may summarize this
construction by means of the following diagram:

P(L− ⊕ L+) X

L− Λ L+

Λ− Λ+

π

ϕ

p− p+

In general, a drum can be quite singular. However, we may characterize smooth drums thanks
to the following:

Theorem 2.5.13. [49, Lemma 4.4] In the situation of Set-up 2.5.10, a drum X is smooth if
and only if the following conditions are satisfied:

1. Nef(Λ) = ⟨L−,L+⟩;

2. p± : Λ → Λ± has a projective bundle structure;

3. deg(L∓|F±) = 1, where F± denotes a fiber of p±.

Lemma 2.5.14. [49, Remark 4.2] In the situation of Set-up 2.5.10, there exists an equalized
C∗-action on (P(L− ⊕ L+),OP(L−⊕L+)(1)) of bandwidth 1, with sink s−(Λ) and source s+(Λ).
Moreover the contraction ϕ : P(L− ⊕ L+) → X is C∗-equivariant, and the induced equalized
C∗-action on X has sink Λ− and source Λ+.

Example 2.5.15. [49, Example 4.7] We study the drum associated to Am(1)×Al(1). Consider
the following

P
(
OAm(1)×Al(1)(1, 0) ⊕OAm(1)×Al(1)(0, 1)

) ϕ //

π

��

X

OAm(1)(1)

��

Am(1) ×Al(1)

p−

ss

p+

**

OAl(1)(1)

��
Am(1) Al(1)

It holds that X ⊂ Pm+l+1; since ϕ is surjective, by dimension counting we get that Am+l+1(1)
is the drum constructed upon(

Am(1) ×Al(1),OAm(1)×Al(1)(1, 0),OAm(1)×Al(1)(0, 1)
)
.
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Indeed, consider the C∗-action on (Am+l+1(1),OAm+l+1(1)(1) given by

t · [x0 : . . . : xm+l+1] = [tx0 : . . . : txl : xl+1 : . . . : xm+l+1] .

This action has bandwidth 1 and the sink and the source are respectively

Am(1) ≃ {xl+1 = . . . = xm+l+1 = 0} , Al(1) ≃ {x0 = . . . = xl = 0} .

Theorem 2.5.16. [49, Theorem 4.8] Let X be a smooth projective variety with ρX = 1 different
from the projective space and let L be an ample line bundle on X. Then (X,L) admits a C∗-action
of bandwidth 1 if and only if X is a smooth drum.

Example 2.5.17. [53, Proposition 1.8] Consider the diagram

An(1, n)

An(1) An(n)

The drum associated is is the RH variety Dn+1(1) = Q2n ⊂ P2n+1, endowed with the C∗-action
defined as follows:

t · [x0 : . . . : x2n+1] = [tx0 : . . . : txn : xn+1 : . . . : x2n+1] .

Notice indeed that the sink and the source of the C∗-action on Dn+1(1) are respectively

An(1) ≃ {xn+1 = . . . = x2n+1 = 0} , An(n) ≃ {x0 = . . . = xn = 0} ≃ (Pn)∨.

To the best of our knowledge, the only examples of smooth drums are constructed upon a
smooth projective variety Λ satisfying the hypothesis of Set-up 2.5.10 such that Λ± are RH.
Moreover, even if Λ± are RH the variety Λ may not be RH, as proven in [32, §2]. However, if Λ
is RH, then the resulting drums are precisely the horospherical varieties classified by Pasquier
in [53, Theorem 0.1].

2.5.3 Test configurations

In this section we show, using the construction of a test configuration, that a variety X en-
dowed with a C∗-action is birational to a fibration in (possibly weighted) projective spaces (see
Proposition 2.5.21).

Let X be a normal projective variety of dimension n, endowed with a non-trivial and faithful
C∗-action. Consider a co-character a : C∗ → C∗. Let P1 = U0∪U∞, where U0 = {(1 : v) | v ∈ C}
and U∞ = {(u : 1) | u ∈ C}; set 0 = (0 : 1), ∞ = (1 : 0).

Define X := (U0 ×X) ⊔ (U∞ ×X)/ ∼, glued with the following transition function

U0,∞ ×X → U∞,0 ×X

((1 : v), x) 7→ ((v−1 : 1), a(v−1)x).

We obtain that X is a normal projective variety with a fibration f : X → P1 such that, for every
p ∈ P1, Xp := f−1(p) ≃ X.

Define a C∗-action on U0 ×X as follows: t · ((1 : v), x) = ((1 : t−1v), x). Using the transition
maps above, the C∗-action on U∞ ×X becomes

t((u : 1), x) = t((1 : u−1), a(u−1)x) = ((1 : t−1u−1), a(u−1)x) = ((tu : 1), a(t)x).

We can thus extend the C∗-action over 0 as t((0 : 1), x) = ((0 : 1), a(t)x).
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Lemma 2.5.18. The C∗-action on X makes the morphism X → P1 equivariant. In particular,
X0 and X∞ are C∗-invariant.

Remark 2.5.19. The variety X is an example of product test configuration, in the sense of [19,
Definition 2.1.1].

Note that while the C∗-action on X∞ is trivial, making it a fixed point component, the C∗-
action on X0 is not. The fixed point locus of the C∗-action on X will be denoted by Y(X ), and
the BB-cells by X±(·). The fixed point locus Y(X0) of X0 is equal to Y(X0) = Y(X ) ∩ X0. The
connected components of Y(X0) will be labeled with a subscript 0, that is for example the sink
of the C∗-action on X0 is Y−,0 and the source is Y+,0. Similarly, the BB-cells X±

0 of X0 are such
that X±

0 (Y0) = X±(Y0) ∩ X0, for Y0 ∈ Y(X0).

Lemma 2.5.20. The C∗-action on X has sink X∞ and source Y+,0. Moreover Y(X0) \ X0 =
Y(X )◦, that is the inner components of X are those contained in X0.

Notice that the C∗-action on X is not a bordism: indeed X0 = X−
0 (Y−) is a C∗-invariant

divisor. We may represent the above construction by means of the following picture:

Notice that the C∗-action on X is equalized if and only if it is equalized in Y(X0): indeed by
construction it is equalized on X∞.

Let us construct the natural birational map among the extremal geometric quotients
ψ : GX− 99K GX+. On one hand, by construction GX− ≃ X∞. On the other hand,
GX+ = (X+(Y+,0) \ Y+,0)/C∗ is a fibration in weighted projective spaces. We thus obtain
that:

Proposition 2.5.21. The variety X is birational to a fibration in weighted projective spaces.

In particular, if Y+,0 is a point then X is birational to a weighted projective space (or a
standard projective space if the action is equalized at Y+,0).
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Chapter 3

Local models of elementary
transformations

In this chapter we investigate the local geometry of the natural birational map ψ among the
extremal geometric quotients of a polarized pair by a C∗-action (see Proposition 2.3.4).

We first recall the notion of Morelli–W lodarczyk cobordism, which was introduced first by
Morelli in the case of toric varieties (see [44]), and then generalized by W lodarczyk for normal
projective varieties (see [65, Definition 2]). We then study in detail the Morelli–W lodarczyk
cobordism associated to a family of toric flips, which includes for instance the well-known Atiyah
flip and the Francia flip. We then introduce the notion of rooftop flip (see Definition 3.2.1),
namely a small modification whose associated diagram of the exceptional loci is a variety with
two projective bundle structures. Examples include the Atiyah flip and the Mukai flop. We
conclude the section by proving Theorem 3.2.12, which shows how to construct, given a smooth
projective variety Λ with two projective bundle structures, a rooftop flip modeled by Λ, and
showing some applications for flips constructed upon rational homogeneous varieties.

3.1 Morelli–W lodarczyk cobordism

Definition 3.1.1. Let X−, X+ be birationally equivalent normal varieties. The Morelli–
W lodarczyk cobordism between X− and X+ is a normal variety B, endowed with a C∗-action
such that

B+ := {p ∈ B | lim
t→0

tp does not exists},

B− := {p ∈ B | lim
t→∞

tp does not exists}

are non-empty open subsets of B, such thatX± ≃ B±/C∗, and the birational equivalence between
X−, X+ is induced by the inclusions (B− ∩B+)/C∗ ⊂ B±/C∗ ≃ X±.

We stress that the notation in the above definition is slightly different from the original one
from the point of view of notation (cf. [65, Definition 2]); in particular the role on B− and B+ are
switched. The reason behind this apparent misleading choice is that in our setting the ±-signs
will be coherently related with the sink and source Y±.

One key result of W lodarczyk (see [65, Proposition 2.A]) is that given two birationally equiv-
alent normal projective varieties, there exists a quasi-projective variety which is a cobordism
among them.
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3.1.1 Morelli–W lodarczyk cobordism for toric flips

Set-up 3.1.2. Let N−,N0 and N+ be lattices of respectively dimension equal to d−, d0, d+, gen-
erated by e1, . . . , ed− , h1, . . . , hd0 , f1, . . . , fd+ . Let N := N− ⊕ N0 ⊕ N+, and set V := N ⊗Z R.
We have that V ≃ Rn+1, where n+ 1 := d− + d0 + d+.
Consider the simplicial cone δ = ⟨e1, . . . , fd+⟩, whose associated affine toric variety is Xδ =
Cn+1. Notice that Cn+1 = Cd− ⊕ Cd0 ⊕ Cd+ , and for the sake of notation set p =
(p−, p0, p+), where p− ∈ Cd− , p0 ∈ Cd0 , p+ ∈ Cd+ . Consider d− + d+ positive integers
q1, . . . , qd− , w1, . . . , wd+ , and without loss of generality assume that they are coprime. Let
q = (−q1, . . . ,−qd−), w = (w1, . . . , wd+) be 1-parameter subgroups respectively in N∓, and
consider v = (−q1, . . . ,−qd− , 0, . . . , 0, w1, . . . , wd+) ∈ N, which induces the following faithful
C∗-action on Xδ:

C∗ ×Xδ → Xδ

(t, p) 7→ (tqp−, p0, t
wp+),

for t ∈ C∗ and p = (p−, p0, p+) ∈ Xδ.

Remark 3.1.3. The fixed point locus equals XC∗

δ = Cd0 .

Notation 3.1.4. We set C[Xδ] = C[x1, . . . , xd− , z1, . . . , zd0 , y1, . . . , yd+ ]. A monomial of C[Xδ]

will be denoted by xj11 · · ·x
jd−
d−

zl11 · · · zld0d0 y
m1
1 · · · y

md+

d+
.

Lemma 3.1.5. The affine GIT quotient Xδ //C∗ of Xδ by the C∗-action is an affine toric variety
associated to the cone δ = π(δ), where π : N → N := N/Zv.

Proof. Consider the projection map π : N → N, and, dually, the inclusion M ↪→ M. By definition
the affine GIT quotient is Xδ //C∗ = SpecC[Xδ]

C∗
. One can show that a monomial xj11 · · · y

md+

d+
is C∗-invariant if and only if

−j1q1 − . . .− jd−qd− +m1w1 + . . .+md+wd+ = 0.

Therefore C[Xδ]
C∗

= C[δ
∨ ∩ M], hence we conclude. ■

Proposition 3.1.6. Under the notation of Set-up 3.1.2, the non-empty open subsets B± of
Definition 3.1.1 can be described as:

B− = {p = (p−, p0, p+) ∈ Xδ | p+ ̸= 0d+} = Cn+1 \ {(p−, p0, 0)},
B+ = {p = (p−, p0, p+) ∈ Xδ | p− ̸= 0d−} = Cn+1 \ {(0, p0, p+)}.

Moreover B± are toric varieties, whose associated fans in N, which we will denote by ∆±, can
be described as follows:

∆− = {τ ∈ Σ(δ) | τ ̸⊃ ⟨fi⟩ for i = 1, . . . , d+},

∆+ = {τ ∈ Σ(δ) | τ ̸⊃ ⟨ei⟩ for i = 1, . . . , d−},

where Σ(δ) is the fan of the faces of δ.

Proof. Let us prove only the case of B−, being the other similar. Considering the C∗-action on
Cn+1 described in Setup 3.1.2, by definition B− = {p ∈ Xδ | p+ ̸= 0} = Cn+ \ {(p−, p0, 0)}. By
the Orbit–Cone correspondence (cf. §1.3) the set of points of Cn+1 of the form {(p−, p0, 0)} is
the union of orbits associated to the cones of δ which do not contain ⟨f1, . . . , fd+⟩, therefore the
claim. ■
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3.1. Morelli–W lodarczyk cobordism

Remark 3.1.7. Suppose n + 1 = 3. Then, as noticed in [65, Example 2], the maximal cones
of ∆+ (respectively ∆−) can be easily detected by looking at the maximal cones visible from
v (respectively −v). Consider for example the cone δ = ⟨e1, e2, f1⟩ and the action of C∗ on C3

given by v = (−2,−1, 1). Then the corresponding cones of maximal dimension are:

∆−(2) = {⟨e1, e2⟩}, ∆+(2) = {⟨e1, f1⟩, ⟨e2, f1⟩}.

Lemma 3.1.8. There exist two geometric quotients B± → X± := B±/C∗. Moreover X± are
toric varieties, and their associated fan is given by ∆± := π(∆±) ⊂ N.

Lemma 3.1.9. There exists a toric flip φ : X− 99K X+.

Proof. As noted in [49, §5.2, p. 21] and in [64, p. 265], the fans ∆± determine two simplicial
subdivisions of δ, that is

δ =

d−⋃
i=1

δi =

d+⋃
k=1

δk,

where by δi (resp. δk) we mean the image under π of the cone δi = ⟨e1, . . . , êi, . . . fd+⟩ (resp.

δk = ⟨e1, . . . f̂k, . . . , fd+⟩) and we abuse notation by denoting with the same name the images
of the generators of N under π. It is well known that the map associated with the operation of
replacing one subdivision with the other is a flip (see for instance [55, Theorem 3.4] or [64, §3]),
hence the claim. ■

Lemma 3.1.10. The exceptional locus of the toric flip φ : X− 99K X+ is Cd0 × P(q1, . . . , qd−).

Remark 3.1.11. By fixing the parameters, we obtain several well-known constructions. We
recall some of them (see also [34, Example 4.2]):

� Suppose that d− = d+ = 2, d0 = 0, and v = (−1,−1, 1, 1). The resulting birational map is
the well-known Atiyah flop;

� Suppose that d0 = 0, and that v = (−1d− , 1d+). The resulting birational map is called
Atiyah flip;

� Suppose that d− = d+ = 2, d0 = 0, and v = (−1,−1, 1, 2). The resulting birational map is
the Francia flop;

� If d− = d0 = 0 (or d+ = d0 = 0), the resulting geometric quotient B+/C∗ (resp. B−/C∗) is
the weighted projective space P(w1, . . . , wd+) (resp. P(q1, . . . , qd−)) (cf. Example 2.2.12).
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Corollary 3.1.12. The affine toric variety Xδ = Cn+1 is a cobordism of the birational map
φ : X− 99K X+. We may represent the Morelli–W lodarczyk cobordism of φ by means of the
following diagram:

B− Cn+1 B+

X− = B−/C∗ X+ = B+/C∗

Cn+1 // C∗

Definition 3.1.13. In the situation of Set-up 3.1.2, if all the non-zero weights of the C∗-action
on Cn+1 are equal to ±1, then the birational transformation φ : X− 99K X+ is called toric Atiyah
flip. Otherwise it will be called toric non-equalized flip.

The clean distance between this terminology lies in the fact that, while the former flip is
well known in the literature, the latter one has a deep connection on the property of being the
C∗-action inducing it non-equalized, as we will see in Chapter 4.

3.2 Rooftop flips: definition and examples

Definition 3.2.1. Consider a normal projective variety Λ with ρΛ = 2 admitting two projective
bundle structures:

Λ
p−

~~

p+

  
Λ− Λ+

A small modification φ : W− 99KW+ between normal quasi-projective varieties is called a rooftop
flip modeled by Λ if the following hold:

1. There are small contractions s± : W± →W0, with W0 a normal projective variety,

W−
φ //

s− !!

W+,

s+||
W0

such that, denoting by Z± ⊂W± their exceptional loci, the restrictions s±|Z± : Z± → Z0 ⊂
W0 are smooth and the fibers are Λ±-bundles.

2. There is a resolution
W

b−

}}

b+

!!
W− φ

// W+

such that Z := b−1
± (Z±) ⊂ W is a divisor, and b±|Z : Z → Z± define projective bundle

structures on Z.
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3.2. Rooftop flips: definition and examples

3. For any z0 ∈ Z0 we have that b−1
± |s−1

± (z0)
= p−1

± :

(b−1
− ◦ s−1

− )(z0) ≃ Λ ≃ (b−1
+ ◦ s−1

+ )(z0)

p−

uu

p+

))
s−1
− (z0) ≃ Λ−

s−

**

Λ+ ≃ s−1
+ (z0)

s+

tt
z0

The reason behind the choice of the name “rooftop” is motivated by the form of the last
diagram above. Moreover, the term “roof” has been already used in the literature (see for
instance [33, Definition 0.1]) to denote certain varieties with two projective bundle structures.

Remark 3.2.2. A birational map χ : X− 99K X+ between smooth projective varieties is called
K-equivalent simple if there exists a resolution of indeterminacies

X̃
f−

~~

f+

  
X− χ

// X+

by a smooth projective variety X̃ such that f± are smooth blow-ups and f∗−KX− = f∗+KX+
. Let

us notice that the notion of rooftop flip is similar to a characterization of K-equivalent simple
maps done in [33, Theorem 0.2]. However, in a rooftop flip the fibers of the double projective
bundle structures may have different dimensions, in contrast to the case of K-equivalent simple
map where by construction they are the same. With this in mind, rooftop flips modeled by
Pm × Pm and by P (TPn) (see Theorem 3.2.5, Example 3.2.14) are examples of K-equivalent
simple maps (see for instance [33, Examples 5.1, 5.2]).

We keep the notation and assumptions of Set-up 3.1.2. Following Remark 3.1.11, we restrict
our study to the case of Atiyah flip, that is d0 = 0, −q = (−1, . . . ,−1) and w = (1, . . . , 1). We
also assume that d± ≥ 2. The reason behind this choice is that the Atiyah flip is the unique
toric flip, among the ones constructed above, which is a rooftop flip – modeled respectively
by P(Cd−) × P(Cd+)–, as we will show in Theorem 3.2.5. To this end, we first collect some
preliminary results:

Lemma 3.2.3. Under the notation and the assumptions of Set-up 3.1.2, the GIT quotient Xδ//C∗

has a cone singularity at the origin, which can be resolved by a blow-up W → Xδ // C∗. The
variety W is toric, and the associated fan is given by the star subdivision of π(δ) with respect to
the barycenter of the cone.

Lemma 3.2.4. In the situation of Lemma 3.1.8, the geometric quotients X± are smooth.

Proof. Since the non-empty open subsets B± are smooth, and C∗ acts freely on them, using
[45, Corollary p.199] we obtain that B± are C∗-principal bundles over B±/C∗, hence they are
smooth. ■

Theorem 3.2.5. The birational map φ : X− 99K X+ is a rooftop flip modeled by P(Cd−) ×
P(Cd+).
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3. Local models of elementary transformations

Proof. We verify that each condition of Definition 3.2.1 is satisfied.
(1). By Lemma 3.1.9 the birational map φ : X− 99K X+ is a toric flip, and the exceptional loci
of s± : X± → Xδ // C∗ are P(Cd±);
(2). Given the resolution b± : W → X± we have that P(Cd−) × P(Cd+) = b−1

± (P(Cd±)) is a
divisor, and P(Cd−) × P(Cd+) → P(Cd±) clearly defines two projective bundle structures;
(3). In this case Z0 is the origin, and we know that s−1

± (0) ≃ P(Cd±). Moreover (b−1
± ◦ s−1

± )(0) ≃
P(Cd−) × P(Cd+), hence we conclude. ■

3.2.1 Explicit cobordism for rooftop flips

We briefly recall the standard notation and assumptions for the construction of smooth drums
(see Section 2.5.2). Consider the triple (Y,L−,L+), where Y is a smooth projective variety with
ρY = 2, admitting two projective bundle structures π± : Y → Y±, and L± are the pullbacks
via π± of very ample line bundles L± respectively on Y±. Then given the projective bundle
P(L− ⊕ L+), the drum X is the image of the birational contraction determined by the ring of
sections of OP(L−⊕L+)(1), that is ProjR(P(L− ⊕ L+);OP(L−⊕L+)(1)).

Set-up 3.2.6. Let X be a smooth drum constructed upon a triple (Y,L−,L+). Let X̂ be the
affine cone over X, contained in the affine space V ∨ := V ∨

− ⊕ V ∨
+ , where

V− := H0(Y−, L−), V+ := H0(Y+, L+).

Consider the C∗-action on V ∨ given by t · v =
(
tv−, t

−1v+
)
, where v = (v−, v+) ∈ V ∨.

By construction, X̂ is C∗-invariant, hence we can restrict the action to X̂. Let X̂ → X̂ //C∗

be the affine GIT quotient, which is singular at the origin, in general. We use the notation of
Definition 3.1.1.

Lemma 3.2.7. The intersections X̂ ∩ B± between X̂ and the open subsets B± of Definition
3.1.1 are non-empty and open, and there exist geometric quotients π± : X̂ ∩B± → X̂ ∩B±/C∗.

Proposition 3.2.8. The natural map

φ : X̂ ∩B−/C∗ 99K X̂ ∩B+/C∗

is a small modification whose exceptional locus is Y−.

Proof. Consider the restriction to X̂ of the diagram of Corollary 3.1.12

X̂ ∩B−/C∗ B−/C∗ B+/C∗ X̂ ∩B+/C∗

Y− P(V−) B // C∗ P(V+) Y+

0

By the commutativity of the diagram, and the fact that X̂ ∩B−/C∗ ∩P(V−) = Y−, we conclude.
■

Remark 3.2.9. Analogously, the exceptional locus of the birational map φ−1 is Y+.

Consider the blow-up β : W → V ∨ // C∗ along the vertex of the affine cone V ∨ // C∗ with
exceptional divisor P(V−) × P(V+).
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3.2. Rooftop flips: definition and examples

Notation 3.2.10. Let R := β−1((X̂ // C∗) \ 0) be the strict transform of X̂ //C∗ under β : W →
V ∨ // C∗.

We abuse notation by denoting with b± : R → X̂ ∩ B±/C∗ the restriction of the blow-up

b± : W → B±/C∗. Notice that R ≃ b−1
± ((X̂ ∩B±/C∗) \ Ŷ±), where again we abuse notation by

denoting with s± : X̂ ∩ B± → X̂ // C∗ the restriction of s± : B±/C∗ → V ∨ // C∗, and by Ŷ± the
cone over Y±. We obtain a diagram:

R
b−

xx

b+

&&
β

��

X̂ ∩B−/C∗ φ //

s− &&

X̂ ∩B+/C∗

s+xx
X̂ // C∗

Proposition 3.2.11. It holds that b−1
± (Y±) ≃ Y .

Proof. We proceed by steps. First, let us denote by Xs/C∗ the geometric quotient of (X,L)
under the C∗-action, defined over the set of stable points Xs := X \ (Y− ∪ Y+) (cf. Corollary
2.2.21).

Step 1 We want to prove that Y ≃ Xs/C∗. Thanks to Lemma 2.5.14, the contrac-
tion f : P(L− ⊕ L+) → X is C∗-equivariant, in particular the geometric quotients of
(P(L− ⊕ L+),OP(L−⊕L+)(1)) and (X,L) with respect to the C∗-action are isomorphic.
Since the former is a P1-bundle on Y , and therefore its geometric quotient is isomorphic to
Y , we conclude.

Step 2 We show that the GIT quotient X̂ // C∗ is the affine cone over Y . Let us recall that by
C∗
h we denote the natural C∗-action on the affine space V ∨ given by the homoteties. We

claim that (
X̂ // C∗ \ 0

)
/C∗

h ≃ Y.

To this end, let us note that the two C∗-actions commute over the open subset of the points
stable under both the C∗ and the C∗

h actions. Therefore we have that(
X̂ // C∗ \ 0

)
/C∗

h ≃
(
X̂ \

(
Ŷ− ∪ Ŷ+

))
/ (C∗

h × C∗) . (3.1)

Notice that

X̂ \
(
Ŷ− ∪ Ŷ+

)
C∗
h

=

(
X̂ \ 0

)
\
((
Ŷ− \ 0

)
∪
(
Ŷ+ \ 0

))
C∗
h

≃ X \ (Y− ∪ Y+)

and that
(X \ (Y− ∪ Y+)) /C∗ = Xs/C∗ ≃ Y.

Then the right-hand side of (3.1) is isomorphic to Y and we conclude.

Step 3 We want to prove that β−1(0) = Y . It follows immediately after recalling that we are
considering the restriction of the blow-up map to X̂ //C∗, which is the affine cover over Y .
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3. Local models of elementary transformations

Step 4 We show that s± ◦ b± = β and that s−1
± (0) ≃ Y . The first claim follows by construction.

Since s± : B±/C∗ → X̂ //C∗ are small contractions whose exceptional locus is P(V±)∩ X̂ =
Y± by Proposition 3.2.8, we conclude. ■

Theorem 3.2.12. With the notation of Set-up 3.2.6, for any smooth drum X constructed upon
(Y,L−,L+) there exists a rooftop flip φ : X̂ ∩B−/C∗ 99K X̂ ∩B+/C∗ modeled by Y .

Proof. We verify that each condition of Definition 3.2.1 is satisfied.

1. Easily follow from Proposition 3.2.8.

2. If we consider the resolution b± : R → X̂ ∩ B±/C∗ we have that Y = b−1
± (Y±) is a divisor

in R, and Y → Y± defines two projective bundle structures, by definition of smooth drum.

3. In this case Z0 = 0, and we know that s−1
± (0) ≃ Y±. Moreover (b−1

± ◦ s−1
± )(0) ≃ Y by

Proposition 3.2.11, hence we conclude. ■

Corollary 3.2.13. The geometric quotients X̂∩B±/C∗ are smooth and in particular the rooftop
flip φ : X̂ ∩B−/C∗ 99K X̂ ∩B+/C∗ is a small Q-factorial modification.

Proof. Since the affine variety X̂ has only a singularity at the origin, X̂∩B± is smooth. Moreover,
the C∗-action is free on X̂ ∩ B±, therefore using [45, Corollary p.199] X̂ ∩ B± is a C∗-principal
bundle over X̂ ∩ B±/C∗, hence they are also smooth. By definition φ is in particular a small
Q-factorial modification. ■

We conclude this chapter by using Theorem 3.2.12 to show that some rooftop flips associated
to certain smooth drums are well-known birational transformations:

Example 3.2.14 (Mukai flop). Consider the rational homogeneous variety An(1, n), which
admits two Pn−1-bundle structures:

An(1, n) ≃ P(TPn)

An(1) An(n)

Pn−1 Pn−1

The smooth drum associated to the above diagram is the 2n-dimensional quadric Dn+1(1) (see
[53, Theorem 1.7]), and for n = 2 the associated rooftop flip modeled by P(TP2) is called Mukai
flop (see [24], [63]).

Example 3.2.15 (Abuaf-Segal flop). Consider the rational homogeneous variety C2(1, 2), which
admits two P1-bundle structures:

C2(1, 2)

C2(1) C2(2)

P1 P1

The smooth drum associated to the above diagram is the 5-dimensional symplectic Grassmannian
(see [53, Theorem 1.7]), and the associated rooftop flip modeled by C2(1, 2) is called Abuaf-Segal
flop (see [61], [43, §2.2]).

Example 3.2.16 (Abuaf-Ueda flop). Consider the rational homogeneous variety G2(1, 2), which
admits two P1-bundle structures:
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G2(1, 2)

G2(1) G2(2)

P1 P1

The smooth drum associated to the above diagram is a 7-dimensional linear section of B4(2) (see
[53, Theorem 1.7]), that is the Grassmannian of P1 in the 7-dimensional quadric hypersurface
Q7 ⊂ P8, and the associated rooftop flip modeled by G2(1, 2) is called Abuaf-Ueda flop (see [62],
[43, §2.2]).
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Chapter 4

Geometric realizations in small
criticality

We investigate the birational map ψ : GX− 99K GX+ induced by a C∗-action on a polarized pair
(X,L) with small criticality, that is r = 2, 3. Let us remark that given a C∗-action on (X,L) of
criticality 1 it holds that GX− ≃ GX+, hence X is the geometric realization of an isomorphism
between normal projective varieties.

If the C∗-action has criticality 2 and is a bordism, we prove in Theorem 4.1.7 that the map
ψ is a (locally toric) flip, either of Atiyah or non-equalized type. In this setting we construct a
local geometric realization for the toric flip (see Theorem 4.1.3), and also provide a criterion to
understand the local geometry of the birational maps, linking the toric Atiyah flip with a rooftop
flip of Atiyah type (see Proposition 4.1.8). We conclude by constructing explicit examples of
varieties whose induced birational map is locally of type Atiyah or non-equalized (see §4.1.3.1,
4.1.3.2). This section is based on [49, Sections 5,6].

If the C∗-action has criticality 3 and isolated fixed points, we report the results obtained in
[49, Section 8], [51], [47] showing that the natural birational map ψ is a Cremona transformation
of type (2, 2).

4.1 Criticality 2: Atiyah and non-equalized flips

4.1.1 Geometric realization of locally toric flips

We briefly recall the notation and the assumptions of Section 3.1.1 in the following:

Set-up 4.1.1. Given the affine toric variety Xδ ≃ Cn+1, we consider a C∗-action associated to
the 1-parameter subgroup v = (q, 0d0 , w). The non-empty open subsets B± of Definition 3.1.1
produce two toric geometric quotients X±, and there exists a toric flip φ : X− 99K X+ among
them.

The aim of this section is to construct a quasi-projective toric variety which realizes geomet-
rically the toric flip. To this end, we will construct X by glueing together Xδ and two fiber
bundles E± constructed upon X±. We first notice that the geometric quotients B± → X± are
C∗-bundles which are not locally free, since the action is not equalized (see Lemma 2.2.31). In-
tuitively, we obtain the fiber bundles E± on X± by adding respectively the zero and the infinity
section to B±.
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Proposition 4.1.2. Consider

E± := B± ×C∗
C =

B± × C
∼

,

where, for e ∈ B± and λ ∈ C, (e, λ) ∼ (te, t±1λ). Then E± are fiber bundles on X± with fibers
C. Moreover, E± are toric varieties constructed upon two fans Λ±. The maximal cones of Λ±
can be respectively described as

Λ−(n+ 1) = {⟨δj ,−v⟩ | j = 1, . . . , d+},
Λ+(n+ 1) = {⟨δi, v⟩ | i = 1, . . . , d−}.

Proof. Let us consider the case of Λ+, being the other similar. The fan Λ+ weakly splits (in the
sense of [16, Exercise 3.3.7]) by ⟨−v⟩ and ∆+, hence we conclude it is a fiber bundle with fibers
isomorphic to C. ■

Theorem 4.1.3. Given a toric flip φ : X− 99K X+, there exists a quasi-projective toric variety
X which realizes geometrically φ. Moreover the fan associated to X is

Σ̃ = Λ+ ∪ Σ(δ) ∪ Λ− ⊂ NR.

The geometric realization X admits a C∗-action associated to the 1-parameter subgroup v. The
fixed point locus of X consists of the sink X−, the source X+, and an inner component isomorphic
to Cd0 .

Proof. Let X be the toric variety associated to the fan Σ̃. We first notice that X admits a C∗-
action associated to the 1-parameter subgroup v. By construction C∗ acts on Xδ; moreover X±
are C∗-invariant, and the maps E± → X± are C∗-equivariant. We study the fixed point locus
of the C∗-action separately on the three patches; we have that XC∗

δ = Cd0 . On the other hand
EC∗

± = s0(X±) = X±, with s0 : X± → E± the 0-section, and thus they correspond respectively
to the sink and the source of the action. ■

So far we have constructed a local geometric realization: it is natural to ask if one can
construct a geometric realization of a flip which can be locally described as a toric flip. The
positive answer, in the case of toric Atiyah flip, is provided by [49, Theorem 6.3]. Let us first
define the global counterpart of the toric Atiyah flip:

Definition 4.1.4. Let X± be smooth projective varieties. A global Atiyah flip is a small modi-
fication φ : X− 99K X+ fitting in a commutative diagram

X− X+

X0

φ

π− π+

such that:

� The maps π± are small contractions to a normal projective variety X0;

� The diagram can be locally analytically identified with a toric Atiyah flip.

In particular, the inderterminacy loci Z± := Exc(π±) are smooth varieties, possibly dis-
connected: their irreducible components are in one to one correspondence, and we denote
them by Zj±, for j ∈ J . For each j ∈ J , the image π±(Zj±) is an irreducible component Xj

0

of the indeterminacy locus Ind(π−1
± ), and the restrictions π− : Zj− → Xj

0 , π+ : Zj+ → Xj
0

are projective bundles.
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4.1. Criticality 2: Atiyah and non-equalized flips

� There exist π±-ample line bundles V± on X± such that

1. Pic(X±) = π∗
± Pic(X0) ⊕ ZV±;

2. The restriction of V± to every fiber of the projective bundle π± : Zj± → Xj
0 is O(1);

3. φ∗(V−) = −V+.

Theorem 4.1.5. [49, Theorem 6.3, Corollary 6.6, Theorem 6.7] Let φ : X− 99K X+ be a global
Atiyah flip. There exists a unique geometric realization X of φ. Moreover there exists an ample
line bundle L on X such that the induced C∗-action on (X,L) has criticality 2.

4.1.2 A criterion for locally toric flips among geometric quotients

Set-up 4.1.6. Consider a C∗-action on a smooth polarized pair (X,L) of B-type of criticality
2.

As already noticed in Remark 2.3.29, we recall that the B-type assumption can be always
obtained by performing a pruning of X along the extremal intervals.

Theorem 4.1.7. In the situation of Set-up 4.1.6, assume moreover that the C∗-action on X is a
bordism. Then the natural birational map ψ : GX− 99K GX+ is locally analytically a toric Atiyah
flip if and only if the C∗-action on X is equalized at every inner component.

Proof. Assume that ψ is locally analytically a toric Atiyah flip. Suppose by contradiction that
there exists an irreducible component Y ′ of Y◦ on which the action is non-equalized. Choose a
point p ∈ Y ′. Using Theorem 2.1.16 there exists an analytic neighborhood U ⊂ X of p, which
is C∗-invariant and biholomorphic to NY ′∩U|X ≃ CdimX . Let us consider the following two
geometric quotients of U :

U− : {y ∈ GX− | y = lim
t→∞

tx, x ∈ U} and U+ : {y ∈ GX+ | y = lim
t→0

tx, x ∈ U}.

Notice that locally in U the C∗-action is as in Set-up 4.1.1. Since the weights of the C∗-action
on U corresponds to the weights of the C∗-action on NY ′∩U|X♭ and the action on Y ′ is non-
equalized by assumption, we deduce that ψ|U− : U− 99K U+ is a toric non-equalized flip, hence a
contradiction.

Let us prove the converse. Set Z = Exc(ψ). Consider a point z ∈ Z and let us prove that
there exists an open subset of U−(z) of z contained in GX− such that ψ|U−(z) is a toric Atiyah
flip. By Theorem 2.1.16, there exists a neighborhood V of z ∈ Z such that X−(V ) ≃ NV |X it
follows that there exists a unique orbit C having sink in z. The source z′ of C lies in an inner
fixed point component we denote by Y . Using again Theorem 2.1.16, we may find an analytic
neighborhood U(z′) of z′ which is C∗-invariant and biholomorphic to NȲ ∩U(z′)|X ≃ CdimX , and
we take two geometric quotients U±(z) of U(z′) defined as above. By assumption, the C∗-action
is equalized at Ȳ , then it follows that ψ|U−(z) : U−(z) 99K U+(z) is a toric Atiyah flip, and we
conclude. ■

Proposition 4.1.8. In the situation on Set-up 4.1.6, assume that the C∗-action is a bordism.
Then the natural birational map ψ : GX− 99K GX+ is locally analytically a toric Atiyah flip if and
only if ψ is a rooftop flip of Atiyah type.

Proof. By Lemma 2.3.6, there exists a commutative diagram
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4. Geometric realizations in small criticality

GX− GX+

SX1

π−

ψ

π+

where π± are contractions. Let Y be an inner fixed point component of XC∗
. If the birational

map ψ : GX− 99K GX+ is a rooftop flip of Atiyah type, we claim the C∗-action is equalized
at Y . Suppose by contradiction it is not: using Theorem 4.1.7, the birational map ψ among
the extremal geometric quotients would be a locally toric non-equalized flip. Therefore, the
restriction of π± to the exceptional loci are weighted projective fibrations, which is an absurd
since ψ is a rooftop flip of Atiyah type.

On the other hand, suppose that ψ is a locally toric flip of Atiyah type. Using Theorem 4.1.7,
we obtain that the C∗-action is equalized at Y ∈ Y◦. In particular, by Lemma 2.1.28, we obtain
that (X±(Y ) \ Y )/C∗ ≃ P(N±

Y |X). Therefore, one may show that the diagram

P(N+
Y |X) × P(N−

Y |X)

GX− ×Y GX+

P(N+
Y |X) GX− GX+ P(N−

Y |X)

SX1

Y

b+b−

s−

ψ

s+

satisfies the conditions of Definition 3.2.1, making ψ a rooftop flip of Atiyah type. ■

Corollary 4.1.9. In the situation of Set-up 4.1.6, assume in addition that ρX = 1. Then ψ is
locally a toric Atiyah flip if and only if the C∗-action on X is equalized at every inner component.

Proof. If ρX = 1 and the C∗-action is of B-type then [49, Lemma 2.6 (1)] implies that ν±(Y ) ≥ 2
for every Y ∈ Y◦. Then X is a bordism and the statement follows by Theorem 4.1.7. ■

Theorem 4.1.7 can be generalized to C∗-actions of B-type on polarized pairs (X,L) of higher
criticality by requiring that, for every component Y ∈ Y ◦, there do not exists orbit closures
joining Y with other fixed components different from Y±. Using the partial order ≼ introduced
in Definition 2.2.14, we can state the following:

Corollary 4.1.10. In the situation of Set-up 4.1.6, suppose in addition that, for every component
Y ∈ Y◦,

� the sink is the unique component such that Y− ≼ Y ;

� the source is the unique component such that Y ≼ Y+.

Then ψ : GX− 99K GX+ is a locally toric Atiyah flip if and only if the C∗-action on X is equalized
at every inner component.
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4.1.3 Examples

In this section we use Theorem 4.1.7 to construct:

� A family of C∗-actions on (Bn(1),OBn(1)(1)) of criticality 2 which are not equalized at Y±,
but equalized at the unique inner component, and thus the natural birational maps are
locally toric Atiyah flips (see §4.1.3.1);

� A C∗-action on (Bn(2),OBn(2)(1)) which is not equalized at the inner component, and thus
the natural birational map is a locally toric non-equalized flip (see §4.1.3.2).

Since both varieties are RH, we will extensively use the notation introduced in Examples
2.5.5, 2.5.6. Let us introduce a Set-up which we will use for both examples:

Set-up 4.1.11. Consider the projective space P2n with homogeneous coordinates x0, . . . , x2n,
and a family of C∗-actions on P2n, denoted by αk, for k = 1, . . . , n, defined as follows:

αk : C∗ × P2n → P2n

(t, p) → [tp0 : . . . : tpk−1 : pk : . . . : pn : t−1pn+1 : . . . : t−1pn+k : pn+k+1 : . . . : p2n].

For the sake of notation, we will denote a point p ∈ P2n by

p = [p+ : p0 : p−],

where p+, p0 and p− represent the coordinates on which αk acts with respectively positive, zero
and negative weights.

Lemma 4.1.12. For any k = 1, . . . , n, the αk-action on (P2n,OP2n(1)) has criticality 2, with
sink Pk−1

− := {p ∈ P2n | p = [p+ : 0 : 0]}, source Pk−1
+ := {p ∈ P2n | p = [0 : 0 : p−]}, and inner

component P2n−2k.

4.1.3.1 Non-equalized C∗-actions admitting an Atiyah flip

Notation 4.1.13. Let X = Bn(1) be the smooth quadric hypersurface of P2n. Let us take
coordinates such that

X = Z(x0xn+1 + . . .+ xn−1x2n + x2n).

By construction, X is invariant under the αk-actions for any k = 1, . . . , n.

Lemma 4.1.14. The fixed point locus of the induced αk-actions on (X,OX(1)) has sink Y− =
Pk−1
− , source Y+ = Pk−1

+ , and an inner fixed point component equal to Bn−k(1) = Q2n−2k−1,
where we abuse notation by setting Q−1 := ∅ for k = n. In particular, the bandwidth is equal to
2 for any k = 1, . . . , n, while the criticality of the action is 2 for k ̸= n and equal to 1 for k = n.

Proof. The fixed point locus is readily obtained by considering the intersection X ∩ (P2n)αk , for
any k. To conclude, it suffices to notice that µOX(1)(Y±) = ±1 and µOX(1)(Q

2n−2k−1) = 0, hence
the bandwidth is equal to 2 for any k = 1, . . . , n, while the criticality is 2 for k ̸= n, and it is
equal to 1 if k = n. ■

Lemma 4.1.15. The αk-actions on X are equalized at the sink and the source if and only if
k = 1, n > 1.
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4. Geometric realizations in small criticality

Proof. If k = 1, the sink and the source are two isolated points, hence by [57, Theorem 4.1] the
action is equalized. Assume that k ̸= 1. Consider a point p = [p+ : 0 : p−] ∈ X, and denote by
C the closure of the orbit C∗p. Then C is the line of points of the form [tp+ : 0 : t−1p−], for
t ∈ C∗, and applying AMvsFM Lemma 2.1.50 we get 2 = δ(p̃) degOX(1), where p̃ is the source
of C. Since degOX(1) = 1, one has δ(p̃) = 2, thus the action is non-equalized. ■

Remark 4.1.16. Using Lemma 4.1.14 and AMvsFM Lemma 2.1.50, we obtain that the αk-
action is equalized at the inner fixed point component Q2n−2k−1.

Proposition 4.1.17. Let X̃ = P(X)+− be the pruning of X at the extremal intervals. Then the

induced αk-action on X̃ is a bordism, and and if k ̸= 1 the natural birational map ψ : G̃X− 99K
G̃X+ is a locally toric Atiyah flip.

Proof. By Theorem 2.3.27, the pruning map X 99K X̃ is αk-equivariant and the induced
action on (X̃,OX̃(1)) has criticality 2. By Theorem 2.3.27, X̃ is of B-type, and since

codimX±(Q2n−2k−1) ≥ 2, the αk-action on X̃ is a bordism. By Remark 4.1.16 the αk-action
is equalized at the inner component, hence, using Theorem 4.1.7, the natural birational map
ψ : G̃X− 99K G̃X+ is a locally toric Atiyah flip. ■

4.1.3.2 Non-equalized action admitting a non-equalized flip

With the notation of Set-up 4.1.11, set k = n and consider the induced αn-action on M := Bn(2),

obtained as the restriction of the αn-action on A2n(2) = P(
∧2 C2n+1).

Lemma 4.1.18. The fixed point locus of the induced αn-action on M equals to Mαn =
An−1(2)− ⊔ An−1(1, n − 1) ⊔ An−1(2)+, where An−1(2)± represent the Grassmannians of lines
of Pn−1

± .

Proof. By Lemma 4.1.14, Xαn = Pn−1
− ⊔ Pn−1

+ . The fixed components of M under the induced
αn-action will be the set of αn-invariant lines in X. We thus immediately obtain that the sink
and the source of M are the sets parametrizing lines in the sink and the source of X, that
is An−1(2)±. We are left to study the αn-invariant lines from Pn−1

− to Pn−1
+ . Note that the

intersection between X and the subspace generated by Pn−1
± is a (2n − 2)-dimensional quadric

Q2n−2. Consider therefore a point p− ∈ Pn−1
− , and the set:

H(p−) := {p+ ∈ Pn−1
+ | p−p+ ∈ Q2n−2}.

It is easy to see that H(p−) is an hyperplane in Pn−1
+ , and that the map D : Pn−1

− → (Pn−1
− )∨,

p− 7→ H(p−) is an isomorphism, therefore the αn-invariant lines from Pn−1
− to Pn−1

+ are given by
the choice of a point and the associated hyperplane, i.e. the variety P(TPn−1) = An−1(1, n−1). ■

Lemma 4.1.19. The αn-action on (M,OM (1)) has criticality 2 and bandwidth 4. Moreover the
sink is An−1(2)− and the source is An−1(2)+.

Proof. Notice that µOM (1)(An−1(2)−) = −2; indeed given e0, . . . , e2n a basis of C2n+1, αn acts,
via the Plücker embedding, on ei ∧ ej with weight 2, for 0 ≤ i < j ≤ n − 1. Similarly we
get µOM (1)(An−1(2)+) = 2, and µOM (1)(An−1(1, n − 1)) = 0. Thus the criticality of the action
on (M,OM (1)) is 2 and its bandwidth is 4. Finally, using Lemma 2.1.43 we conclude that
An−1(2)−, An−1(2)+ are respectively the sink and the source of the αn-action on M . ■

We now show that the induced αn-action on M is non-equalized at the inner component
An−1(1, n − 1), and thus by Theorem 4.1.7 the natural birational map ψ : GM− 99K GM+ is
locally a toric non-equalized flip.
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Lemma 4.1.20. The weights of the induced αn-action on the normal bundle NAn−1(1,n−1)|M are
(±1,±2n−2), where the exponent denotes the occurrence of the weight.

Proof. For the sake of notation, set Y± := An−1(2)±, Y1 := P(TPn−1). As in the proof of Lemma
4.1.18, we denote by H(p) the hyperplane in Y+ corresponding to a point p ∈ Y−. Let us
compute the weights of the αn-action on N+

Y1|M . To this end, take a point s ∈ Y1 and let us

denote by p−, p+ its intersection with Y−, Y+ respectively. Then the family of pencils of lines in
X containing s and a line r ∈ Y+ is parametrized by the lines passing by p+ contained in the
hyperplane H(p−) ⊂ Y+. Since H(p−) ≃ Pn−2 we deduce that such a family is parametrized by
a Pn−3 in Y+. This implies that we have (n− 2)-independent directions from s that correspond
to orbits lying in X−(Y1). Denote by Γ the closure of one among these orbits. Noticing that
Γ has sink at Y−, and using Lemma 4.1.19 and AMvsFM Lemma 2.1.50, we compute that the
weight of the induced αn-action on the tangent bundle of Γ at p− is 2.

Moreover, since it is readily seen from the computation of the rank of NY1|M that ν+(Y1) =
n− 1, by Lemma 2.1.50 one may find a αn-invariant non-singular conic linking s with Y+, and
now the weight of the αn-action on the tangent bundle of such a conic at p− is 1. Then, applying
Theorem 2.1.13 we deduce that the positive weights of the αn-action on s are (1, 2n−2). Running
a symmetric argument replacing Y+ with Y− we conclude that the weights of the αn-action on
N−
Y1|M are (−1,−2n−2), hence the statement. ■

Proposition 4.1.21. Let M̃ = P(M)+− be the pruning of M at the extremal intervals. Then

there exists an induced αn-action on M̃ which is a bordism, and such that the natural birational
map ψ : G̃M− 99K G̃M+ is a locally toric non-equalized flip.

Proof. By Lemma 2.3.27, the pruning map M 99K M̃ is αn-equivariant and small, and the
induced action on (M̃,O

M̃
(1)) has criticality 2. By Theorem 2.3.27, M̃ is of B-type, and moreover

codimX±(An−1(1, n− 1)) ≥ 2, hence the αn-action on M̃ is a bordism. By Lemma 4.1.20
the induced C∗-action on NAn−1(1,n−1)|M is non-equalized, hence by Theorem 4.1.7 the natural

birational map ψ : G̃M− 99K G̃M+ is a locally toric non-equalized flip. ■

4.2 Criticality 3: quadro-quadric Cremona transforma-
tions

In this section we study, in the context of a C∗-action on a polarized pair of criticality 3, with
isolated fixed points and equalized at Y±, the natural birational map ψ among the extremal
quotients. Such setting was used by the authors of [50] to study the LeBrun–Salamon conjecture.
As we will, in this setting the natural birational map ψ is a Cremona:

Definition 4.2.1. A Cremona map is a birational map f : Pn 99K Pn. A Cremona map is special
if the base locus of f is smooth and connected.

A Cremona map f : Pn 99K Pn can be described by the choice of (n + 1)-homogeneous
polynomials fi of the same degree, which we can assume do not share a common factor, such as

f : Pn 99K Pn, p 7→ [f0(p) : . . . : fn(p)].

Set deg f := deg fi, for i = 0, . . . , n.

Definition 4.2.2. An (a, b)-Cremona map is a birational transformation f : Pn 99K Pn such that
deg f = a,deg f−1 = b.
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For example, (2, 2)-Cremona maps are called quadro-quadric. Special quadro-quadric Cre-
mona transformation have been classified in [20]: they are given by system of quadrics through
Severi varieties. Such classification was then generalized in [54] allowing reducible fundamental
locus.

With this in mind, it is natural to study geometric realization of Cremona maps. Let us recall
that the authors of [22] have linked, in the context of equalized C∗-actions on RH-varieties of
Picard number 1 with isolated extremal points, Cremona maps among the extremal geometric
quotients and Jordan algebras structures on TX,Y− . We begin by collecting some preliminary
results:

Remark 4.2.3. Given an equalized C∗-action on a polarized pair (X,L) with isolated extremal
points, the natural birational map ψ : GX− 99K GX+ is a Cremona transformation. Indeed it
suffices to notice that, using Remark 2.1.23, we obtain that GX± ≃ PdimX−1.

In the situation of the above Remark, if the C∗-action is not equalized, the natural birational
map is a weighted Cremona, that is a Cremona map between weighted projective spaces, as
described in the following:

Example 4.2.4. Let C∗ act on (P3,OP3(1)) as t · (x0 : x1 : x2 : x3) = (x0 : tx1 : t2x2 : t3x3). We
have that (P3)C

∗
= e3 ⊔ e2 ⊔ e1 ⊔ e0, with e3 the sink and e0 the source. The induced C∗-action

on the tangent spaces at the fixed points have weights:

� (−3,−2,−1) on TP3,e3 ;

� (−2,−1, 2) on TP3,e2 ;

� (−1, 1, 2) on TP3,e1 ;

� (1, 2, 3) on TP3,e0 .

Therefore, by considering the pruning of P3 along the extremal intervals (or, equivalently, by
performing a C∗-equivariant blow-up along e0, e3), we obtain that GX± = P(1, 2, 3). The natural
birational map ψ : GX− 99K GX+ is therefore a weighted Cremona map.

Lemma 4.2.5. Let (X,L) be a smooth polarized pair, and consider a C∗-action on (X,L) with
extremal isolated points and equalized at sink and source. Assume that the associated birational
map ψ is not an isomorphism. Then the criticality of the action is at least 3.

Proof. We prove that such an action cannot have criticality equal to 1, 2. To this end, suppose the
action has criticality 1: we claim that X = P1. Indeed if by contradiction X is not the projective
line, there exists a positive dimensional family of closures of 1-dimensional orbits linking the
sink and the source. By the Bend and Break Lemma (see for instance [17, Proposition 3.2]),
either this family breaks, and thus there exists another fixed point component, contradicting
the criticality 1 assumption, or this family degenerates to a multiple rational curve, which is an
absurd since the C∗-action is equalized.

On the other hand, suppose that the C∗-action has criticality 2: since by hypothesis the
C∗-action is equalized at the isolated extremal points, it follows that the action is equalized at
the inner components. Therefore, considering the pruning P(X)+− at the extremal intervals we
get that the the induced C∗-action on P(X)+− is a bordism, and thus by Theorem 4.1.7 the
birational map among the extremal components ψ : GX− 99K GX+ is a locally toric flip of Atiyah
type. Since by Remark 4.2.3 it holds GX± ≃ PdimX−1, we obtain a contradiction. ■

With this in mind, we can now state the main result for C∗-actions on smooth polarized pairs
(X,L) of criticality 3.
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Theorem 4.2.6. [57, Theorem 3.5], [49, Theorem 8.1] Let (X,L) be a smooth polarized pair,
with X of dimension n ≥ 3, endowed with a C∗-action of bandwidth three. Assume that its
sink and source are isolated points, and that the action is equalized. Denoting by Yi the inner
components, then one of the following holds:

(1) X = P(V∨), with V = OP1(1)⊕n−1⊕OP1(3), or OP1(1)⊕n−2⊕OP1(2)⊕2, and L = OP(V∨)(1).
Moreover (Yi, L|Yi

) ≃ (Pn−2,OPn−2(1)), i = 1, 2.

(2) X = P1 ×Qn−1, L = O(1, 1), each Yi is the disjoint union of a smooth quadric Qn−3 and
a point, and L|Qn−3 ≃ OQn−3(1).

(3) X is one of the following RH varieties:

C3(3), A5(3), D6(6), E7(7),

L is the ample generator of Pic(X) and the varieties Yi are respectively

P2, P2 × P2, A5(2), E6(1).

The restriction of L to Yi is the ample generator of Pic(Yi), except in the case Yi ≃ P2, in
which L|Yi

≃ OP2(2).

We present a sketch of the proof of the above Theorem in the case of Pic(X) ≃ Z, following
[51, Sketch, p.10].

Proof. We start noticing that, using [49, Lemma 2.8 (2)], the Pic(X) ≃ Z assumption implies
that the inner components Y1, Y2 are irreducible. Thanks to Remark 4.2.3, it holds that GX± =
P(ΩX,Y±) ≃ PdimX−1, and thus the birational map among the extremal geometric quotients is a
Cremona.

Let X ′ := P(X)
ρ+
ρ− be the pruning with respect to the intervals ρ± ∈ (a1, a2). The authors of

[51] prove that the sink (resp. the source) of the induced C∗-action on X ′ is the blow-up Y ′
− :=

BlY1 P(ΩX,Y−) (resp. Y ′
+ := BlY2 P(ΩX,Y+)), where by Y1 ⊂ P(ΩX,Y−) (resp. Y2 ⊂ P(ΩX,Y+)) we

mean the set of C∗-invariant curves between Y− and Y1 (resp. Y+ and Y2).
By Remark 2.3.30, the induced C∗-action on the pruning X ′ has criticality 1, thus there

exists an unique geometric quotient, that is to say, it holds that BlY1
P(ΩX,Y−) ≃ BlY2

P(ΩX,Y+
).

Therefore the birational map among the geometric quotients can be resolved with a smooth
blow-up, that is, ψ is bispecial (cf. Definition [51, Definition 4.1])

Y ′
− ≃ Y ′

+

GX− = P(ΩX,Y−) GX+ = P(ΩX,Y+)

Using an intersection theoretical argument (see [49, Proof of Theorem 8.4]), one may infer that
the birational map ψ is a quadro-quadric Cremona. Therefore, since Y1, Y2 are irreducible, thanks
to [20, Theorem 2.6] the birational map ψ is one the four (2, 2)-Cremona transformations defined
by the linear system of quadrics containing a Severi variety, that is

v2(P2) ⊂ P5, P2 × P2 ⊂ P8, A5(2) ⊂ P14, E6(1) ⊂ P26.

The authors of [51] then conclude by proving that X is uniquely determined by ψ, and then
showing that the varieties C3(3), A5(3), D6(6), E7(7) satisfy the properties above. ■
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Proposition 4.2.7. [51, p.11] In the situation of Theorem 4.2.6, let X̃ := P(X)+− be the pruning
of X with respect to the extremal intervals. Then GX± ≃ Pn−1, and the natural birational map
ψ : GX− 99K GX+ is either:

(1) a linear isomorphism;

(2) a quadro-quadric Cremona transformation whose base locus consists of the union of a point
and a quadric Qn−3;

(3) a bispecial quadro-quadric Cremona transformation.

Summing up, we obtain the following:

Theorem 4.2.8. [51, Theorem 3.4] Any quadro-quadric Cremona transformation with smooth
nonempty fundamental locus admits a geometric realization, given by an equalized C∗-action of
criticality 3, in one of the following varieties:

P1 ×Qn−1, C3(3), A5(3), D6(6), E7(7).
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Chapter 5

Geometric realization of small
modification of dream type

In this chapter we introduce a new class of small modifications, called of dream type (see Defini-
tion 5.0.1), and we explicitly construct their geometric realizations. Moreover we show that the
natural birational map among the geometric quotients of a polarized pair, endowed with a C∗-
action which is a bordism and is equalized at the extremal components, is a small modification
of dream type.

Definition 5.0.1. Let Z± be normal projective varieties, and let φ : Z− 99K Z+ be a small
modification. The map φ is of dream type if there exist A,F Cartier divisors on Z− such that:

� A is ample;

� up to consider a multiple, it holds that Z+ = Proj
⊕

m≥0 H0(Z−,OZ−(mF ));

� the multisection ring R(Z−;OZ−(A),OZ−(F )) is a finitely generated C-algebra.

We say that (A,F ) is a dream pair .

Notice that the third condition of the above Definition is equivalent to ask that C = ⟨A,F ⟩ ⊂
CDiv(Z−)Q is a Mori dream region.

5.1 Construction of the geometric realization of a map of
dream type

This section is devoted to the proof of the following:

Theorem 5.1.1. Let Y− be a normal projective variety, and let φ : Y− 99K Y+ be a small
modification of dream type with dream pair (A,F ). Then there exists a geometric realization of
φ, whose induced C∗-action is a bordism, equalized at Y±.

The proof of the above Theorem is divided in various results, namely Lemma 5.1.8, Proposi-
tion 5.1.10, Lemma 5.1.11 and Corollary 5.1.12.

Notation 5.1.2. We denote by

R := R(Y−;OY−(A),OY−(F )) =
⊕
m±≥0

H0(Y−,OY−(m−A+m+F ))
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5. Geometric realization of small modification of dream type

the finitely generated C-algebra associated to the dream pair (A,F ).

Since R admits a Z2-grading, there exists an induced action of the 2-dimensional torus
H := Hom(Z(A,F ),C∗) on SpecR, where by Z(A,F ) we mean the free abelian group generated
by A,F . Notice that by construction M(H) = Z(A,F ).

Definition 5.1.3. Given α ∈ M(H)∨, we say that α is admissible if

α− := α(A) > 0, α+ := α(F ) > 0, gcd(α−, α+) = 1.

We denote by Hα the 1-dimensional subtorus of H associated to α.

Remark 5.1.4. For any admissible α, the 1-dimensional torus Hα acts on SpecR, thus inducing
an N-grading of R. The C-algebra R, endowed with such N-grading, will be denoted by Rα. It
holds:

Rα :=
⊕
m≥0

Rα
m, where Rα

m :=
⊕

m±∈Z≥0

α(m−A+m+F )=m

H0(Y−,OY−(m−A+m+F ));

Definition 5.1.5. The N-graded algebra Rα is finitely generated by assumption, so we may
define Xα := ProjRα.

The varietyXα, as we will prove, is a geometric realization of the small modification φ : Y− 99K
Y+.

Remark 5.1.6. For any admissible α, with associated Hα ⊂ H, we may consider the 1-
dimensional torus:

T := H/Hα.

Since the H-action on Rα induces an H-action on Xα, whose kernel is precisely Hα, we obtain
that T acts on Xα.

Definition 5.1.7. For any admissible α, let Pα be the P1-bundle on Y− defined as

Pα := PY−(OY−(α+A) ⊕OY−(α−F )).

We denote by s−(Y−), s+(Y−) the sections of Pα over Y− corresponding respectively to the
projections of OY−(α+A)⊕OY−(α−F ) → OY−(α+A) and OY−(α+A)⊕OY−(α−F ) → OY−(α−F ).

Lemma 5.1.8. The varieties Pα and Xα are birational. Moreover, Xα is normal.

Proof. Let us consider the ring of sections of the tautological line bundle OPα(1). We have:

R(Pα;OPα(1)) =
⊕
m≥0

⊕
m−+m+=m

H0(Y−,OY−(m−α+A+m+α−F ))

=
⊕
m≥0

⊕
α(m−α+A+m+α−F )=mα−α+

H0(Y−,OY−(m−α+A+m+α−F ))

=
⊕
m≥0

⊕
α(m−A+m+F )=mα−α+

H0(Y−,OY−(m−A+m+F )),

where the last equality follows from the fact that α−, α+ are coprime. Notice that the latter alge-
bra is the (α−α+)-Veronese of Rα, which is finitely generated. It thus follows that R(Pα;OPα(1))
is finitely generated, and that

Proj (R(Pα;OPα(1))) ≃ Xα.
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5.1. Construction of the geometric realization of a map of dream type

In particular, by [17, Lemma 7.10 (a)] we obtain that Xα is normal. Furthermore, the line bundle
OPα(1) is big (cf. [42, Example 6.1.23]), hence the associated map Φ := ϕ|OPα (1)| : P

α 99K Xα

is birational. ■

Remark 5.1.9. Notice that the P1-bundle Pα admits a natural equalized C∗-action with fixed
point locus s−(Y−)⊔ s+(Y−). Moreover the birational map Φ: Pα 99K Xα introduced in Lemma
5.1.8 is C∗-equivariant (cf. [49, Remark 4.2]).

Proposition 5.1.10. The action of T on Xα is of B-type with sink and source Y− and Y+,
respectively, and the induced natural birational map ψ : Y− 99K Y+ coincides with the small
modification φ : Y− 99K Y+.

Proof. Consider the birational map Φ: Pα 99K Xα introduced in Lemma 5.1.8. We first prove
that the indeterminacy locus of Φ is contained in s+(Y−). We recall that A is ample on Y−,
thus Φ|s−(Y−) is well defined; since by Remark 5.1.9 we know that Φ is C∗-equivariant, it follows
that the indeterminacy locus of Φ is C∗-invariant, hence our claim. Therefore, Φ|Pα\s+(Y−) : Pα \
s+(Y−) → U− ⊂ Xα is an isomorphism where U− is a T -invariant neighborhood of the sink of the
action on Xα; it follows that the sink of the T -action on Xα is s−(Y−) ≃ Y− and is isomorphic
to the first geometric quotient of such action.

In order to conclude that the T -action on Xα is of B-type, we study a T -invariant neigh-
borhood U+ of the source of Xα. To do so, we consider the P1-bundle P̃α := PY+

(OY+
(α+A) ⊕

OY+
(α−F )) on Y+ and show, in a similar way as above, that we can find a neighborhood U+

isomorphic to the complement of a section of P̃α. On the other hand, using the arguments above
and the construction of the natural birational map ψ among the extremal geometric quotients, it
follows that ψ coincides with the small modification φ associated to the dream pair (A,F ). ■

Lemma 5.1.11. The T -action on Xα is a bordism.

Proof. Thanks to [17, Lemma 7.10], there exists an open subset U of Xα, whose complement has
codimension greater or equal than 2, and an open subset V of Pα on which the C∗-equivariant
birational map Φ|V is an isomorphism.

We know that the T -action on Xα is of B-type by Proposition 5.1.10; in order to prove that
is a bordism is sufficient to show that the only T -invariant divisors in Xα that are not extensions
of divisors in Y− are the sink and the source of the action (cf. Lemma 2.3.18). Let D be an
T -invariant prime divisor on Xα that is not an extension of a divisor in Y−. Since its intersection
with U is nonempty, we may consider its strict transform D into Pα, that will be an T -invariant
divisor. Then D coincides with the sink or the source of Pα, and this implies that D is the sink
or the source of Xα. ■

The following concludes the proof of Theorem 5.1.1.

Corollary 5.1.12. The T -action on Xα is equalized at the sink Y− and the source Y+.

Proof. It suffices to notice that thanks to Remark 5.1.9 the C∗-action on Pα is equalized at the
sink and the source and the birational map Φ: Pα 99K Xα is C∗-equivariant. ■

Remark 5.1.13. Our construction of a geometric realization depends on the choice of an admis-
sible 1-parameter subgroup α ∈ M(H)∨. Given another admissible β ∈ M(H)∨, the geometric
realizations Xα and Xβ are birational. Indeed it suffices to notice that the P1-bundles Pα, P β

are by definition C∗-equivariantly birationally equivalent. Moreover the geometric quotients of
Xα are independent of the choice of α.
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5. Geometric realization of small modification of dream type

5.2 The natural birational map for bordisms C∗-actions
equalized at Y±

In this section we aim to characterize the natural birational map induced by a C∗-action which
is a bordism equalized at the extremal components. For the sake of simplicity, in this section we
will use the same notation for Cartier divisors and their associated invertible sheaves. The main
result of this section is the following:

Theorem 5.2.1. Let (X,L) be a polarized pair, with X a Q-factorial variety, and consider a
normalized and faithful C∗-action which is a bordism, equalized at Y±. Then the natural birational
map ψ : Y− 99K Y+ is of dream type, whose dream pair is (L−, L+), where L− := L|Y− , L+ :=
L|Y− − δY−|Y− .

To this end, we first prove some auxiliary results under the following:

Set-up 5.2.2. Let (X,L) be a polarized pair endowed with a faithful C∗-action, where X is
a normal and Q-factorial projective variety, and L is an ample line bundle. Suppose that the
C∗-action is a bordism and it is equalized at the sink and the source.

Recall that, being X a bordism, it is in particular of B-type hence Y± ≃ GX±. We now prove
a slightly different version of a result stated in [48, Lemma 2.5]:

Lemma 5.2.3. In the situation of Set-up 5.2.2, let τ± ∈ Q be two rational numbers such that
0 ≤ τ− ≤ τ+ ≤ δ, and m ∈ Z>0 such that mτ± ∈ Z. It holds that:

mτ+⊕
k=mτ−

H0(X,mL)k = H0(X,mL−mτ−Y− − (mδ −mτ+)Y+).

Proof. Let us denote W := H0(X,mL−mτ−Y−− (mδ−mτ+)Y+) ⊂ H0(X,mL). Note first that
W is C∗-invariant, therefore, W =

⊕
k(H0(X,mL)k ∩W ).

We will use [47, Corollary 2.4] (which follows from [10, Lemma 2.17]), which determines the
multiplicity of the C∗-invariant sections of H0(X,mL) at the extremal fixed point components of
the action. We note first that the proof of this result requires only the smoothness of the variety
at the general points of Y±, and this condition holds in our situation, because X is normal and
the action is of B-type. The quoted Corollary tells us that a nonzero section s ∈ H0(X,mL)u
vanishes with multiplicity precisely equal to u at Y− and mδ − u at Y+. This implies that
H0(X,mL)u ⊂ W if u ∈ [mτ−,mτ+] and H0(X,mL)u ∩ W = 0 if u /∈ [mτ−,mτ+], and the
claimed equality follows. ■

We will show in Lemma 5.2.5 that there exists an isomorphism between global sections of
mL of weight c, for c = 0, . . . ,mδ, and global sections of mL − cY− restricted to Y−. To this
end, we first prove the following:

Lemma 5.2.4. In the situation of Set-up 5.2.2, the sink Y− and the source Y+ are Q-factorial.

Proof. We prove the result for Y−; a similar proof works in the case of Y+. Let D be a prime
divisor in Y−, and consider its extension e−(D) ∈ Div(X) (cf. Definition 2.3.15). By definition

it is equal to the closure π−1
− (D) ⊂ X, where π− : Xs

− → Y− is the quotient map (see Notation
2.2.25). The fact that the C∗-action is of B-type implies that e−(D) can also be written as

π−1
− (D) with π− : X−(Y−) → Y− (cf. Remark 2.2.27). Then it follows that e−(D) ∩ Y− = D.

Since X is Q-factorial, there exists m ∈ Z>0 such that me−(D) = e−(mD) is Cartier, and so
mD = me−(D) ∩ Y− is Cartier, as well. ■
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5.2. The natural birational map for bordisms C∗-actions equalized at Y±

Lemma 5.2.5. In the situation of Set-up 5.2.2, there exists a positive integer m− such that for
m ≥ m− and every c ∈ [0, . . . ,mδ] ∩ Z it holds that:

H0(X,mL)c ≃ H0(Y−,mL|Y− − cY−|Y−).

Proof. Let us first note that, by Lemma 5.2.3 it follows that, for every m ∈ Z>0, and every
c ∈ Z≥0, c ≤ mδ, we have a commutative diagram with exact columns:

0 0

mδ⊕
k=c+1

H0(X,mL)k H0(X,mL− (c+ 1)Y−)

mδ⊕
k=c

H0(X,mL)k H0(X,mL− cY−)

H0(X,mL)c H0(Y−,mL|Y− − cY−|Y−)

0

≃

≃

It is then enough to show that there exists m− such that for every m ≥ m−, and every c =
0, . . . ,mδ the restriction map H0(X,mL − cY−) → H0(Y−, (mL − cY−)|Y−) is surjective, or,
equivalently, that the rational map

|mL− cY−| 99K |(mL− cY−)|Y− |

is surjective.
We start by claiming that there exists m− such that for every m ≥ m−, H0(X,mL)c ̸= 0

for every c ∈ [0, . . . ,mδ] ∩ Z. In fact, let C be the closure of the general C∗-orbit in X, which
has extremal fixed points in Y−, Y+, respectively. The generality assumption implies that the
C∗-action on C is faithful, that its extremal points are smooth points of Y± and, by the Bia lynicki-
Birula decomposition, that C is isomorphic to P1. By Serre vanishing, there exists an integer
m− such that for every m ≥ m− the restriction map:

H0(X,mL) → H0(C,mL|C)

is surjective and C∗-equivariant. Since, by [57, Corollary 3.2], H0(C,mL|C) ≃ H0(P1,OP1(mδ)),

and since the set of weights of the induced C∗-action on the vector space H0(P1,OP1(mδ)) is
[0,mδ] ∩ Z, the claim follows.

Putting it together with the commutative diagram above, the claim implies that the map
H0(X,mL−(c+1)Y−) → H0(X,mL−cY−) is not surjective for m ≥ m− and every c ∈ [0,mδ]∩Z,
that is, we have a strict inclusion:

|mL− (c+ 1)Y−| + Y− ⊊ |mL− cY−|. (5.1)

In particular (since by Lemma 2.3.18 the projective space |mL−cY−| is spanned by C∗-invariant
elements), there exists a C∗-invariant effective divisor D1 ∈ |mL− cY−| whose support does not
contain Y−. Using Lemma 2.3.18 It follows that

D1 = e−(D′
1) + aY+ for some a ≥ 0 and some D′

1 ∈ Div(Y−);
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5. Geometric realization of small modification of dream type

here we are denoting by e− : Div(Y−) = Div(GX−) → Div(X) the extension map of divisors
introduced in Definition 2.3.15. By restricting the above equality to Y− we get that D1|Y− = D′

1,
hence

D1 = e−(D1|Y−) + aY+ for some a ≥ 0.

Let us now conclude the proof of the statement by showing that the restriction map |mL −
cY−| 99K |(mL− cY−)|Y− | is surjective. Given D′ ∈ |(mL− cY−)|Y− |, Lemma 2.3.17 tells us that
e−(D′) ∼ e−(D1|Y−) which we have proven to be linearly equivalent to D1−aY+, for some a ≥ 0.
It then follows that (e−(D′) + aY+)|Y− = D′, and e−(D′) + aY+ ∈ |D|.

■

Remark 5.2.6. With a similar proof, one may show that, in the situation of Set-up 5.2.2, there
exists a positive integer m+ such that for any m ≥ m+, and for any c ∈ [0, . . . ,mδ], it holds that

H0(X,mL)c ≃ H0(Y+,mL|Y+
− (mδ − c)Y+|Y+

).

Notice that, since the C∗-action a bordism and since Y± are Q-factorial by Lemma 5.2.4, the
natural birational map ψ : Y− 99K Y+ is an SQM.

We can now prove Theorem 5.2.1:

Proof. (of Theorem 5.2.1). We show each condition of Definition 5.0.1 is satisfied. Notice that
L± are effective, and L− is ample. Using Lemma 5.2.5 and Remark 5.2.6, there exists a positive
integer m0 ≥ m± such that, for any m ≥ m0 and any c ∈ [0, . . . ,mδ] ∩ Z, it holds that

H0(Y−,mL|Y− − cY−|Y−) ≃ H0(X,mL)c ≃ H0(Y+,mL|Y+
− (mδ − c)Y+|Y+

).

Let d ≥ m0 be a positive integer, and consider the d-Veronese algebras R(Y±, L|Y±)(d),
which are still finitely generated. Using the above identity, it is readily seen that Y+ =
ProjR(Y+, L|Y+

)(d) ≃ ProjR(Y−, L+)(d). It remains to show that R(Y−;L−, L+) is finitely

generated. Consider the d-Veronese algebra R(X;L)(d), which is still finitely generated being L
ample and X projective. By using Lemma 5.2.5, we know that

⊕
m≥0

mdδ⊕
k=0

H0(X,mL)k ≃
⊕
m≥0

mdδ⊕
k=0

H0(Y−,mL|Y− − kY−|Y−)

is finitely generated. Notice that we may rewrite the latter algebra using L±, thus obtaining
that

R(X;L)(d) ≃
⊕

(a,b)∈S

H0(Y−, aL|Y− + b(L|Y− − δY−|Y−)),

where S denotes the monoid 1
dδ (Z≥0)⊕2 ⊂ Q⊕2. We may represent this situation by means of

the following image, where the black dots belong to S, and the empty ones to N⊕2 ⊂ S:
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5.2. The natural birational map for bordisms C∗-actions equalized at Y±

Therefore, using [12, Lemma 2.25] (see also [2, Propositions 1.2.2, 1.2.4]), we conclude that the
algebra

R(Y−;L−, L+) =
⊕

a,b∈N⊕2

H0(Y−, aL|Y− + b(L|Y− − δY−|Y−))

associated to the cone C = ⟨L−, L+⟩ is finitely generated. ■

We conclude this section by showing that the Mori dream region C = ⟨L−, L+⟩ obtained
in Theorem 5.2.1 admits a chamber decomposition, which is induced by the C∗-action on the
polarized pair (X,L). The decomposition of Mori dream regions, which reproduces the behaviour
of Mori dream spaces, has been stated by [25, Definition 2.12]: we refer to [31, Theorem 4.3] and
[52, Proposition 9.6] for the precise statements.

Definition 5.2.7. Let X be a normal projective variety, and let C be a rational polyhedral
cone in CDiv(X)Q. We say that C is a chamber if, for any D1, D2 ∈ C with finitely generated
section ring, it holds that ProjR(X;D1) ≃ ProjR(X;D2). We call the variety ProjR(X;D1)
the chamber model of C.

Theorem 5.2.8. In the situation of Set-up 5.2.2, the cone C = ⟨L−, L+⟩ admits a subdivision

C =

r−1⋃
i=0

Ci, Ci = ⟨L|Y− − aiY−|Y− , L|Y− − ai+1Y−|Y−⟩.

Moreover, for every i = 0, . . . , r − 1 the cone Ci is a chamber whose model is GXi.

Proof. The existence of such a subdivision follows immediately by recalling that ai < ai+1 for
every i = 0, . . . , r − 1. In order to conclude, it suffices to show that, for every i = 0, . . . , r − 1,
the cone Ci is a chamber. Let D = β(L|Y− − aiY−|Y−) + γ(L|Y− − ai+1Y−|Y−) be a divisor in Ci,
where β, γ ∈ Q>0. Let q be a positive integer such that qβ, qγ ∈ N and q ≥ m−, with m− as in
Lemma 5.2.5. Using again Lemma 5.2.5 we obtain that

H0(Y−, qD) ≃ H0(X, q(β + γ)L)q(βai+γai+1),

and since qβai + qγai+1 ∈ (q(β + γ)ai, q(β + γ)ai+1), using Theorem 2.2.30 and the above
isomorphism, it holds that

ProjR(Y−; qD) ≃ Proj
⊕
m≥0

H0(X,mq(β + γ)L)mq(βai+γai+1) ≃ GXi.

■
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5. Geometric realization of small modification of dream type

We may represent Theorem 5.2.8 by means of the following picture, in the case of a C∗-action
of criticality 3.
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Chapter 6

Geometric realization of toric
SQM

As one could expect, starting with a toric SQM φ among toric normal Q-factorial projective
varieties, one may realize φ geometrically with a toric variety endowed with a particular C∗-
action. It makes then sense to describe a toric version, written in combinatorial fashion, of our
construction of a geometric realization presented in Chapter 5. Moreover, we present a function
called GeomReal, written in SageMath, to compute a polytope associated to such toric geometric
realization. We conclude the chapter by presenting some examples of toric geometric realizations
of toric SQM’s, which highlight some interesting features of this construction.

6.1 Alternative construction of a geometric realization for
small modifications of dream type

Set-up 6.1.1. Let φ : Y− 99K Y+ be a small modification of dream type, whose associated dream
pair is (A′, F ′).

We recall that we may identify Div(Y−) ≃ Div(Y+). Set H := F ′ − A′. For m ≫ 0, the
divisor A′ +H/m is still ample on Y−. Set A := mA′, F := mF ′, so that A+mH = F .

Example 6.1.2. For instance, in the case Nef(Y−), φ∗Nef(Y+) share a common (ρY− − 1)-
dimensional wall, we may represent the situation by means of the following picture

Let π : W = P(E) → Y−, with E = OY−(A) ⊕ OY−(A + H) be a P1-bundle over Y−. Call
D−, D+ respectively the images of the sections s−, s+ associated to the quotients E → OY−(A),
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6. Geometric realization of toric SQM

E → OY−(A + H). Consider the line bundle OW (1) ⊗ OW ((m − 1)D+): by [41, Lemma 2.3.2
(ii)], OW (1) is ample and OW ((m− 1)D+) is effective, thus the rational map associated to it

Φ = Φ|OW (1)⊗OW ((m−1)D+)| : W 99K X

is birational onto the image X.

Lemma 6.1.3. It holds that OW (1) ⊗OW ((m− 1)D+) ∼ OW (m) ⊗ π∗OY−((1 −m)A).

Proof. We have that H0(Y−, E⊗OY−(−A)) ≃ H0(W,OW (1)⊗π∗(OY−(−A))). Therefore OW (1)⊗
OW ((m− 1)D+) ∼ OW (m) ⊗ π∗OY−((1 −m)A). ■

Lemma 6.1.4. The variety X is normal.

Proof. Thanks to [17, Lemma 7.10 (a)], it suffices to show that the section ring R(W ;OW (1) ⊗
(m− 1)D+) is finitely generated. Using the projection formula, we obtain that⊕

n≥0

H0
(
W,OW (nm) ⊗ π∗(OY−(n(1 −m)A))

)
=

⊕
n≥0

H0
(
Y−, S

nm(OY−(A) ⊕OY−(A+H)) ⊗OY−((n− nm)A)
)

=

⊕
n≥0

H0
(
Y−,OY−((n− nm)A) ⊗

nm⊕
i=0

OY−((nm− i)A+ i(A+H))
)

=

⊕
n≥0

H0
(
Y−,OY−(nA) ⊗

nm⊕
i=0

OY−(iH)
)
.

Notice that the latter can be described as Q :=
⊕

0≤b≤ma H0(Y−,OY−(aA + bH)), which is a
subalgebra of the multisection ring R(Y−;OY−(A),OY−(F )), which is finitely generated since
C = ⟨A,F ⟩ is a Mori dream region. Using [12, Lemma 2.25], we obtain that Q is finitely
generated, hence we conclude. ■

Proposition 6.1.5. The variety X is a geometric realization of the SQM φ : Y− 99K Y+.

Proof. By Remark 5.1.9, there exists a natural C∗-action on W with sink and source respectively
D±. Let us study the images Φ(D±). For the sake of notation, set E := OW (1) ⊗ OW ((m −
1)D+) = OW (m) ⊗ π∗OY−((1 − m)A). We obtain that the image of D− via Φ is given by
E|D− = OY−(A), and for D+ is given by E|D+

= OY−(A+mH) = OY−(F ). Moreover, the map Φ
is C∗-equivariant, with sink Y− = ProjR(Y−,OY−(A)) and source Y+ ≃ ProjR(Y−,OY−(F )). ■

Let us notice that the construction of geometric realization presented here slightly differs
from the one given in Section 5.1, as explained in the following:

Remark 6.1.6. Arguing as in Section 5.1, let X̃ be the geometric realization constructed as
the image of the P1-bundle P = P(α+OY−(A) ⊕ α−OY−(F )) under Φ′ = Φ′

|OP (1)|. Using the

proof of Proposition 5.1.10, it holds that Φ′
|P−(s−(Y−)) ≃ X̃−(Y−),Φ|W−(s−(Y−)) ≃ X−(Y−),

and thus NΦ′(Y−)|X̃ ≃ NY−|P ,NΦ(Y−)|X ≃ NY−|W . Since NY−|P = OY−(α+A − α−F ) and

NΦ(Y−)|X = OY−(H), we conclude.

84



6.2. SageMath code

6.2 SageMath code

We keep the notation of the previous section. Notice that, if we assume in addition that
φ : Y− 99K Y+ is a toric SQM among toric varieties, then the above construction may be de-
scribed also in terms of the associated polytopes. Indeed Let PA, PA+H , PF and PW be respec-
tively the polytopes associated to the pairs (Y−,OY−(A)), (Y−,OY−(A+H)), (Y−,OY−(F )), and
(W,OW (1)). Then PW = PA⋆PA+H , where by ⋆ we denote the Cayley sum of the two polytopes,
that is PW is the convex hull of (PA×{0})∪(PA+H×{1}). Moreover OW (1) and OW ((m−1)D+)
are T -invariant, and so is the linear system |OW (1) ⊗ OW ((m − 1)D+)|. Hence the geometric
realization X, that is the image of W under such linear system, is toric.

In this section we present and explain the code to compute the polytope associated to such
toric geometric realization using a SageMath function called GeomReal.

Remark 6.2.1. In principle, given a toric small modification of dream type φ : Y− 99K Y+
among normal, Q-factorial toric projective varieties, with dream pair (A,F ), it would be natural
to construct a toric geometric realization X of φ by considering the variety associated to the
polytope of the Cayley sum PA ⋆ PF between PA and PF . The resulting variety however will
be quite singular, while with our construction the fan of the geometric realization is usually
simplicial, that is the geometric realization is Q-factorial.

Algorithm (Geometric realization of toric SQM).

� Input: Rays of the fan ΣY− of Y−, an ample Cartier divisor A on Y−, a Cartier divisor H
on Y− and a positive integer k.

� Output: Polytope of the geometric realization X associated to the SQM φ : Y− 99K
ProjR(Y−;OY−(A+ kH)).

The case we will be interested in is k = m− 1, so that A+mH = F .

Remark 6.2.2. Let X be a toric variety with Σ(1) = {v1, . . . , vn} in Rh, and let D =
∑n
i=1 aiDvi

be a T -invariant Q-Cartier divisor on X. In SageMath, we may represent D as a string D =
[a1, . . . , an]. The polytope PD associated to the pair (X,OX(D)) can be described as a set of
inequalities of the form, for m = (m1, . . . ,mh),

v1m+ a1 ≥ 0
...

vnm+ an ≥ 0

Let us recall that H0(X,OX(D)) ≃
⊕

m∈PD∩M xm (see [16, Proposition 4.3.2]).

The function

de f GeomReal ( rays ,A,H, k ) :

is constructed upon several functions; we describe each of them. For the sake of notation, we
explain the code using a general toric variety K, and then illustrate how we apply it to our case.

de f poly ( rays2 , D) :
i e q=transpose ( matrix ( rays2 ) ) . rows ( )
i eq [ 0 : 0 ]= matrix (D)
i eq=matrix ( i eq ) . t ranspose ( ) . rows ( )
p = Polyhedron ( i e q s = i eq )
re turn p
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6. Geometric realization of toric SQM

The function poly(rays2,D) constructs, given a collection of rays rays2 of a fan ΣK of a
toric variety K and a |ΣK(1)|-tuple D = [d1, . . . , dn], which essentially corresponds to the string
of coefficients of Equation 6.2.2, the polytope associated to the pair (K,OK(D)). In particular,
poly(rays,A) returns the ample polytope of (Y−,OZ−(A)).

de f fd (p , a ) :
c l i s t =[ ]
q = p . v e r t i c e s l i s t ( )
M = matrix (q ) . t ranspose ( ) . rows ( )
f o r i in range ( l en (q ) ) :

c l i s t . append ( a )
M. append ( c l i s t )
M = matrix (M)
return M

Given a polytope P and an integer a, the function fd(p,a) constructs an m×n-matrix whose
last row is equal to (a, . . . , a), and whose first (m − 1)-rows are the transpose of the matrix of
the vertices of P .

de f p lus (D,E) :
D=vecto r (D)
E=vecto r (E)
DE=vecto r (D+E) . l i s t ( )
r e turn DE

The function plus(D,E) computes the sum of two lists. We will use it to compute A +
H =plus(A,H).

de f pb( rays3 ,D,E) :
w=len (D)
p=poly ( rays3 ,D)
q=poly ( rays3 ,E)
P=fd (p , 0 )
Q=fd (q , 1 )
P1=P. t ranspose ( ) . rows ( )
Q1=Q. t ranspose ( ) . rows ( )
P1 [w:w]=Q1
C=matrix (P1 ) . t ranspose ( )
M=C. t ranspose ( ) . rows ( )
pb=Polyhedron ( v e r t i c e s=M)
return pb

Given two ample divisors D,E on a toric variety K such that ΣK(1) = rays3, the function
pb(rays3,D,E) returns a polytope associated to the P1-bundle P(OK(D) ⊕OK(E)), computed
as the Cayley sum D ⋆E, that is the convex hull of (D× {0}) × (E × {1}). For our purpose, we
will later compute pb(rays,A,plus(A,H)).

de f rapA(P) :
A l i s t =[ ]
f o r i in range ( l en (P. Hrepresentat ion ( ) ) ) :

Hrep=P. Hrepresentat ion ( i )
A l i s t . append (Hrep .A( ) )

re turn A l i s t
de f rapb (P) :

b l i s t =[ ]
f o r i in range ( l en (P. Hrepresentat ion ( ) ) ) :

Hrep=P. Hrepresentat ion ( i )
b l i s t . append (Hrep . b ( ) )

re turn b l i s t

The functions rapA(P), rapb(P) return the lists A, b of coefficients of the inequalities Ax+
b ≥ 0 of the supporting hyperplanes defining a polytope P (cf. Remark 6.2.2).
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de f de t e c t ( A l i s t , b l i s t , b ) :
v=z e r o v e c t o r ( l en ( A l i s t [ 1 ] ) =1 ) . l i s t ()+[=1]
w=vecto r ( v )
s=A l i s t . index (w)
b l i s t [ s ]=b+1
return b l i s t

The function detect(A_list,b_list,a) searches on A_list the position of the element
v = (0, . . . , 0,−1), and it adds a + 1 to the component of b_list which has the same position.
We use this function to compute OY−(A+ kH).

I=rapA(pb( rays ,A, p lus (A,H) ) )
J=rapb (pb( rays , A, p lus (A,H) ) )
J1=detec t ( I , J , k )
re turn poly ( I , J1 )

Summing up, the function GeomReal(rays,A,H,k), with k = m − 1, returns as output the
polytope constructed as the birational contraction of the P1-bundle W = P(OY−(A) ⊗OY−(A+
H)) via the morphism associated to the Cartier divisor OW (1) ⊗ π∗OY−((m− 1)A).

We conclude this section by introducing another useful function we will use in the rest of the
chapter:

de f check (P) :
fan=NormalFan (P)
re turn fan . i s c omp l e t e ( ) , fan . i s s i m p l i c i a l ( ) , fan . i s smooth ( )

The function check(P) says if the normal fan of a polytope P is respectively complete,
simplicial and smooth.

The whole function GeomReal can be accessed, and used, through the following link:
https://cocalc.com/share/public_paths/a28daa428b12dfde5fec32ce200547f44fa38f4a

6.3 Examples

6.3.1 Blow-up of P3 along two points

Given the 3-dimensional projective space P3, let β : Y− → P3 be the blow-up of P3 along e1, e2,
so that the rays of the fan of Y− are

ΣY−(1) = {e1, e2, e3, e4 = −e1 − e2 − e3,−e1,−e2}.

As we have seen in Example 2.4.11, the variety Y− is an MDS. Let H be the transform of the
hyperplane divisor in P3, and let E1, E2 be the exceptional divisors corresponding to e1, e2.

Consider the ample Cartier divisor A = 6H + 2E1 + 2E2 on Y−, associated to the string
A=[0,0,0,6,4,4]. The polytope associated to the pair (Y−,OY−(A)) can be represented as
follows:
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6. Geometric realization of toric SQM

Let H be the Cartier divisor H = −E1. associated to the string H=[0,0,0,0,-1,0]. Notice
that A+H, written sum(A,H) is still ample, as one may say by considering the polytope associated
to it:

We keep adding H, obtaining that the Cartier divisor N := A+2H, written N=[0,0,0,6,2,4]

is nef.

The Cartier divisor F := A + 3H is movable, and it is associated to the flip of the strict
transform l of the line joining e1, e2. We set Y+ := ProjR(Y−;OY−(F )).

We now construct the polytope P of the geometric realization of the toric SQM

φ : Y− 99K Y+

Using the function GeomReal we obtain:

In : rays = [ [ 1 , 0 , 0 ] , [ 0 , 1 , 0 ] , [ 0 , 0 , 1 ] , [ =1 , =1 , =1 ] , [ =1 , 0 , 0 ] , [ 0 , =1 , 0 ] ]
A=[0 , 0 , 0 , 6 , 4 , 4 ]
H=[0 ,0 ,0 ,0 ,=1 ,0 ]
P=GeomReal ( rays ,A,H, 2 )
P

Out : A 4=dimens iona l polyhedron in QQˆ4 de f ined as the convex hu l l
o f 17 v e r t i c e s

By using the command check() we get that the geometric realization X is smooth and
projective. Consider the C∗-action on the geometric realization X corresponding to the fourth
natural projection of the character lattice. We obtain that, with respect to the embedding
determined by the polytope, such action has criticality 2 and bandwidth 3, with sink Y−, source
Y+ and an inner fixed point Y of weight 2, associated to the vertex (2, 4, 0, 2).
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6.3.2 Blow-up of P1 × P1 × P1 along two points

In the previous example, we have constructed a geometric realization as a birational contraction
of a P1-bundle W over Y−, whose exceptional locus is contained in the source of W . Alter-
natively, one may do a similar construction modifying the sink of W , or both extremal fixed
point components. This is what we will do in the following example, which has appeared in [46,
Example 5.10].

Consider the blow-up of G of P1×P1×P1 along the points (0,∞, 0), (0, 0,∞), where we set 0 =
(1 : 0),∞ = (0 : 1). Call l−, l+ respectively the transform of the lines {0}×P1×{0}, {0}×{0}×P1,
which meet at the strict transform of the point (0, 0, 0). The variety G admits two SQM’s
φ± : G→ Y± associated to the flips of l−, l+. We now construct the geometric realization of

φ := φ+ ◦ φ−1
− : Y− 99K Y+.

The rays of the fan of G are

rays = [ [ 1 , 0 , 0 ] , [ =1 , 0 , 0 ] , [ 0 , 1 , 0 ] , [ 0 , =1 , 0 ] , [ 0 , 0 , 1 ] , [ 0 , 0 , =1 ] , [ =1 , 1 , =1 ] , [ 1 , =1 , =1 ] ]

Consider the Cartier divisors

A=[3 , 0 , 3 , 0 , 3 , 0 , 2 , 2 ]
H=[1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ]
F1=[2 , 0 , 4 , 0 , 6 , 0 , 1 , 1 ]
F2=[6 , 0 , 4 , 0 , 6 , 0 , 1 , 1 ]

We abuse notation by writing F1, F2 and mean F1,F2. Notice that F2 = F1 + 4H. We
represent the polytopes associated respectively to F1, A, F2 in Figure 6.1.

Figure 6.1: The polytopes associated to (G,OG(F1)), (G,OG(A)), (G,OG(F2))

We can thus compute the geometric realization of φ : Y− 99K Y+:

In : GeomReal ( rays , F1 ,H, 3 )
Out : A 4=dimens iona l polyhedron in QQˆ4 de f ined as the convex hu l l

o f 26 v e r t i c e s

Consider the C∗-action on the geometric realization X corresponding to the fourth natu-
ral projection of the character lattice. We obtain that, with respect to the embedding deter-
mined by the polytope, such action has criticality 2 and bandwidth 3, with sink Y−, source
Y+ and two inner fixed points Y1, Y2 of respectively weight 1, 4, associated to the vertices
(-3,-4,0,1),(-5,-4,0,3).

We may represent the C∗-action on X by means of the following picture:
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6. Geometric realization of toric SQM

6.3.3 Weighted blow-up of P3 along two points

In the construction of a geometric realization presented at the beginning of this chapter, we have
assumed that the divisor H := F ′ − A′ is Cartier. With this condition, the resulting geometric
realization, as proved in Corollary 5.1.12, is equalized at the sink and the source. Here we present
an example where we assume only that H is Q-Cartier, so that, as we will see in Lemma 6.3.1,
the resulting action on the geometric realization is not equalized at Y±.

Notice that, in this setting, the toric variety W := Proj Sym(OY−(A) ⊕OY−(A+H)), which
is constructed using the function pb(rays, A,sum(A,H)) is not a P1-bundle over Y−, but only
a P1-fibration, as it is not locally free.

Given the 3-dimensional projective space P3, let p, q be two points invariant under the action
of the maximal torus T of P3, and let β : Y− → P3 be the weighted blow-up of P3 along p, q with
weights corresponding to inserting the rays ep = −e1 − 2e2, eq = −2e1 − e2, so that the rays of
the fan of Y− are

ΣY−(1) = {e1, e2, e3, e4 = −e1 − e2 − e3, ep, eq}.

Let H be the transform of the hyperplane divisor in P3, and let Ep, Eq be the exceptional
divisors corresponding to p, q; by construction, Ep, Eq ≃ P(1, 1, 2). We aim to construct the
geometric realization of the SQM φ : Y− 99K Y+ associated to the flip of the line passing through
ep, eq.

To this end, we need to find divisors A,H,F and a positive integer k, where A,A + H are
Cartier and ample, H is Q-Cartier, and F = A + kH gives the flip. Consider for instance the
following divisors

A=[0 ,0 , 0 , 6 , 10 , 10 ]
H=[0 ,0 ,0 ,0 ,=1 ,0 ]
N=[0 ,0 , 0 , 6 , 8 , 10 ]
F=[0 , 0 , 0 , 6 , 7 , 10 ]

whose associated polytopes are represented in Figure 6.2.
It is readily seen that A is ample, N is nef, and F = A+3H is the movable divisor giving the

flip. We may thus compute the polytope associated to the geometric realization of φ : Y− 99K Y+.

In : rays =[ [1 ,0 , 0 ] , [ 0 , 1 ,0 ] , [ 0 , 0 , 1 ] , [ =1 , =1 , =1 ] , [ =1 , =2 ,0 , ] , [ =2 , =1 ,0 ] ]
A=[0 ,0 , 0 , 6 , 10 , 10 ]
H=[0 ,0 ,0 ,0 ,=1 ,0 ]
P=GeomReal ( rays ,A,H, 2 )
P

Out : A 4=dimens iona l polyhedron in QQˆ4 de f ined as the convex hu l l
o f 17 v e r t i c e s

By looking at the vertices of P , we notice that the divisor associated to the polytope P is
not Cartier, thus we consider a multiple to obtain a polytope P2 with integer vertices:
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Figure 6.2: The polytopes associated to (Y−,OY−(A)),(Y−,OY−(N)), (Y−,OY−(F ))

In : J2=prodotto ( J1 , 6 )
P2=poly2 ( I , J2 )
P2 . v e r t i c e s ( )

Out : (A ver tex at (30 , 0 , 0 , 0 ) ,
A ver tex at (26 , 8 , 2 , 18) ,
A ver tex at (26 , 8 , 0 , 18) ,
A ver tex at (24 , 12 , 0 , 12) ,
A ver tex at (24 , 12 , 0 , 0 ) ,
A ver tex at (12 , 24 , 0 , 0 ) ,
A ver tex at (30 , 0 , 0 , 18) ,
A ver tex at (30 , 0 , 6 , 18) ,
A ver tex at (30 , 0 , 6 , 0 ) ,
A ver tex at (0 , 0 , 36 , 0 ) ,
A ver tex at (0 , 0 , 36 , 18) ,
A ver tex at (0 , 0 , 0 , 18) ,
A ver tex at (0 , 30 , 6 , 0 ) ,
A ver tex at (0 , 0 , 0 , 0 ) ,
A ver tex at (0 , 21 , 15 , 18) ,
A ver tex at (0 , 21 , 0 , 18) ,
A ver tex at (0 , 30 , 0 , 0 ) )

Consider the C∗-action on the geometric realization X corresponding to the fourth natural
projection of the character lattice. We obtain that, with respect to the embedding determined
by the polytope P2, such action has criticality 2 and bandwidth 18, with sink Y−, source Y+ and
an inner fixed point Y of weight 12, associated to the vertex (24,12,0,12). We may represent
X, together with the natural birational map ψ, which coincides by definition with φ, as follows:

We conclude by showing the following:

Lemma 6.3.1. The C∗-action on X is not equalized at Y±.

Proof. Since the map Φ is C∗-equivariant, it is sufficient to show that the natural C∗-action on
the P1-fibration W = Proj Sym(OY−(A) ⊕ OY−(A + H)) is not equalized at s±(Y±). Consider
its vertices
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6. Geometric realization of toric SQM

In : PB=pb( rays ,A, p lus (A,H) )
PB. v e r t i c e s ( )

Out : (A ver tex at (0 , 0 , 0 , 0 ) ,
A ver tex at (0 , 0 , 0 , 1 ) ,
A ver tex at (0 , 0 , 6 , 0 ) ,
A ver tex at (0 , 0 , 6 , 1 ) ,
A ver tex at (0 , 5 , 0 , 0 ) ,
A ver tex at (0 , 5 , 1 , 0 ) ,
A ver tex at (0 , 9/2 , 0 , 1 ) ,
A ver tex at (0 , 9/2 , 3/2 , 1 ) ,
A ver tex at (2 , 4 , 0 , 0 ) ,
A ver tex at (3 , 3 , 0 , 1 ) ,
A ver tex at (4 , 2 , 0 , 0 ) ,
A ver tex at (4 , 2 , 0 , 1 ) ,
A ver tex at (5 , 0 , 0 , 0 ) ,
A ver tex at (5 , 0 , 0 , 1 ) ,
A ver tex at (5 , 0 , 1 , 0 ) ,
A ver tex at (5 , 0 , 1 , 1 ) )

and the supporting hyperplanes defining the polytope

In : PB=pb( rays ,A, p lus (A,H) )
PB. Hrepresentat ion ( )

Out : (An i n e qua l i t y (0 , 1 , 0 , 0) x + 0 >= 0 ,
An i n e qua l i t y (=1 , =1, =1, 0) x + 6 >= 0 ,
An i n e qua l i t y (0 , 0 , 0 , =1) x + 1 >= 0 ,
An i n e qua l i t y (=2 , =1, 0 , 0) x + 10 >= 0 ,
An i n e qua l i t y (=1 , =2, 0 , =1) x + 10 >= 0 ,
An i n e qua l i t y (0 , 0 , 0 , 1) x + 0 >= 0 ,
An i n e qua l i t y (1 , 0 , 0 , 0) x + 0 >= 0 ,
An i n e qua l i t y (0 , 0 , 1 , 0) x + 0 >= 0)

where the vectors correspond to the primitive generators of ray corresponding to the in-
ward pointing facet. We label such elements by u1, . . . , u8, and we denote by F1, . . . , F8 (resp.
D1, . . . , D8) the associated facets (resp. divisors). The ample divisor associated to the polytope
P2 is

D = 6D2 +D3 + 10D4 + 10D5.

Consider the T -fixed points p− = (0, 5, 1, 0), p+ = (0, 92 ,
3
2 , 1), associated to the cones σ =

⟨u2, u5, u6, u7⟩, σ′ = ⟨u2, u3, u5, u7⟩ and let Γ be the T -invariant rational curve joining p±, which
is associated to the wall τ = σ∩σ′ = ⟨u2, u5, u7⟩. By AMvsFM Lemma (see Lemma 2.1.50), it is
sufficient to study the intersection product Y− · Γ = (mσ −mσ′)(u). By construction, Y− = D6,
hence its Cartier data mσ,mσ′ are such that mσ(ui) = 0 for every i ̸= 6, mσ(u6) = 1, and
mσ′(ui) = 0 for every i = 1, . . . , 8. We thus obtain that mσ − mσ′ = (0,− 1

2 ,
1
2 , 1). Consider

u = (0,−1, 0, 0); one may show that the image π(u) generates the quotient lattice N/Zτ . Hence
(mσ −mσ′)(u) = 1

2 , we conclude. ■

92



Chapter 7

Glossary of Notations

(A,F ), 75
(mσ)σ∈Σ, 18
B,B±, 55
C, 22
D · C, 16
D+(f,X), 39
Dρ, 18
E±, 66
G · x, 15
Gx, 15
Iτ , 33
KX , 16
L±, 78
La,b, 46
M , 70
MQ,MR, 15
Ni,j , 46
Pα, 76
R, 61
R(X;L), 30
R(X;L)G, 30
R(X;L)τ , 33
R(X; C), 44
R(X;OX(D1), . . . ,OX(Dk)), 44
S, 39
S0
m, 39
S±
m, 39
T , 17
T 0(Y ), 22
T±(Y ), 22
TX, Y 22
TX,y, 22
V±, 60

Va, 16
XG, 15
Xα, 76
Xs(L), 30
Xs(i, i+ 1), 31
Xs

±, 32
X±(Y ), 22
Xss(L), 30
Xss(i, i), 31
Xss

± , 32
X±, 57
Xσ, 18
Y+, 24
Y−, 24
Yi, 27
Y±, 15
Aut(X), 15
CDiv(X), 16
CDivT (XΣ), 18
C[X], 15
C∗, 16
Cl(X), 16
∆, 48
∆±, 56
Div(X), 16
DivT (XΣ), 18
Eff(X), 17
GXi, 32
GX±, 32
Λ±, 66
M(T ), 16
Mov(X), 17
N(T ), 16
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GLOSSARY OF NOTATIONS

Nef(X), 17
P(V ), 15
P(E), 17
P(q0, . . . , qn), 30
Pq, 30
Φ, 48
Φ±, 48
Φρ−,ρ+, 39
Pic(X), 16
PicG(X), 25
SXi, 32
SX±, 32
Σ, 18
Σ(δ), 18
Σ(k), 18
α, 21
α±, 76
αk, 69
D, 48
N±(Y ), 22
NY |X , 22
O(σ), 18
P(Z)

ρ+
ρ− , 39

R, 75
Rα, 76
Y, 21
Y◦, 28
δ, 28, 56
δ(x+), 28
div(f), 16
≡, 16
gα, 48
h, g, 48

p(D \ I), 49
κ, 48
⟨α, β⟩, 48
limt→0 t

−1x, 22
limt→0 tx, 22
limt→∞ tx, 22
µL, 26
µL(Y ), 26
ν±(Y ), 22
ϕD, 17
π±, 32
ψ, 34
ψi, 34
ρX , 16
ρ±, 38
σ, 17
σ∨, 17
∼, 16
P̃α, 77
ψ̃, 34
ak, 16
f±, 23
t, 16
x±, 22
An, 48
Bn, 48
Cn, 48
Dn, 48
E6, 48
E7, 48
E8, 48
F4, 48
G2, 48
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Index

1-parameter subgroup
admissible, 76

G-action, 15
C∗-action

B-type, 34
bandwidth of, 28
bordism, 35
criticality of, 27
equalized, 25
isolated extremal points, 24
non equalized, 25
normalized, 28
on a polarized pair, 26

α-fibration, 25

Action
faithful, 15
free, 15
transitive, 15
trivial, 15

Algebraic group, 15
Algebraic torus, 16

Bandwidth, 28
Bia lynicki-Birula

cell, 22
theorem, 23
decomposition, 23

Birational map
geometric realization of, 36
natural among the geometric

quotients, 34
strict transform of, 17

Cartier data, 18
Chamber, 81

model of, 81
Cobordism, Morelli–W lodarczyk, 55
Component

extremal, 28
inner, 28

Cone
dimension, 17
dual, 17
face of, 17
orbit of, 18
polyhedral, 17
rational, 17
simplicial, 18
strongly convex, 17

Contraction, 17
birational, 17
divisorial, 17
elementary, 17
exceptional locus of, 17
of fiber type, 17
small, 17

Cremona map, 71
(a, b)-, 71
quadro-quadric, 72
special, 71
weighted, 72

Critical value
of a C∗-action, 26

Criticality, 27
Curve

rational, 16
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INDEX

Decomposition
Cartan, 48

Divisor
Q-Cartier, 16
ample, 17
base point free, 17
big, 17
canonical, 16
Cartier, 16
complete linear system of, 17
effective, 16
linear equivalence among, 16
movable, 17
nef, 17
numerical equivalence among, 16
prime, 16
principal, 16
semiample, 17
support of, 16
very ample, 17
Weil, 16

Divisor class group, 16
Dream pair, 75
Drum, 51

Fan, 18
complete, 18
normal, 18
ray of, 18
subdivision of, 18
support of, 18
wall of, 18

Fixed point locus, 15
Flip

Atiyah, 57
global Atiyah, 66
rooftop, 58
toric Atiyah, 58
toric non-equalized, 58

Flop
Abuaf-Segal, 62
Abuaf-Ueda, 62
Atiyah, 57
Francia, 57
Mukai, 62

Geometric realization, 36
Grothendieck notation, 15

Intersection product, 16

Linearization
of a line bundle, 25

Map
K-equivalent simple, 59

Mori dream region, 45
Mori dream space, 42
Morphism

G-equivariant, 15
plus and minus, 23
toric, 18

Multiplicative group, 16

Orbit, 15

Picard group, 16
Picard number, 16
Point

fixed, 15
Polarized pair, 26

smooth, 26
Polytope

lattice, 18
Projective space

weighted, 30
Pruning

of the extremal intervals, 39

Quotient
admissible, 35
categorical, 29
extremal, 33
geometric, 29
good, 29
inner, 33
semigeometric, 29

Rational homogeneous variety, 49
Ring

Cox, 44
multisection, 44

Section, 31
Section ring

G-invariant, 30
Sectional set, 31
Semigeometric

inner, 33
Semisection, 31
Semisectional set, 31
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Semistable point, 30
Set

of 1-parameter subgroups, 16
of characters, 16

Sink, 24
of an orbit, 22

Small modification, 17
Q-factorial, 17
of dream type, 75

Source, 24
of an orbit, 22

Stabilizer, 15
Stable point, 30
Sumihiro

theorem, 24

Theorem
of Bia lynicki-Birula, 23
of Sumihiro, 24

Unstable point, 30

Variety, 15
Q-factorial, 16
affine toric, 18
horospherical, 52
toric, 18

Weight
of a module, 16

Weight map, 26
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