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## Abbreviations

| ACAR | Angular Correlation Annihilation Radiation |
| :--- | :--- |
| AE | Adiabtic Extraction |
| AEgIs | Antihydrogen Experiment: gravity, Interferometry, Spectroscopy |
| AWG | American Wire Gauge |
| BGT | Buffer-Gas Trap |
| CC | Compton Camera |
| CCD | Charge-Coupled Device |
| CERN | Conseil Européen pour la Recherche Nucléaire |
| CHSH | Clauser, Horne, Shimony, and Holt |
| CMOS | Complementary Metal-Oxide Semiconductor |
| CRT | Cathode-Ray Tube |
| CZT | Cadmium Zinc Telluride |
| DBS | Doppler Broadening Spectroscopy |
| DR | Dump Release |
| EPR | Einstein, Podolsky, and Rose |
| EPRB | Einstein, Podolsky, Rose, and Bohm |
| FEM | Finite Element Method |
| FWHM | Full Width at Half Maximum |
| FWTM | Full Width at Tenth Maximum |
| GAGG | Gadolinium-Aluminum-Gallium Garnet |
| GHZ | Greenberg, Horne, and Zeilinger |
| GSOZ | Zirconium-doped Gadolinium OxyorthoSilicate |


| HDPE | High-Density PolyEthylene |
| :---: | :---: |
| HPGe | High-Purity Germanium |
| INTEGRAL | INTErnational Gamma-Ray Astrophysics Laboratory |
| J-PET | Jagellonian-Positron Emission Tomography |
| LEED | Low-Energy Electron Diffraction |
| LEPD | Low-Energy Positron Diffraction |
| MCP | Micro-Channel Plate |
| MFC | Mass Flow Controller |
| MUBs | Mutually-Unbiased Bases |
| NAE | Non-Adiabtic Extraction |
| NC | Normally Closed |
| PALS | Positron Annihilation Lifetime Spectroscopy |
| PEEK | PolyEther Ether Ketone |
| PET | Positron Emission Tomography |
| PMMA | Poly(Methyl MethAcrylate) |
| PMT | Photo-Multiplier Tube |
| Ps | Positronium |
| PsICO | Positronium Inertial and Correlation Observations |
| QED | Quantum ElectroDynamics |
| QE-PET | Quantum Entangled - Positron Emission Tomography |
| RPP | Release with Parabolic Potential |
| RW | Rotating Wall |
| SEM | Scanning Electron Microscope |
| SEQ | Spin Exchange Quencing |
| SiPM | Silicon Photo-Multiplier |
| SpPo | Spin-Polarized |
| SSPALS | Single Shot Positron Annihilation Lifetime Spectroscopy |
| TOT | Time-Over-Threshold |
| UHV | Ultra-High Vacuum |
| WGI | Whole Gamma Imaging |

## Gase 1

## Introduction

The positron is the antiparticle of the electron. In general, for any particle, there exists a corresponding antiparticle. The two are identical except for the charges, i.e. electric charge, leptonic number, muonic number, ..., which are equal in module but with opposite signs. Thus, while the electron has a negative charge, the positron charge is positive. When a particle and its antiparticle interact all their mass is converted into energy following Einstein's equation $E=m c^{2}$. This process is called annihilation.

The direct annihilation of a positron with an electron generates two photons that, due to the conservation of momentum and energy, are emitted in opposite directions both with 511 keV energy. The direction of emission is random. On the other hand, photons with energy $>1.022 \mathrm{MeV}$ can generate a positron-electron couple by interacting with matter. Thanks to the relatively low energy need for their creation, the positrons are the most available antiparticle in the universe, and their characteristic 511 keV annihilation photons have been observed in active galactic nuclei [1], in the sun [2], and even in thunderstorm clouds on Earth [3]. However, in general, the antiparticles are not easily available and the observable universe is mainly composed of matter. From here one of the main unanswered questions of modern physics: given the Big Bang was a highenergy event, it should have generated matter and antimatter in equal quantity, but this symmetry is not observed in the universe around us.

Historically, the positron was the first antiparticle to be observed, its discovery dates back to the 1930s [4, 5]. The bound state of a positron and an electron was first observed in the 1950s [6]. This bound state is called positronium (Ps) and it is the lightest bound matter-antimatter system. It is a hydrogen-like atom, with the positron substituting for the proton. The Ps is not stable, and it has two ground states: para- and orthopositronium. Para-positronium ( $\mathrm{p}-\mathrm{Ps}$ ) is in a singlet spin state $S=0$ and $m=0$, where $m$ is the projection of the spin on the z-axis. It annihilates in two counterpropagating photons with 511 keV energy and it has a vacuum lifetime of 125 ps . Ortho-positronium (o-Ps) corresponds to the triplet of spin states $S=1$ and $m=-1,0,+1$. It annihilates into three gamma-rays with a lifetime of 142 ns in vacuum. This longer lifetime makes it possible to manipulate the o-Ps level with laser excitation [7], bringing it to longer-lived levels, like $2^{3} S$ or Rydberg states, for the study of its properties.

Like in the case of the annihilation of a free positron, the two photons emitted in the pPs annihilation have a fixed energy and direction of one with respect to the other, but the
emission direction is random. The three photons resulting from the annihilation of o-Ps are emitted on a plane (annihilation plane), with a wide range of energies and direction, the inclination of the annihilation plane is randomly distributed. The conservation of the angular momentum imposes a further constraint on the direction of polarization of the annihilation gamma-rays. For Ps in the ground level, the total angular momentum is given by the spin. For p-Ps and free positrons, the spin conservation imposes that the polarization of a gamma-ray is orthogonal to the polarization of the other $[8,9]$. Consequently, the two gammas are expected to be entangled in the degree of freedom of the polarization. For o-Ps, the three gamma polarizations are genuinely multiparticle entangled. The exact entanglement state is expected to depend on the emission direction of the three and from the initial spin state of the o-Ps [10].

The correlation in the annihilation radiation of the two annihilation gammas was first experimentally studied in the 1940s [11-13]. The entanglement in the polarization of the two annihilation gammas is still under investigation [14]. The entanglement in the case of three gammas has never been experimentally attempted. This is due to the complexity of the realization of a detector capable of measuring the polarization of three high-energy gammas at the same time and of a source of positronium in a spin-selected state in a free-field environment (the presence of electromagnetic fields affects the Ps energy levels [15]). This work thesis is centered on the design and study of an apparatus with the objective of studying the entanglement of gamma-ray polarization from the annihilation of ortho-positronium. This apparatus is called PsICO (Positronium Inertial and Correlation Observations) apparatus, and it is under construction at the Antimatter Laboratory (AML) of the Department of Physics of the University of Trento.

With the PsICO apparatus we aim to produce a dense bunched positron beam capable of implanting the positrons in a positron/positronium converter in a field-free region with energy up to tens of kiloelectronvolts. No other positron beamline in the literature satisfies all these requirements. The construction of the PsICO positron beamline is based on four steps:

1. the production of a monoenergetic continuous positron beam,
2. the trapping and cooling of the positrons in a buffer-gas trap (BGT) $[16,17]$ and the generation of intense bunches of positrons,
3. the extraction of the positron bunches from the magnetic field of the trap,
4. the acceleration and time-compression with a buncher elevator, and the electrostatic focalization of the positron bunches into a positron/positronium converter held in a magnetic and electric field-free region.

Each step corresponds to a stage of the PsICO positron beamline. During this thesis work, all four stages have been designed, the last three stages are now under construction with pieces already in the laboratory, and the first stage has been completed and commissioned.

The production of the monoenergetic continuous positron beam in the first step of the PsICO apparatus requires a radioactive source, a moderator, and a magnetic transport system. The design of this part of the apparatus was based on a previous design from First Point Scientific [18]. The ${ }^{22} N a$ radioactive source generates positrons with a wide energy distribution. So, a moderator is required to obtain a monoenergetic beam. The beam
is magnetically transported to the next section while eliminating the non-moderated positrons that are emitted from the moderator. A solid noble gas moderator, held at cryogenic temperature, is used for the moderation process due to its high efficiency [19]. The speed selection of positrons and their magnetic transport from the moderator to the second stage of the apparatus was optimized by raytracing simulations. From the first stage of the PsICO apparatus, we measured a continuous positron beam with intensities up to 50,000 positrons per second with a moderator-transport efficiency of $0.2 \%$. Three solid noble gas moderators were tested: Neon, Argon, and Krypton. The advantages and disadvantages of the moderator realized with the three gases were investigated. The commissioning of the continuous positron beam has been completed by measuring the dimension of the beam spot, energy distribution, and polarization at the end of the magnetic transport system.

The second stage of the PsICO apparatus consists of a buffer gas trap (BGT). It is a modified Penning-Malmberg trap, where a 700 G magnetic field confines radially the positrons which are accumulated in an electrostatic potential well along the magnet axis. When the positrons enter the trap, they are cooled by inelastic scattering with gas introduced into the chamber until they fall to the bottom of the potential well. The present design of the BGT presents novelties in the extraction of positron bunches from the 700 G magnetic field into the magnetic field-free region of the buncher-elevator. The positron bunches will be formed in a region with a field homogeneity $\Delta B / B$ better than $0.1 \%$, and the bunches will be released from the trap with a temporal width of less than 5 ns [20].

In the literature, a few configurations for the extraction of positrons from the BGT magnetic field have been proposed and implemented [21-23]. However, the present design is the first one where the positron extraction from the magnetic field is performed directly at the exit of the BGT. According to the simulations of our design, $60 \%$ of the positron can be extracted from the magnetic field of the trap [20].

In order to perform the fourth step, a buncher-elevator followed by four lenses has been designed. After the extraction from the BGT, the positrons enter the buncherelevator whose potential is shaped in 5.5 ns [24]. The final potential is given by a constant voltage bias superimposed by a parabolic potential. The parabolic potential has a height of 1 kV at the start of the buncher-elevator and the vertex at its end, it is required for the time compression of the bunch. The bias gives, instead, the majority of the implantation energy to the positrons and it can reach up to 20 keV [20]. The positron bunch is then focused by the last four lenses onto the target in a spot smaller than 5 mm in diameter and temporal width lower than 2 ns . The focusing point is at 10 cm from the last lens which is kept at ground potential to maintain the region around the positron/positronium converter free from electric and magnetic fields. This will be the first positron beam from a BGT capable of operating at high implantation energy with a positron/positronium converter in a field-free region.

For the study of the entanglement in the polarization of the o-Ps annihilation photons, a good positron/positronium converter is needed. In the literature, there are examples of good converters [25, 26], however, they work in reflection geometry, i.e. they emit Ps on the same side where positrons are implanted. This presents some limitations in the manipulation and study of positronium in vacuum. Positron/positron converters capable of emitting Ps on the other side of the implantation can be found in the literature, but their efficiency is low [27]. So, a new kind of converter has been studied for the production
of positronium in transmission [28]. It consists of silicon membranes with a thickness of a few microns where pass-through nanochannels have been electrochemically etched. This kind of converter showed a Ps emission efficiency of at least $16 \%$. After the emission in vacuum, a laser system is required to excite the positronium atoms in a selected spin state in the longer-lived energy level $2^{3} S$. The design and operation of this laser system are outside the scope of this thesis.

The last element needed for the entanglement measurement is the detector. This needs to be capable of measuring the polarization of three gamma-rays at the same time. The only way of measuring the polarization of hundreds of kiloelectronvolts photons is by measuring simultaneously each annihilation gamma and its Compton scattered photon. For each annihilation gamma, the detector has to record the direction and the energy of the annihilation photon and the Compton scattered photon. The measurement of the scattering plane, determined by the annihilation gamma and its Compton scattered photon, allows extracting information about the direction of the polarization of the annihilation gamma. To reconstruct the three polarizations, the detector records six events, this requires a complex detection system. After an extensive study of the literature, we are oriented into the use of modules of plastic scintillators originally developed for PET (Positron Emission Tomography) measurements by a group of the Jagiellonian University (Krakow, Poland) [29]. Two modules have been tested with the continuous positron beam. The two modules were enough to reconstruct the annihilation region with an uncertainty of $\pm 0.26 \mathrm{~cm}$ in the beam direction and of a few centimeters for the other two directions [29]. Further work is needed to test the capability of the two modules in the reconstruction of the polarization of annihilation gammas.

Thanks to all the work done in the design, testing, and implementation of the different components of the PsICO apparatus it makes possible, in the near future, the realization of the first test of entanglement in the polarization of the three gamma-rays generated by annihilation of o-Ps.

The next six chapters are dedicated to the following subjects:

- Chapter 2: The physical characteristics and properties of positron and positronium will be briefly described in the first part of the chapter. The second part is dedicated to positron detection, annihilation gammas spectroscopy, and techniques for the measurement of the polarization of positron beams and gamma-rays.
- Chapter 3: The entanglement states are explained both in the case of the two and three annihilation gammas. The experiments carried out for the determination of entanglement in the two-gamma case are described.
- Chapter 4: The elements for the realization of a continuous positron beam are introduced: positron source, moderator, and transport.
- Chapter 5: The design of all four stages of the apparatus is presented highlighting the main elements distinguishing it from existing bunched positron beams.
- Chapter 6: The elements composing the first stage of the apparatus are described in the first part of the chapter. In the second part, the characterization of the continuous positron beam is presented.
- Chapter 7: A new type of positron/positronium converter in transmission geometry based on nanochanneled membranes is described and its Ps emission is measured. The last part of the chapter is dedicated to the results obtained using two modular J-PET detectors to reconstruct the positron beam spot of the continuous positron beam.

During my Ph.D. work, I designed the PsICO apparatus and performed the raytracing simulations of the positron transport from the moderator to the positron/positronium converter (Chapter 5). I assembled and commissioned the first stage of the apparatus (Chapter 6). Moreover, I actively participated in the development and characterization of transmission positron/positronium converters and in the commissioning of the J-PET (Jagiellonian-PET) detectors for the reconstruction of the beam spot (Chapter 7).


## Positron and Positronium

At the beginning of the XX century, all scientific fields saw great advances. In physics, three great theories were introduced: Quantum Mechanics to explain atoms and particles; General Relativity to explain the gravitation fields of stars and galaxies; Special Relativity to explain the relation between space and time. In this thesis, we are going to talk about positrons, but to introduce them we need to start with quantum mechanics and special relativity, in particular, we start with the first theories to combine them.

Regarding quantum mechanics, it introduced the concept of particle-wave duality, any particle is described in terms of a wavefunction that evolves following the Schrödinger equation:

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \Psi=\hat{H} \Psi \tag{2.1}
\end{equation*}
$$

where $\Psi=\Psi[\vec{r}, t]$ is the wavefunction of the particle and $\hat{H}$ the Hamiltonian operator of the system. The Hamiltonian can be divided into kinetic and potential components: $\hat{H}=-\frac{\hat{p}^{2}}{2 m}-\hat{U}$, which $\hat{p}=i \hbar \nabla$ the momentum operator and $\hat{U}=\hat{U}[\vec{r}, t]$ the potential energy. For free particles $\hat{U}=0$ and the kinetic energy is associated to $\hat{E}=i \hbar \frac{\partial}{\partial t}$.

Regarding special relativity, the speed of light in vacuum $c=299792458 \mathrm{~m} \mathrm{~s}^{-1}$ [30] is the same for all observers becoming a limit velocity that can only be reached by particles with zero mass. From the assumptions of special relativity, the total energy of a particle is:

$$
\begin{equation*}
E^{2}=c^{2} \vec{p}^{2}+m_{0}^{2} c^{4} \tag{2.2}
\end{equation*}
$$

where $\vec{p}$ is the three-dimensional momentum of the particle of rest mass $m_{0}$.
The Schrödinger equation is not valid for high-energy particles, particles with velocities comparable with the speed of light. On the other hand, special relativity does not explain the behavior of the quantum world. The first theories for high-energy particles were developed in the second half of the 1920s' by substituting quantum operators into eq. (2.2). The first example of this operation is the Klein-Gordon equation:

$$
\begin{equation*}
\nabla^{2}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}} \Psi=\frac{m_{0}^{2} c^{2}}{\hbar^{2}} \Psi \tag{2.3}
\end{equation*}
$$

This equation is valid for spinless particles. The next iteration in the process of constructing a combination of the two theories is due to Dirac. He started by factorizing the left part of eq. (2.3) obtaining a relation for the wavefunctions of spin $1 / 2$ particles like positrons and electrons, this results in the Dirac's equation [31]:

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \Psi=-i \hbar c(\vec{\alpha} \cdot \vec{\nabla}) \Psi \pm m_{0} c^{2} \beta \Psi \tag{2.4}
\end{equation*}
$$

in which the rest mass term enters with a plus-minus sign. Considering particles with null-momentum $(-i \hbar c \vec{\alpha} \cdot \vec{\nabla} \Psi=0)$, the previous equation becomes [31]:

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \Psi= \pm m_{0} c^{2} \beta \Psi \tag{2.5}
\end{equation*}
$$

which permits solutions for particles with negative energies, counterintuitively. Dirac tried to explain the negative energy solution with the introduction of a sea of particles [32]. For example, in the case of electrons, the positive-energy solutions of eq. (2.5) are electrons excited from the sea, and the negative-energy solutions would represent the holes left in the sea by the excited particles [32], similar to the electron-hole theory for semiconductors. While this interpretation is wrong, the negative solutions are associated with special particles with opposite electric charges, these particles were experimentally discovered in the following decades, and we now call them antiparticles. In a 1949 paper, Feynman solved this interpretation problem by associating the particles with negative energy to a negative time [33]. Both positive and negative energy solutions are relative to the same particle but, in the first case, the particle propagates forward in time, in the second case, it propagates backward in time, in this way the solutions of eq. (2.5) $\Psi=e^{-i\left( \pm m_{o} c^{2}\right) t / \hbar}$ have always negative exponent.

To construct the antiparticle from the particle, the charge-conjugation operator $\hat{C}$ was introduced. When it is applied both to particles and to antiparticles it changes one to the other: $\hat{C} \mid$ Particle $\rangle=\mid$ Antiparticle $\rangle$ and $\hat{C} \mid$ Antiparticle $\rangle=\mid$ Particle $\rangle$. Specifically, the charge-conjugation operators reverse the particle charges (electrostatic, leptonic, baryonic, ...), this particle with reversed charges is called the antiparticle associated with the original particle. Chargeless particles are their own antiparticles and eigenstates of $\hat{C}$, like photons, bosons $Z^{0}$, and all metastable particles composed of a particle and its antiparticle. The interaction of a particle and its antiparticle generates a phenomenon called annihilation, in which all the energy of the two particles (kinetic, potential, and the rest mass) is converted into energy which goes to form couples of lower energy particle-antiparticles. While, for heavy particles, the annihilation results in a shower of lighter particles, in the case of low-energy light particles, we have mainly the production of photons. In both cases, the annihilations generate particles and their associated antiparticle due to the fundamental conservation laws, in particular, the conservation of all charges, so from the annihilation at least two particles are created: a particle and its antiparticle. In the case of photons, it is its own antiparticle.

From an experimental point of view, the study of antimatter started in the 1930s from the antiparticles of the constituents of the atoms (electrons, protons, and neutrons) and it is continuing today with antiatoms. In 1932, Anderson brought definitive proof of the existence of a particle of the same mass as the electron but opposite charge [4, 5]. By imaging the cosmic rays in a cloud chamber inside a magnetic field, Anderson photographed particles moving in a circular trajectory identical to the electron but in


Figure 2.1: One of Anderson's original photographs illustrating the path of a positron in a cloud chamber with a magnetic field. Image from [5]
the opposite direction, see fig. 2.1. The positively charged particle was called a positron and it represents the first example of an antiparticle. Anderson won the Nobel Prize in 1936 for this discovery. The discovery of antiproton and antineutron followed much later in the 1950s with the introduction of the first particle accelerators. On the other hand, the first production of an anti-atom, the anti-hydrogen, happened only in 2002 at CERN (Conseil Européen pour la Recherche Nucléaire) by combining a cloud of trapped positrons with a cloud of low-energy anti-protons [34, 35].

### 2.0.1 Positron

The positron is the lightest stable charged antiparticle and it has mass, electric charge, and spin identical to the electron in module:

- Rest mass: $m_{0}=9.10938291(40) \times 10^{-31} \mathrm{~kg}=0.510998928(11) \mathrm{MeV}[30]$;
- Charge: $q=+e=1.602176565(35) \times 10^{-19} \mathrm{C}[30] ;$
- Spin: $s=1 / 2$.

Photons with energy higher than 1.022 MeV , when interacting with material, can produce electron-positron pairs. For this reason since its discovery, evidence of positron presence has been found in many places: astronomical energetic events like black holes and supernovae $[1,36,37]$, in stars like our sun [2], and in thunderstorms in Earth's atmosphere [3]. Another advantage of the low mass is in the positron wavelength. At a temperature $T$ (in Kelvin), the De Broglie wavelength of the positron is:

$$
\begin{equation*}
\lambda_{D B}=\frac{2 \pi \hbar}{\sqrt{3 m k_{B} T}}=(62 \AA) \sqrt{\frac{300}{T}} \tag{2.6}
\end{equation*}
$$

A positron at room temperature has a De Broglie wavelength of a few nanometers. Thanks to this large De Broglie wavelength, positrons can probe many atomic sizes simultaneously and be trapped in vacancy-like defects. This property makes the positron a good defect probe. It has been demonstrated, in metals, a sensibility to 1 vacancy per


Figure 2.2: Artistic image of a positronium atom
$10^{7}$ atoms [38]. Thanks to these characteristics, positrons have been applied in the study of materials for more than sixty years, both to understand the electron density of states and to study the defects of the materials. While studying the positron interaction with materials, it has been observed in particular conditions (see section 2.1.3.1) the bounding of a positron with an electron from the material, the two form an atom-like structure called positronium (Ps).

### 2.0.2 Positronium

If the positron has the same electrostatic charge as the proton, can it form a bound state with the electron like hydrogen? In a 1946 paper, Wheeler proposed the existence of a metastable bound system composed of an electron and its antiparticle, see fig. 2.2, and, in 1951, Deutsch found experimentally this bound system, called positronium [6], and he also discovered that it can annihilate into three gammas [40].

Ps is composed of two spin- $1 / 2$ particles, so its total spin can be $S=0,1$. Based on the total spin, we call para- ( $\mathrm{p}-$ ) and ortho- (o-) positronium the Ps with total spin $S=0$ and $S=1$, respectively. The spin state of a particle $\left|S, m_{S}\right\rangle$ is identified by the total value of its spin $S$ and of the z-component of the spin $m_{S}$, so the Ps spin states are:

- $|0,0\rangle_{P s}$, the singlet state with antiparallel spins;
- $|1,0\rangle_{P s},|1,-1\rangle_{P s}$, and $|1,+1\rangle_{P s}$, the triplet states with parallel spins.

The difference between p- and o-Ps is not only reflected in their energy level but also in their lifetimes. From QED (Quantum Electro-Dynamics) calculations, p-Ps has a lifetime in the vacuum of only 125 ps , o-Ps can live in the vacuum much longer with a lifetime of 142 ns [41]. Energy levels of the Ps for principal quantum number $n=1,2$ are reported in fig. 2.3 (in the figure like in the rest of the thesis, we follow the standard notation for the atomic levels ${ }^{1}$ ).

Given the same mass of the two particles composing the positronium atom, the hyperfine structure makes the behavior of $\mathrm{p}-$ and o-Ps completely different. To analyze

[^0]

Figure 2.3: Energy level diagram of Ps states up to $n=2$. The frequencies between each energy level are shown. Image from [42].
this, we compare Ps to hydrogen. Both systems are composed of two particles of opposite elementary electrostatic charges, the main difference is in their masses. The reduced mass $\mu=\frac{m_{1} m_{2}}{m_{1}+m_{2}}$ of the hydrogen is about double the one of the Ps: $\mu_{H}=2 \mu_{P s} \approx 2 m_{0} / 2$. Considering this correction factor, we can obtain in first approximation the energy of Ps levels as:

$$
\begin{equation*}
E_{n}=\frac{-\alpha^{2} m c^{2}}{4 n^{2}}=-6.803 \mathrm{eV} n^{2} \tag{2.7}
\end{equation*}
$$

where $\alpha$ is the fine-structure constant. This calculation is valid at the first order of $\alpha^{2}$, at the next order of $\alpha^{4}$ we need to consider corrections due to relativistic effects $\left(-\frac{5}{64} \alpha^{4} m c^{2}\right.$ for both p - and o-Ps) and due to the spin-spin interaction of the two particles [7]. This last correction is $-\frac{1}{4} \alpha^{4} m c^{2}$ for $S=0$ and $+\frac{1}{12} \alpha^{4} m c^{2}$ for $S=1$. In the case of Ps, we have to consider another correction that is not present in hydrogen: the virtual annihilation term. This correction applies only to o-Ps rising its ground energy level by $+\frac{1}{4} \alpha^{4} m c^{2}$. In conclusion, the total split $\Delta E$ between the energy of the para- and ortho-positronium in the ground state results [7]:

$$
\begin{equation*}
\Delta E=E\left[1^{3} S_{1}\right]-E\left[1^{1} S_{0}\right]=E_{T}-E_{S}=\frac{7}{12} \alpha^{4} m c^{2}=0.84 \mathrm{meV}=203 \mathrm{GHz} \tag{2.8}
\end{equation*}
$$

which is $\sim 200$ times the hyperfine split in hydrogen.
Figure 2.3 shows the position of another important level in the study of Ps physics: the $2^{3} S$. The Ps in this state is metastable because it cannot relax into the $n=1$ states through the spontaneous emission of electromagnetic radiation, it can only annihilate.


Figure 2.4: Scheme of the first interaction of a positron beam ( $E \leq 100 \mathrm{keV}$ ) with a material near the surface. Image from [51].

Because the distance between the particle and antiparticle increases with the quantum number, it has a lifetime of $1.14 \mu \mathrm{~s}$, much higher than the 142 ns of the $1^{3} S$ level.

Ps is the lightest bound system being formed by two leptons. This characteristic makes Ps the perfect tool for many experiments on fundamental physics to explore the limits of the existing theories in search of new physics. Precise spectroscopy of Ps levels can be used to study the limits of QED [7, 43]. The photons emitted by the annihilation of Ps are used to study the CPT symmetry ( $\hat{C}$ charge-conjugation operator, $\hat{P}$ parity operator, $\hat{T}$ time inversion operator) in the leptonic sector [7, 44, 45]. Another important field of study is the interaction of antimatter with forces generated by matter, in particular, the gravitational interaction is of fundamental importance to understand why the universe is composed mainly of matter. It has been proposed the use of Ps in Rydberg states (states with $n \gg 1$ ) or in $2^{3} S$ level to measure the gravitation fall of this system [46-49].

### 2.1 Positronium Production

This thesis deals with the design of a bunched positron beam for the production of positronium. Ps can be formed by the interaction of positrons with materials. In this section, we analyze the interaction of a mono-energetic positron beam with a material: its implantation, thermalization, diffusion, and finally annihilation with an electron of the medium or Ps formation. We consider beam energy $E<100 \mathrm{keV}$. This condition is respected by almost every positron beamline for material study and Ps production.

### 2.1.1 Implantation

First of all the positrons interact with the surface of the material. As seen in fig. 2.4, the first results of this interaction are:

- some positrons scatter from the surface;
- electrons are emitted into the vacuum (secondary electrons).

Both phenomena give information about the surface of the material. One technique is the Low-Energy Positron Diffraction (LEPD) and it is derived from the electron analogous LEED (Low-Energy Electron Diffraction). The secondary electrons can, instead, be used as the starting signal for the interaction of the positron with the material [50].

The positrons surviving the surface interaction are implanted into the material. They start to lose energy by inelastic scattering.
(b) ATTAINING EQUILIBRIUM: $0 \leqslant T \leqslant 10^{-12} \mathrm{sec}$


Figure 2.5: Scheme of the thermalization of the positrons after their implantation.
Image from [51].

### 2.1.2 Thermalization

As soon as the positrons enter the material, they start to lose energy by interacting with its structure (see in fig. 2.5). The processes with which the positrons lose energy depend on the type of material. In all cases, the energy loss is a fast process, lasting a few picoseconds, after which the positrons are considered thermalized with the material. In more detail, the energy loss processes are:

- Metals: At high energy, atomic ionization is the preferred process. Then, as the positrons lose more of the implantation energy, electrons, plasmons, and phonons excitation become the preferred inelastic scattering processes, bringing the final positron energy to quickly equalize the one of the material. For example, in aluminum at 300 K the thermalization time for 1 keV positrons is 6.8 ps [52].
- Semiconductor: At high energy the most important process of energy loss is electron excitation. This process dominates for energy higher than a few electronvolts corresponding to the energy gap between the valence and the conduction band of the material. At energy lower than the band gap, electron excitation is no longer possible, and phonon excitation becomes the main thermalization process.
- Insulator: The bigger energy gap between the conduction and valence band limits the energy loss process from electron excitation, while at lower energy the thermalization process is not as efficient as the previous two cases.

As seen in fig. 2.5, during the thermalization, non-thermal positron can reach the surface and escape into the vacuum. These positrons are called epithermal positrons. Through Monte-Carlo simulations, it is possible to obtain a pretty good analytical approximation of the depth profile for thermalized positrons, which is approximate with Makhovian distributions [53-55].

### 2.1.2.1 Profile

The profile of thermalized positrons implanted with an energy $E$ is approximately given, as a function of the depth $z$, by [53-55]:

$$
\begin{equation*}
P[z, E]=-\frac{d}{d z} e^{-\left(z / z_{0}\right)^{m}}=\frac{m z^{m-1}}{z_{0}^{m}} e^{-\left(z / z_{0}\right)^{m}} \tag{2.9}
\end{equation*}
$$

where

$$
\begin{equation*}
z_{0}=\frac{\bar{z}}{\Gamma\left[\frac{1}{m}+1\right]} \tag{2.10}
\end{equation*}
$$



Figure 2.6: Implantation depth profile calculated for different implantation energy in Si. At each energy, the mean implantation depth $\bar{z}$ is indicated by vertical dashed lines. Image from [38].
with the gamma function $\Gamma[x]=\int_{0}^{+\infty} t^{x-1} e^{-t} d t$ and the mean implantation depth $\bar{z} \propto E^{n}$. In eq. (2.9), $m$ is a parameter of the simulations which in general is set to $m \approx 2$, so the profile $P[z, E]$ becomes:

$$
\begin{equation*}
P[z, E]=\frac{\pi z}{2 \bar{z}^{2}} e^{-\frac{\pi}{4}\left(\frac{z}{\bar{z}}\right)^{2}} \tag{2.11}
\end{equation*}
$$

The $\bar{z}$ in the previous expression is expressed based on experimental measurements. Two formulas, that are used to approximate the mean implantation depth $\bar{z}$ (in nm ) in different material structures, are:

- Crystal: $\bar{z} \approx \frac{40}{\rho} E^{1.6}[51] ;$
- Amorphous. $\bar{z} \approx \frac{28.1}{\rho} E^{1.71}[51]$.

For both expressions, the implantation energy $E$ is given in keV, and the material density $\rho$ is expressed in $\mathrm{g} \mathrm{cm}^{-3}$. As an example, the implantation profile $P[z, E]$ and the calculated $\bar{z}$ in Si are shown for different implantation energies in fig. 2.6. An increase in the positron implantation energy results in an increase in the mean implantation depth and in the broadening of the distribution.

### 2.1.3 Diffusion

After thermalization, the positrons do not annihilate immediately, but they start diffusing into the material (see fig. 2.7). This diffusion process is described through the time evolution of the positron density $n[\vec{r}, t]$ as calculated by:

$$
\begin{equation*}
\frac{\partial n[\vec{r}, t]}{\partial t}=D_{+} \nabla^{2} n[\vec{r}, t]-\Gamma_{b u l k}^{e f f} n[\vec{r}, t]-\frac{\partial}{\partial r}\left(v_{d} n[\vec{r}, t]\right) \tag{2.12}
\end{equation*}
$$

The first term on the right of eq. (2.12) describes the diffusion of positron with a diffusion coefficient $D_{+}$. The second term of the equation represents the annihilation rate of the positron while diffusing in the bulk of the material. The effective rate of this


Figure 2.7: Scheme of the diffusion of the positrons after their thermalization. Image from [51].
annihilation $\Gamma_{\text {bulk }}^{e f f}=\left(\tau_{\text {bulk }}^{e f f}\right)^{-1}$ ( $\tau$ represents lifetime, $\Gamma$ rates $)$ depends on the characteristics of the particular target in which the positrons have been implanted, see section 2.1.4. The last term on the right of eq. (2.12) takes into account the presence of external electromagnetic fields which introduce a drift velocity $v_{d}$ on the positrons.

For the solution of the diffusion equation (eq. (2.12)), it is necessary to set the boundary conditions related to the trapping rate at the surface and the initial positron density distribution. Regarding the surface, we have at $z=0$ the possibility to trap with a rate $\nu$ the positrons which diffuse from the bulk:

$$
\begin{equation*}
\left.D_{+} \nabla n[\mathbf{r}, t]\right|_{z=0}=\nu n[0, t] \tag{2.13}
\end{equation*}
$$

Regarding instead the starting density function, as seen in section 2.1.2.1, it is given simply by the implantation profile of the positrons:

$$
\begin{equation*}
n[z, 0]=P[z, E] . \tag{2.14}
\end{equation*}
$$

So once thermalized, the implanted positrons have a depth profile $P[z, E]$ given by eq. (2.11), then they start to diffuse in the surrounding material following eq. (2.12). During the diffusion, the positron acts as a probe exploring the volume around the thermalization point. The dimensions of this volume depend on the characteristics of the material with values between tens to hundreds of nanometers. The dimension of the probed volume is characterized by the diffusion length $L_{+}$:

$$
\begin{equation*}
L_{+}=\sqrt{D_{+} \tau_{b u l k}^{e f f}} \tag{2.15}
\end{equation*}
$$

The positron diffusion length brings advantages and disadvantages. A longer $L_{+}$ makes positrons capable of exploring greater volume in the material, but at the same time limits the spatial resolution of the positron as a probe.

### 2.1.3.1 Ps Formation

When a positron interacts with the material, it can take an electron and form Ps, as we discussed in section 2.0.2. Ps formation can happen on the surface or in the material bulk in order to transfer the excess momentum from the initial positron and electron to the atomic structure. While only some materials can have formation in bulk, Ps production on the surface is possible in metals, semiconductors, and insulators.

In any case, to have Ps formation, the process needs to reduce the energy level of the system, i.e. the system with Ps is in a lower energy state than the one with the unbound electron and positron. We now briefly analyze the process of Ps formation on the surface


Figure 2.8: Schematic of the electron energy levels near the surface of a metallic crystal, the main parameters are indicated (for explanation see text). Image from [56].
using the energy levels for a metallic crystal which are shown in fig. 2.8 for electrons and fig. 2.9 for positrons. The fundamental parameters to consider are:

- $E_{F}$ : Fermi energy, the maximum level of the band structure filled by electrons at $T=0 \mathrm{~K}$.
- Crystal Zero: the average of the electrostatic potential in the infinite crystal.
- Vacuum Level: the energy of a particle infinitely distant from the crystal.
- $\mu^{ \pm}$: chemical potential, $\mu^{-}=E_{F}-$ Crystal Zero and $\mu^{+}=E_{+}$- Crystal Zero.
- $\Delta:$ surface dipole, $\Delta=$ Crystal Zero - Vacuum Level.
- $\phi_{\mp}$ : electron/positron work function, $\phi_{\mp}= \pm \Delta-\mu_{\mp}$.

In particular, the work function represents the energy needed to extract the particle from the material. $\phi_{-}$is always negative, we need to use energy to extract electrons from the material. In the case of positrons, we can have materials with a positive work function, $\phi_{+}>0$. This property is used in the creation of monoenergetic beams (see chapter 4) [51].

To form Ps, we need to consider the energy to extract the positron and the electron, and the energy to bind them together. With respect to the vacuum level, the binding energy is given by eq. (2.7) (in the following we consider only Ps in the ground state $n=1): E_{1}=-6.8 \mathrm{eV}$. Then the Ps formation potential $\epsilon_{P s}$ is defined as [51]:

$$
\begin{equation*}
\epsilon_{P s}=\phi_{+}+\phi_{-}-6.8 \mathrm{eV} \tag{2.16}
\end{equation*}
$$

Looking at this formula, only if $\epsilon_{P s}<0$, we can have Ps formation, and the energy of the formed Ps is $-\epsilon_{P s}$. In metals and semiconductors, this condition can be satisfied only at the material surface. On the material surface, a contribution to the Ps formation can arise from the positron trapped on the surface potential. In the right conditions, these positrons are thermally detraped as Ps contributing to the total emission of positronium from the material surface [57].


Figure 2.9: Schematic of the positron energy levels near the surface of a metallic crystal, the main parameters are indicated (for explanation see text). Image from [56].

Ps formation in the bulk is possible only in insulators where the electron density is lower compared to metals and semiconductors. Once formed into the bulk, Ps diffuse and can reach the surface, so we have to consider the Ps work function $\phi_{P s}$ as defined in [51]:

$$
\begin{equation*}
\phi_{P s}=\phi_{+}+\phi_{-}+E_{B i n d}-6.8 \mathrm{eV} \tag{2.17}
\end{equation*}
$$

where $E_{\text {Bind }}$ represents the electron-positron binding energy in the bulk. As for $\phi_{\mp}$, if $\phi_{P s}<0$, Ps reaching the material surface is emitted into vacuum with energy $\phi_{P s}$. In the bulk, it is possible to have Ps formation during the thermalization of the positrons, there are two particular processes in which this can happen:

- Spur: the positron is cooled down to $30-100 \mathrm{eV}$ by electron excitation, then it bounds to one of the excited electrons to form Ps [58];
- Ore: the positron is cooled to $5-10 \mathrm{eV}$ then it ionizes an atom forming Ps with the freed electron [59].


### 2.1.4 Annihilation

The positron is a stable particle but its lifetime can be unlimited only in vacuum where it does not interact with any electron. On the opposite, when implanted in a material, the final fate of positrons is always the annihilation with an electron of the medium (see fig. 2.10). The annihilation lifetime $\tau$ and the rate $\Gamma=\tau^{-1}$ depend on the electron density in the surrounding of the positron:

$$
\begin{equation*}
\Gamma=\frac{1}{\tau}=\pi r_{0}^{2} c \int \rho_{+}[\vec{r}] \rho_{-}[\vec{r}] \gamma\left[\rho_{+}, \rho_{-}\right] d \vec{r} \tag{2.18}
\end{equation*}
$$

where $r_{0}=2.82 \times 10^{-15} \mathrm{~m}$ is the electron classical radius, $\rho_{+}$and $\rho_{-}$are the positron and electron density respectively, and $\gamma\left[\rho_{+}, \rho_{-}\right]$is the enhancement factor that describes the enhancement of electron density around a positron [60].

In general, we can identify two main annihilation paths for the implanted positrons: as free or as bound to electrons (i.e. Ps).
(d) LONGER TIMES: $0 \lesssim \mathrm{~T} \leqslant 1 \mathrm{O}^{-7} \mathrm{sec}$


Figure 2.10: Final stage of the interaction, the annihilation of the positrons. Image from [51].

### 2.1.4.1 Positron Annihilation

If the positron annihilates not in the form of Ps, its lifetime depends only on the distribution of the electrons in the material. The material electron density depends on two factors: material composition and open volumes. A negatively charged vacancy, for example, can trap the positron, increasing its lifetime in the material. For each kind of defect, the positron trapping probability is given by the trapping rate $\kappa_{i}=c_{i} \mu_{i}$ which is a function of the concentration of the defect type $c_{i}$ and its specific trapping rate $\mu_{i}$. In fig. 2.11, the positron lifetime calculated in pure elements without defects is reported [61]. The lifetime for positrons in a general material, also called effective lifetime $\tau^{e f f}$, is a combination of the annihilation rate for the defect-free material $\Gamma_{b u l k}$ and the contribution from the defect on the real material:

$$
\begin{equation*}
\Gamma^{e f f}=\frac{1}{\tau^{e f f}}=\Gamma_{b u l k}+\sum_{i} \kappa_{i} \tag{2.19}
\end{equation*}
$$

The annihilation of an unbound positron produces a couple of photons. Energetically, the positron is thermalized $E_{+}=0.025 \mathrm{meV}(T=300 \mathrm{~K})$, and the electron energy $E_{-}$ is of the order of few eV , so the main contribution to the photon energy is the rest mass of the particles $m_{0}=511 \mathrm{keV}$. In the reference system of the center of mass of the two particles, the two photons are emitted at an angle $180^{\circ}$ one respect to the other, and both with an energy of $E_{\gamma}=511 \mathrm{keV}$ for the conservation of the energy-momentum in the annihilation process.

Both the electron and the positron have energy and momentum which are not zero in the laboratory reference frame. Then, the measured photon energy is shifted with respect to $m_{0} c^{2}$ by up to a few eV , and the two gammas are not aligned anymore. The major contribution to this shift and misalignment is given by the electrons which are more energetic. By measuring the shift of the energy related to momentum or the angle between the emitted gammas, we can measure the momentum distribution of the electrons [51].

### 2.1.4.2 Positronium Annihilation

The Ps annihilation can happen in three ways (here we neglect external magnetic fields, their effect on the Ps annihilation will be discussed in section 2.1.6):

- Self-annihilation: the positron annihilates with the bounded electron. The lifetime corresponds to the one in vacuum as seen in section $2.0 .2,125 \mathrm{ps}$ for p -Ps and 142 ns for o-Ps.


Figure 2.11: Calculated positron bulk lifetime for elements in the periodic table. Image from [61].

- Pick-off: the positron annihilates with an electron from the material with opposite spin. The lifetime is reduced with respect to the one in vacuum.
- SEQ: when ortho-positronium atoms interact with each other, we have Ps with spin direction opposite to each other. In this situation, the positron tends to annihilate with the electron with the opposite spin, reducing the Ps lifetime with respect to value in vacuum. The process is called spin exchange quenching (SEQ).
2.1.4.2.1 Self-annihilation The lifetime for the Ps in vacuum has been calculated with QED as seen in section 2.0.2, however, the annihilation products have not been indicated. While the photons are the only possible product due to the low positron/ electron mass, the number and characteristics of these photons are determined by the conserved quantities during the annihilation process. As discussed in reference [7], the conservation of $\hat{C}$ in the annihilation process constrains the number of photons from the Ps annihilation.

Ps is chargeless because composed of a particle and its antiparticle, so like the photon, it is an eigenvector of charge-conjugation operator $\hat{C}$. By definition, applying twice the operator, $\hat{C}^{2}$, we obtain the identity operator $\hat{I}$ : the first application sends the particle into its antiparticle $\hat{C} \mid$ Particle $\rangle=q_{\hat{C}} \mid$ Antiparticle $\rangle$, and the second application sends the antiparticle into the original particle $\hat{C} \mid$ Antiparticle $\rangle=\hat{C}^{2} \mid$ Particle $\rangle=$ $\mid$ Particle $\rangle=\hat{I} \mid$ Particle $\rangle$. Then, the eigenvalues of $\hat{C}, q_{\hat{C}}$, need to satisfy the equation $q_{\hat{C}}^{2}=+1$, so $q_{\hat{C}}= \pm 1$. For elementary particles, eigenstates of $\hat{C}$, the eigenvalues are defined as an intrinsic property of the particles, for example, the photon has eigenvalue $q_{\hat{C}}^{\gamma}=-1$ due to the intrinsic parity of the electromagnetic field. Ps is not an elementary particle, the operator $\hat{C}$ exchanges the positron with the electron. This maintains the bound system, but the states of the components are modified: the spin and spatial wavefunction of the particle becomes the one of the antiparticle and vice versa. Consequently, in the general case of a positronium atom in a state $n^{2 S+1} L_{J}$, the eigenvalue of $\hat{C}, q_{\hat{C}}^{P s}$, takes into account the spin exchange $(-1)^{S+1}$, the parity reversal of the spatial wavefunction $(-1)^{L}$, and the intrinsic parity of the positron and electron ( -1 ) [62]. In conclusion, we have:

$$
\begin{equation*}
q_{\hat{C}}^{P s}=(-1)^{S+1} \times(-1)^{L} \times(-1)=(-1)^{S+L} \tag{2.20}
\end{equation*}
$$

Then, considering the Ps annihilation in $N$ photons (so total eigenvalue $\left(q_{\hat{C}}^{\gamma}\right)^{N}=$ $(-1)^{N}$ ), because $q_{\hat{C}}$ is conserved in the process, we obtain the constrain:

$$
\begin{equation*}
(-1)^{S+L}=(-1)^{N} \tag{2.21}
\end{equation*}
$$

At this point, from the Ps state, we can find the possible number of photons that are generated in the annihilation The smaller number of resulting annihilation photons represents the most likely result. In the case of $1^{1} S_{0}$, we have $L=S=0$, so $N$ needs to be even. For o-Ps, $1^{3} S_{1}$, we have, instead, $L=0$ and $S=1$, so $L+S=1$, and the gammas number needs to be odd. From the conservation of the energy and momentum in the annihilation process, we can conclude:


Figure 2.12: Energy spectrum of the annihilation gammas from o-Ps in units of $m_{0} c^{2}$. The solid line shows the probability distribution of the annihilation gamma energy for o-Ps from QED calculations. The dashed line represents the Ore-Powell phase-space prediction of the energy spectrum. Image from [63].

- p-Ps: the self-annihilation, with a lifetime of 125 ps , gives rise, in most cases, to the formation of two counterpropagating photons with energy exactly $m_{0} c^{2}=$ 511 keV .
- o-Ps: the self-annihilation, with a lifetime of 142 ns , gives rise, in most cases, to the formation of three gammas. The photons are emitted in a plane. The energy of each photon is not fixed like in the previous case, but it is distributed as seen in fig. 2.12 following the constraint on the conservation of the total energy $E_{\gamma 1}+E_{\gamma 2}+E_{\gamma 3}=2 m_{0} c^{2}$ [63]. For a selected set of three energies satisfying these requirements, the angles between the three photons are fixed by the relation $\vec{p}_{\gamma 1}+$ $\vec{p}_{\gamma 2}+\vec{p}_{\gamma 3}=0$, where the photon momentum is given by the relativistic relation in eq. (2.2) in the case of massless particles: $p_{\gamma}=E_{\gamma} / c$. Regarding the distribution of the annihilation planes: if the o-Ps spin states are equiprobable (non-spin polarized, non-SpPo), all planes around the Ps are equally probable; if a particular spin state is considered, the spin direction breaks the rotation symmetry of the systems, so the inclinations of the annihilation planes are not equally distributed. This case will be described in detail in section 3.3.
2.1.4.2.2 Pick-off In the case of pick-off, the positron from a positronium atom annihilates with an electron of the medium with an opposite spin. In the reference frame of Ps, we have the production of two 511 keV photons in opposite directions, while in the laboratory frame, photon energy is shifted and the two gammas are not aligned anymore.

As previously said, the pick-off process reduces the Ps lifetime with respect to the case of self-annihilation. This reduction depends on the electron density in the open volume surrounding the Ps. This effect is most visible with o-Ps due to its long lifetime. In this case, there are models to relate its reduced lifetime to the open volume, like the Tao-Eldrup model [64, 65]:

$$
\begin{equation*}
\Gamma_{p i c k-o f f}=\Gamma_{A}\left(1-\frac{R}{R+\Delta R}+\frac{1}{2 \pi} \sin \left[\frac{2 \pi R}{R+\Delta R}\right]\right) \tag{2.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{A}=\frac{1}{4} \Gamma_{p-P s}+\frac{3}{4} \Gamma_{o-P s} \approx 2 \mathrm{~ns}^{-1} \tag{2.23}
\end{equation*}
$$

and $\Delta R$ is an empirical parameter in general set to be 0.166 nm . The Tao-Eldrup model considers a positronium atom in its fundamental level, in a spherical hole of radius $R$ where the Ps wavefunction is extended for a $\Delta R$ inside the hole.
2.1.4.2.3 SEQ The SEQ requires a high density of positronium atoms, so it is a phenomenon observable with o-Ps formed with intense positron bunches produced in the last decades only with the introduction of buffer-gas traps, as we will see in chapter 4. In this case, similarly to the pick-off, the annihilation products are two 511 keV gammas, however, the lifetime reduction depends on the Ps density and spin states distribution. If the Ps density is too low, the positrons cannot annihilate with the electrons from other Ps because their wavefunctions do not overlap. Regarding the distribution of spin states, in SEQ the positron annihilates with an electron with the opposite spin from another positronium atom, so, assuming the density condition is always true, we can have two possibilities:

- SpPo: If there is a preferential direction of the Ps spins, the Ps is spin-polarized ( SpPo ). Then, the positron from the most populated spin state annihilates with the electron of all the other spin states, until only positronium atoms of the most populated state survive. All the positrons and electrons have the same spin direction.
- Non-SpPo: If all the spin states have the same Ps population, the SEQ continues until all the Ps atoms annihilate or they are too far to see each other.


### 2.1.5 Positron/Positronium Converter

When we refer to positron/positronium ( $e^{+} / \mathrm{Ps}$ ) converters, we intend a category of targets optimized for the emission of Ps in the outside vacuum when implanted with kiloelectronvolt positrons. As discussed in section 2.1.3.1, we can have Ps formation on the material surface for any type of material, however, only in insulators it can also form in the bulk. For this reason, the $e^{+} /$Ps converters are based on insulators, in particular, the most used one is $\mathrm{SiO}_{2}$ due to its high efficiency in producing Ps [66]. To optimize the emission, the material structure is engineered to increase the surface-area-to-volume ratio, creating pores from where the positronium atoms are emitted (see fig. 2.13). As seen from this figure, interconnected cavities offer the best surface-area-to-volume ratio, but they need to be connected to the surface so that the formed Ps can escape into the vacuum.

Both Ps formed in the bulk and at $\mathrm{SiO}_{2}$ surface can be emitted into the cavity. For thermally de-trapped Ps from the surface, the Ps emission energy is in the range of $10-100 \mathrm{meV}$ (depending on the target surface) [67]. For Ps formed in bulk, the Ps emission energy corresponds to $\left|\phi_{P s}\right|$ and it is between $1-3 \mathrm{eV}$ [68]. Once in the


Figure 2.13: Ps formation in insulator material with different defects. Image from [78].
cavity, Ps atoms diffuse and a fraction escapes into the vacuum [25, 26]. In the diffusion process, they collide with the cavity surface losing part of their energy [69-76]. These collisions increase the probability of pick-off, decreasing the fraction of Ps that reaches the surface. With well-engineered converters, it is possible to obtain up to $\sim 45 \%$ of the implanted positron emitted as Ps from the same side in which the positrons are implanted [76]. In this case, the converter is said to work in reflection, but this geometry can be disadvantageous in some applications. Recently, experiments have been done to generate a $e^{+} / \mathrm{Ps}$ converter that efficiently produces Ps in transmission, i.e. with Ps emission from the opposite side of the target with respect to the one where positrons are implanted. The first targets in this category had an efficiency up to $\sim 9 \%$ [27, 77]. In more recent converters, a $\sim 16 \%$ efficiency has been reached [28].

For both the reflection and transmission geometry, the $e^{+} /$Ps converters are engineered with one of the two following methods:

- Additive: depositing silica on a substrate [26, 71, 77];
- Subtractive: digging nanochannels in silicon which are then oxidized to form a coating of $\mathrm{SiO}_{2}[25,28,72,76]$

In this thesis, we are going to describe the subtractive method developed at AML in Trento.

### 2.1.5.1 Trento Converter

In the subtractive method, we start with a pure silicon crystal. Thanks to the application of silicon in electronics, wafers of pure silicon with different crystal orientations and resistivities are easily available. At Trento, we use $p$-type silicon with a crystalline structure (111) and resistivity $0.1-1.5 \Omega \mathrm{~m}$.

To dig the nanochannels, electrochemical etching is done with the apparatus shown in fig. 2.14:

- The wafer is cut in $\sim 2 \times 2 \mathrm{~cm}^{2}$ pieces.
- The silicon piece is cleaned and positioned on the aluminum plate in fig. 2.14 right.


Figure 2.14: Equipment used to produce positron/positronium converter at Trento.

- A Teflon cylinder with a circular $1 \mathrm{~cm}^{2}$ hole on the basis is screwed in, forming the setup in fig. 2.14 left. The hole in the cylinder is the area of the silicon wafer where the nanochannels are dug. This is shown as a dark disk in the silicon wafer in fig. 2.14 right.
- 75 mL chemical solution is poured in the cylindrical container. The solution is composed by 46.875 mL hydrofluoric acid (HF) at $48 \%$ and 28.125 mL of pure ethanol at $99.9 \%$.
- A platinum mesh (platinum cathode) is inserted parallel to the basis of the cylinder in the solution at a distance of around 2 cm from the Si piece. A current is applied between the silicon bottom and the mesh.
- Due to the current flow, the fluoric acid is broken forming ions that attack the defects on the silicon surface digging through it, along the silicon crystal direction. The current density determines the range of diameters of the nanochannels, and the duration of the current is related to the length in depth of the nanochannels.
- After the etching, the target is washed in ethanol and dried in air at $100^{\circ} \mathrm{C}$ for 2 h . While the washing eliminates all acid residuals, the heating evaporates the ethanol in the nanochannels, whose surface is then in contact with the oxygen from the air, and a thin layer of silica is formed from the oxidation of the exposed silicon surface.

Due to the crystal orientation of the silicon wafer (111), the nanochannels obtained by electrochemical etching are not perpendicular to the surface but at a $45^{\circ}$ with respect to it. Implanted positrons interact with silicon, where they can thermalize and diffuse to the nearby nanochannel.


Figure 2.15: SEM image of the surface of a $e^{+} / \mathrm{Ps}$ converter etched with $10 \mathrm{~mA} \mathrm{~cm}^{-2}$. The nanochannels are shown as darker areas in the image. Image from [28].

In general, we use a $10 \mathrm{~mA} \mathrm{~cm}^{-2}$ current during the etching process. This results in nanochannel diameter in the range of $5-8 \mathrm{~nm}$ separated by distances of a similar order of magnitude (see fig. 2.15). A fine-tuning of the nanochannel diameter can be performed after the etching and the following heat treatment by re-etching the target. In this case, the target is immersed for 1 min in the solution of HF and ethanol, and then heat treated for 2 h . In this way, the diameter range of the nanochannels increases to $7-10 \mathrm{~nm}[25]$. This process can be repeated to further increase the diameter.

These kinds of converters have very high efficiency. First of all, the positron diffusion length in silicon is 200 nm [79], much longer than the typical distance between nanochannels. Then the positrons have a very high probability of diffusing to the silica layer on the nanochannel surface, where Ps is formed and emitted in the pores [66]. At this point, the Ps diffuse in the nanochannels until they reach the vacuum or annihilate. The nanochannel diameter and the $e^{+}$implantation energy determine the Ps emission yield in vacuum. Ps in larger nanochannels has a longer diffusion length [25], and, tuning the positron implantation energy, a lower temperature of emitted Ps can be obtained [80].

### 2.1.5.2 Spin-Polarized Positronium

In previous sections, we have discussed how Ps is produced by a target but we did not discuss in which spin state it is formed. At first glance, it appears the Ps population is equally distributed between the four spin states $|0,0\rangle_{P s},|1,0\rangle_{P s},|1,-1\rangle_{P s}$, and $|1,+1\rangle_{P s}$, so the Ps is non-SpPo. However, this can happen only if the positrons and the electrons that are going to form the positronium atoms do not have a preferred spin direction, which means they are non-spin-polarized. In the case of the positrons, their spin-polarization $P$ is defined with respect to the beam direction:

$$
\begin{equation*}
P=\frac{N_{+}^{e+}-N_{-}^{e+}}{N_{+}^{e+}+N_{-}^{e+}} \tag{2.24}
\end{equation*}
$$

where $N_{+}^{e+}$ is the number of positrons with the spin aligned to the beam direction and $N_{-}^{e+}$ anti-aligned to the beam. On the other hand, the electrons in the material do not have a preferred spin direction in general. However, by introducing an external


Figure 2.16: Scheme for the production of SpPo Ps with a $e^{+} / \mathrm{Ps}$ converter in a magnetic field $\vec{B}$ using a SpPo positron beam from a source-moderator assembly (see chapter 4 for details). The positron spin is indicated with $\uparrow$, and $\Uparrow$ indicates the electron spin.
magnetic field $B$, some of the electron spins will align with the field direction, and the electron spin-polarization $E$ is:

$$
\begin{equation*}
E=\frac{N_{+}^{e-}-N_{-}^{e-}}{N_{+}^{e-}+N_{-}^{e-}} \tag{2.25}
\end{equation*}
$$

where $N_{+}^{e-}$ is the number of electrons with the spin aligned to the B-field direction and $N_{-}^{e-}$ anti-aligned to the field. In the following, we will always consider the case of static magnetic fields with intensities $B<1 \mathrm{~T}$ and direction parallel to the positron beam direction. If the positrons and electrons are polarized, we cannot expect the formation of non-SpPo Ps. To see the effect, we need to look into detail the Ps spin states [81]:

$$
\begin{align*}
|0,0\rangle_{P s} & =\frac{\Uparrow \downarrow-\Downarrow \uparrow}{\sqrt{2}} \\
|1,0\rangle_{P s} & =\frac{\Uparrow \downarrow+\Downarrow \uparrow}{\sqrt{2}}  \tag{2.26}\\
|1,-1\rangle_{P s} & =\Downarrow \downarrow \\
|1,+1\rangle_{P s} & =\Uparrow \uparrow
\end{align*}
$$

where $\uparrow$ and $\downarrow$ represent the positron spin, and $\Uparrow$ and $\Downarrow$ represent the electron spin
As seen in eq. (2.26) and fig. 2.16, SpPo positrons and/or electrons favor forming Ps in the states $|1, \pm 1\rangle$. Then the formation probabilities of these four states $F_{\left|S, m_{S}\right\rangle_{P s}}$ is not $1 / 4$, but [82]:


Figure 2.17: Two level $1^{3} S-3^{3} P-2^{3} S$ laser transition scheme for the production of single state metastable $2^{3} S$ Ps. The solid lines represent the laser excitation with their color indicating the laser polarization. The dashed lines represent the possible spontaneous decay from higher to lower energy levels.

$$
\begin{align*}
F_{|0,0\rangle_{P s}} & =\frac{1-P E}{4} \\
F_{11,0\rangle_{P s}} & =\frac{1-P E}{4} \\
F_{11,-1\rangle_{P s}} & =\frac{(1-P)(1-E)}{4}  \tag{2.27}\\
F_{|1,+1\rangle_{P s}} & =\frac{(1+P)(1+E)}{4}
\end{align*}
$$

This population inequality is important for some experiments where the Ps needs to be prepared in a particular spin state. If the positrons and/or the electrons could be selected with a single spin direction, the Ps would be formed in state $|1,-1\rangle_{P s}$ or $|1,+1\rangle_{P s}$. Nevertheless, this fine control is impossible, and the spin state selection is done by manipulating the formed Ps. One way is by quenching the other states. An SEQ process leaves only the most populated of the $|1, \pm 1\rangle_{P s}$ states, while the other two states' lifetime is reduced in a few nanoseconds by the presence of external magnetic field (magnetic quenching, see section 2.1.6). Another way is with polarized lasers. As seen in fig. 2.17, already existing polarization techniques can be used to change the polarization of the lasers used for the two-photon excitation $1^{3} S_{1} \rightarrow 3^{3} P_{1} \rightarrow 2^{3} S_{1}$ [83], at the end of the process we obtain metastable Ps in the selected spin state. The laser used at each excitation step can be polarized so the excited atom has the same z-component of the spin $\Delta m=0$, or changed $\Delta m= \pm 1$. Then by an appropriate selection of the polarization of the two lasers, it is possible to excite from a state $\left|1, m_{i}\right\rangle_{P s}$ to a state $\left|1, m_{f}\right\rangle_{P s}$ with $m_{i} \neq m_{f}$.

While these techniques can be used also for non-SpPo Ps, by starting with SpPo, we obtain a higher number of positronium atoms in the final selected spin state. While the
value of $P$ depends on the positron beam and will be discussed in chapter 4 , the electron spin-polarization is related to the electrons in the material which are used to form Ps, in some materials very high values of $E$ can be obtained.
2.1.5.2.1 SpPo electrons in materials In some materials, it is possible to spinpolarize the electron with a strong external magnetic field. In an atom, the electrons occupy the energy level from the lowest until all electrons are positioned. Consequently, most of the electrons are coupled with opposing spin due to the Pauli exclusion principle, except the ones in the most energetic levels. The spin of unpaired electrons can be controlled by an external magnetic field, obtaining SpPo electron which can form Ps in the states following eq. (2.27). SpPo electrons in material can be obtained in ferromagnetic materials, but these are metals, so Ps is formed only at the surface (see section 2.1.3.1). There are some plastic materials that can have SpPo electrons in special conditions. Poly(methyl methacrylate) (PMMA), high-density polyethylene (HDPE), and polypropylene have localized electrons at cryogenic temperatures [84]. In the presence of strong magnetic fields, these materials can reach an electron spin-polarization up to $E=-0.775$ [82], and the positrons tend to bound with these localized electrons [84]. The Ps formation efficiency is $\approx 16 \%$ for PMMA [85], $20 \%$ for HDPE [84], and $15 \%$ for polypropylene [84].

To obtain high $E$ values, a strong magnetic field is required, these conditions, however, affect the formed positronium atoms, in the next section we will analyze this influence.

### 2.1.6 Positronium in a Magnetic Field

The presence of an external magnetic field $\vec{B}$ affects the energy levels of the Ps through its interaction with the magnetic momenta of the positron and electron. The magnetic moment of an electron/positron is given by:

$$
\begin{equation*}
\vec{\mu}_{ \pm}= \pm \frac{\mu_{B}}{\hbar}\left(\vec{L}+g_{e^{ \pm}} \vec{S}\right) \tag{2.28}
\end{equation*}
$$

where $\mu_{B}=\frac{e \hbar}{2 m_{0} c}=9.274 \times 10^{-24} \mathrm{~A} \mathrm{~T}=5.788 \times 10^{-5} \mathrm{eV} \mathrm{T}^{-1}$ is the Bohr magneton, and $g_{e^{+}}=g_{e^{-}} \approx 2$ are the positron and electron gyromagnetic ratios, respectively. The Hamiltonian of the interaction of the particle with the magnetic field is given by:

$$
\begin{equation*}
H_{B}^{ \pm}=-\vec{\mu}_{ \pm} \cdot \vec{B} \tag{2.29}
\end{equation*}
$$

In the following, we consider a static magnetic field of intensity $|\vec{B}|=B$ and direction along the spin projection axis $\hat{z}$.

Up to now, we considered Ps in the $S$ states, so $L=0$, and only the spin contribution remains in the magnetic momentum of eq. (2.28). Then the interaction term of the Hamiltonian of Ps in a B-field is:

$$
\begin{equation*}
H_{B}^{P s}=g_{e^{-}} \mu_{B} s_{z_{e^{-}}} B-g_{e^{+}} \mu_{B} s_{z_{e^{+}}} B \tag{2.30}
\end{equation*}
$$

Considering the Ps spin states reported in eq. (2.26), the perturbation from $H_{B}^{P s}$ on the Ps depends on the spin. States $|1, \pm 1\rangle_{P s}$ have the spins of positron and electron in the same direction so the two contributions on the right of eq. (2.29) cancel each other.


Figure 2.18: Zeeman effect on the ground states of positronium atoms in an external magnetic field. Image from [7].

States $|1,0\rangle_{P s}$ and $|0,0\rangle_{P s}$ have the two spins in opposite directions so $H_{B}^{P s}$ modifies the energy of only these two states.

### 2.1.6.1 Ps energy levels

In the following, we indicate with $E_{S}$ and $E_{T}$ the energy of the singlet state and of the triplet in the absence of external magnetic fields $(B=0)$. The difference between the two is $\Delta E$ reported eq. (2.8). In an external B-field, the perturbed energy levels become [15]:

$$
\begin{align*}
E_{|0,0\rangle_{P s}} & =\frac{E_{T}+E_{S}}{2}-\frac{\Delta E\left(1+x^{2}\right)^{1 / 2}}{2} \\
E_{|1,0\rangle_{P s}} & =\frac{E_{T}+E_{S}}{2}+\frac{\Delta E\left(1+x^{2}\right)^{1 / 2}}{2}  \tag{2.31}\\
E_{|1,-1\rangle_{P s}} & =E_{T} \\
E_{|1,+1\rangle_{P s}} & =E_{T}
\end{align*}
$$

where

$$
\begin{equation*}
x=\frac{2 e \hbar B}{\Delta E}=0.276 B \tag{2.32}
\end{equation*}
$$

The magnetic field is in Tesla, and the perturbed energy levels are shown in fig. 2.18. This shows how the magnetic field mixes the spin states $|0,0\rangle_{P s}$ and $|1,0\rangle_{P s}$.

### 2.1.6.2 Distribution of Ps population

The magnetic field changes the population distribution of the four levels of Ps. In the general case of SpPo positrons and electrons, we have [82]:

$$
\begin{align*}
F_{|0,0\rangle_{P s}}^{B} & =\frac{(1-y)^{2}(1-P)(1+E)+(1+y)^{2}(1+P)(1-E)}{8\left(1+y^{2}\right)} \\
F_{|1,0\rangle_{P s}}^{B} & =\frac{(1+y)^{2}(1-P)(1+E)+(1-y)^{2}(1+P)(1-E)}{8\left(1+y^{2}\right)}  \tag{2.33}\\
F_{|1,-1\rangle_{P s}}^{B} & =F_{|1,-1\rangle_{P s}}=\frac{(1-P)(1-E)}{4} \\
F_{|1,+1\rangle_{P s}}^{B} & =F_{|1,+1\rangle_{P s}}=\frac{(1+P)(1+E)}{4}
\end{align*}
$$

where $y=\frac{x}{\sqrt{1+x^{2}+1}}$. The sum of all populations is constant, in fact:

$$
\begin{equation*}
F_{|0,0\rangle_{P s}}^{B}+F_{|1,0\rangle_{P s}}^{B}+F_{|1,-1\rangle_{P s}}^{B}+F_{|1,+1\rangle_{P s}}^{B}=1 \tag{2.34}
\end{equation*}
$$

### 2.1.6.3 Ps lifetime

Due to the mixing of the states $|0,0\rangle_{P s}$ and $|1,0\rangle_{P s}$, the lifetime of these states is modified, the singlet state can decay in three gammas, and $|1,0\rangle_{P s}$ can decay in two gammas. For each of the two states, as sketched in fig. 2.19, The annihilation paths and the corresponding rates are [ $82,86,87]$ :

$$
\begin{align*}
& |1,0\rangle_{P s} \rightarrow 3 \gamma: \Gamma_{13}=\frac{\Gamma_{T}}{1+y^{2}} \\
& |1,0\rangle_{P s} \rightarrow 2 \gamma: \Gamma_{12}=\frac{y^{2} \Gamma_{S}}{1+y^{2}} \\
& |0,0\rangle_{P s} \rightarrow 3 \gamma: \Gamma_{03}=\frac{y^{2} \Gamma_{T}}{1+y^{2}}  \tag{2.35}\\
& |0,0\rangle_{P s} \rightarrow 2 \gamma: \Gamma_{02}=\frac{\Gamma_{S}}{1+y^{2}}
\end{align*}
$$

where $\Gamma_{S}=\frac{1}{125 \mathrm{ps}}$ and $\Gamma_{T}=\frac{1}{142 \mathrm{~ns}}$ are the annihilation rates for the singlet and triplet state in absence of magnetic field, and $\Gamma_{S, N_{\gamma}}$ is the annihilation rate of the state $|S, 0\rangle_{P s}$ into a $N_{\gamma}$ number of annihilation photons. Then, the evolution of the Ps population in the two mixed states in the presence of external magnetic fields $F_{\left|S, m_{S}\right\rangle_{P s}}^{B}[t]$ is:


Figure 2.19: Scheme for the mixing of the states $|0,0\rangle_{P s}$ and $|1,0\rangle_{P s}$ in a magnetic field. The annihilation rates from these two states into two gammas $2 \gamma$ or three gammas $3 \gamma$ are reported as $\Gamma_{S N_{\gamma}}$ with $S$ indicating the total spin of the Ps state and $N_{\gamma}$ the number of annihilation photons.

$$
\begin{align*}
\frac{d}{d t} F_{|0,0\rangle_{P s}}^{B}[t] & =-\left(\Gamma_{02}+\Gamma_{03}\right) F_{|0,0\rangle_{P s}}^{B}[t] \\
& \Rightarrow F_{|0,0\rangle_{P s}}^{B}[t]=F_{|0,0\rangle_{P s}}^{B} e^{-\left(\Gamma_{02}+\Gamma_{03}\right) t}=F_{|0,0\rangle_{P s}}^{B} e^{-\frac{\Gamma_{S}+y^{2} \Gamma_{T}}{1+y^{2}} t}  \tag{2.36}\\
\frac{d}{d t} F_{|1,0\rangle_{P s}}^{B}[t] & =-\left(\Gamma_{12}+\Gamma_{13}\right) F_{|1,0\rangle_{P s}}^{B}[t] \\
& \Rightarrow F_{|1,0\rangle_{P s}}^{B}[t]=F_{|1,0\rangle_{P s}}^{B} e^{-\left(\Gamma_{12}+\Gamma_{13}\right) t}=F_{|1,0\rangle_{P s}}^{B} e^{-\frac{y^{2} \Gamma_{S}+\Gamma_{T}}{1+y^{2}} t}
\end{align*}
$$

So, the number of annihilations in two $n_{2 \gamma}^{B}[t]$ and three $n_{3 \gamma}^{B}[t]$ gammas from the two mixed states are:

$$
\begin{align*}
\frac{d}{d t} n_{2 \gamma}^{B}[t] & =\Gamma_{02} F_{|0,0\rangle_{P s}}^{B}[t]+\Gamma_{12} F_{|1,0\rangle_{P s}}^{B}[t] \\
\frac{d}{d t} n_{3 \gamma}^{B}[t] & =\Gamma_{03} F_{|0,0\rangle_{P s}}^{B}[t]+\Gamma_{13} F_{|1,0\rangle_{P s}}^{B}[t] \tag{2.37}
\end{align*}
$$

whose solutions are:

$$
\begin{align*}
& n_{2 \gamma}^{B}[t]=\frac{\Gamma_{02}}{\Gamma_{03}+\Gamma_{02}} F_{0,0\rangle_{P s}}^{B}\left(1-e^{-\left(\Gamma_{03}+\Gamma_{02}\right) t}\right)+\frac{\Gamma_{12}}{\Gamma_{13}+\Gamma_{12}} F_{|1,0\rangle_{P s}}^{B}\left(1-e^{-\left(\Gamma_{13}+\Gamma_{12}\right) t}\right) \\
& n_{3 \gamma}^{B}[t]=\frac{\Gamma_{03}}{\Gamma_{03}+\Gamma_{02}} F_{00,0\rangle_{P s}}^{B}\left(1-e^{-\left(\Gamma_{03}+\Gamma_{02}\right) t}\right)+\frac{\Gamma_{13}}{\Gamma_{13}+\Gamma_{12}} F_{11,0\rangle_{P s}}^{B}\left(1-e^{-\left(\Gamma_{13}+\Gamma_{12}\right) t}\right) \tag{2.38}
\end{align*}
$$

Finally, the total number of annihilations via two $n_{2 \gamma}^{B}$ and three $n_{3 \gamma}^{B}$ gammas result:

$$
\begin{align*}
& n_{2 \gamma}^{B}=\lim _{t \rightarrow+\infty} n_{2 \gamma}^{B}[t]=\frac{\Gamma_{S}}{\Gamma_{S}+y^{2} \Gamma_{T}} F_{|0,0\rangle_{P s}}^{B}+\frac{y^{2} \Gamma_{S}}{y^{2} \Gamma_{S}+\Gamma_{T}} F_{|1,0\rangle_{P s}}^{B} \\
& n_{3 \gamma}^{B}=\lim _{t \rightarrow+\infty} n_{3 \gamma}^{B}[t]=\frac{y^{2} \Gamma_{T}}{\Gamma_{S}+y^{2} \Gamma_{T}} F_{|0,0\rangle_{P s}}^{B}+\frac{\Gamma_{T}}{y^{2} \Gamma_{S}+\Gamma_{T}} F_{|1,0\rangle_{P s}}^{B} \tag{2.39}
\end{align*}
$$

And their ratio is:

$$
\begin{equation*}
\frac{n_{3 \gamma}^{B}}{n_{2 \gamma}^{B}}=\frac{\Gamma_{T}}{\Gamma_{S}} \frac{y^{2} \Gamma_{T}\left(F_{|0,0\rangle_{P s}}^{B}+F_{|1,0\rangle_{P s}}^{B}\right)+\Gamma_{S}\left(y^{4} F_{|0,0\rangle_{P s}}^{B}+F_{|1,0\rangle_{P s} s}^{B}\right)}{y^{2} \Gamma_{S}\left(F_{|0,0\rangle_{P s}}^{B}+F_{|1,0\rangle_{P s}}^{B}\right)+\Gamma_{T}\left(F_{|0,0\rangle_{P s}}^{B}+y^{4} F_{|1,0\rangle_{P s}}^{B}\right)} \tag{2.40}
\end{equation*}
$$

In the absence of magnetic fields, $y=0$, eq. (2.40) is reduced to $\frac{n_{3 \gamma}^{B}}{n_{2 \gamma}^{B}}=1$ because the singlet state annihilates only as 2 gammas, and $|1,0\rangle_{P s}$ as three gammas, and the two states have the same populations. More interesting is the case of strong magnetic fields, $y=1$, then the ratio is reduced to $\frac{n_{3 \gamma}^{B}}{n_{2 \gamma}^{B}}=\frac{\Gamma_{T}}{\Gamma_{S}} \approx 8.8 \times 10^{-4}$ : the two spin states have a $99.9 \%$ probability of annihilates in two gammas with a lifetime $\frac{2}{\Gamma_{S}+\Gamma_{T}} \approx 250 \mathrm{ps}$, much shorter than $|1, \pm 1\rangle_{P s}$ lifetime of 142 ns . In general, the shortening of the state $|1,0\rangle_{P s}$ lifetime is called magnetic quenching. As said in the previous section, by applying an external magnetic field and waiting a few tens of nanoseconds, we obtain Ps only in the $|1, \pm 1\rangle_{P s}$ states.

### 2.2 Detection techniques for positrons and positronium

In the previous section, we have discussed the properties and interaction of positron and Ps with matter. In the following, we analyze the direct detection of positrons and Ps and the spectroscopy techniques based on the detection of the annihilation gammas.

### 2.2.1 Direct Detection

The single positrons are detected by charge multiplication, i.e. the signal of a single elementary charge, the positron, is converted by physical processes to thousands or more elementary charges, in general electrons. In this kind of system, the small signal of a single positron is amplified to be detected with much simpler and cheaper detectors. The most used charge multiplication technique for positron detection is based on dynode technology.

### 2.2.1.1 Dynode

The dynode is composed of materials that emit electrons when a charged particle impinges on its surface, so the number of outgoing charges is greater than the incoming ones. By concatenating this multiplication process, the signal from a single charge is increased by many orders of magnitude. The dynode comes in two forms: discrete and continuous. The first is mainly relegated to photon-multiplier tubes (PMT) which are used in the readout of the signal of scintillators in the process of gamma-ray detection [88]. In the detection of charged particles, continuous dynodes are used. They are cylindrical or conical channels of insulator material with the inner surface coated by a conductive

## Schematic structure of MCP



Figure 2.20: Scheme of the structure of an MCP (upper figure) and the working principle of a continuous dynode element of the MCP (lower figure). Image from [89]
layer. During operation, the ends are polarized with the side exposed to the incoming particles at a lower potential. By choosing the correct resistive material, the generated secondary electrons are always accelerated towards the opposite end of the devices (see the lower part of fig. 2.20) and, in the process, they interact with the surface multiplying at each interaction the electron number in the dynode. In this way, we obtain even $10^{4}$ electrons from a single particle impinging the detector.

We can have a single dynode or an array of them. In the first case, we can only measure the total number of incoming particles, and the instrument is called channeltron. With an array of dynodes, it is possible to image the particle distribution because the distribution of the generated secondary electrons is proportional to the spatial distribution of the beam. The charge multiplication conserves the information of the particle distribution in the beam spot. If the generated secondary electrodes exit on the back, the device is called a micro-channel plate (MCP).

The MCP is composed of an array of cylindrical dynodes each with a diameter of a few micrometers (see fig. 2.20). Multiple MCPs can be stacked to increase the gain, and the generated electrons are detected through a phosphor screen or a timepix.
2.2.1.1.1 Phosphor Screen The phosphor screens are based on the same process used in the image generation of old Cathode-Ray Tube (CRT) televisions. A glass surface is coated with phosphor atoms. The atoms are excited by inelastic collisions with incoming particles. The excited atoms are then going to de-excite at a rate given by the decay time of the atomic level excitation, and in the process, the atoms emit electromagnetic radiation in/near the visible range. The emission spectrum and decay time of the excited atoms are standardized by phosphor screen type, for details on the most used screens see reference [89].

The phosphor screen transforms this information from the secondary electrons exiting the MCP to photons, which can be recorded electronically with a CCD (charge-coupled device) or CMOS (complementary metal-oxide semiconductor) camera. CCD cameras were the prevalent type until a few years ago, in this type of camera, in each pixel the incoming photons excite electrons that are trapped in the pixel. The electrons from each pixel are collected and translated into a digital signal by the camera board. Differently, each CMOS pixel translates the incoming photons directly into a digital signal. The application of this acquisition chain has been well documented in the positron field [90]. Resolution of $88 \mu \mathrm{~m}$ spatially and 15 ns temporal were obtained [91].
2.2.1.1.2 Timepix The timepix is a pixellated particle detector based on CMOS technology developed at CERN [92, 93]. With this system, each pixel of the sensor interacts with the electrons emitted by the MCP. With timepix, we can obtain a spatial resolution of $12 \mu \mathrm{~m}$ and a temporal resolution of 15 ns with a positron beam [94].

### 2.2.1.2 Detection of neutral particles

The electron-positron bound state is electrically neutral, so it cannot be accelerated on a dynode to generate a signal of secondary electrodes. There are only two possible ways for a neutral system to generate a signal in a dynode: it is so fast to scatter secondary electrons when interacting with the surface, or it is broken in electrically charged components that are accelerated on the device and generate the signal. In the case of Ps, only Ps faster than several electronvolts is capable of emitting secondary electrons when hitting the surface of a dynode [95, 96]. To detect Ps with energy $<1 \mathrm{eV}$, as in the case of Ps emitted into vacuum, the positronium atom has to be ionized and the positron (or the electron) accelerated on the dynode front. Techniques have been demonstrated for the direct ionization of positronium atoms with proper laser pulses or with excitation in high levels $n \gg 1$ (Rydberg states) in a strong electric field (fieldionization) [97, 98]. Positrons freed by the ionization of Ps were then guided by a stray magnetic field (1 T) towards the MCP [99].

### 2.2.2 Spectroscopy Techniques

The positron annihilation spectroscopies study the gamma-rays produced during the annihilation to infer information on the positron and its surroundings before the annihilation. Based on the property of the annihilation studied, we can divide the spectroscopy techniques into two categories: time and energy-momentum.

### 2.2.2.1 Lifetime measurements: Positron Annihilation Lifetime Spectroscopy and Single Shot Positron Annihilation Spectroscopy

With Positron Annihilation Lifetime Spectroscopy (PALS), the lifetime of $e^{+}$and Ps is measured. The time between the start signal, which corresponds to the injection of a single positron in the material, and the stop signal, given by the detection of the annihilation gamma, is recorded. A PALS spectrum is formed by collecting a great number of events. The spectrum is characterized by an initial peak and a decreasing slope, which corresponds to the sum of the different exponential decays from different positron lifetimes in the material, see sections 2.1.4.1 and 2.1.4.2. The peak is characterized by the

Table 2.1: Basic characteristics of the most used inorganic detectors for positron spectroscopy. Data from [88]

| Material | Refractive Index | Wavelength <br> $[\mathrm{nm}]$ | Decay Time <br> $[\mathrm{\mu s}]$ | Light Yield <br> Photons $/ \mathrm{MeV}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{NaI}(\mathrm{Tl})$ | 1.85 | 415 | 0.23 | 38000 |
| $\mathrm{CsI}(\mathrm{Tl})$ | 1.80 | 540 | $0.68(64 \%), 3.34(36 \%)$ | 65000 |
| $\mathrm{BaF}_{2}$ | 1.56 | 220 | 0.0006 | 1400 |
| $\mathrm{PbWO}_{4}$ |  |  | 0.006 | 200 |

instrumental response function $R[t]$ which considers both the detector and beam characteristics. It is derived experimentally by the fit with multiple Gaussian of a spectrum of a reference sample with known lifetimes. The lifetime spectrum can be fitted with the following function:

$$
\begin{equation*}
Z[t]=-\frac{d n[t]}{d t}=R[t] \otimes \sum_{i=1}^{N} \frac{I_{i}}{\tau_{i}} e^{-\frac{t}{\tau_{i}}}+\text { Background } \tag{2.41}
\end{equation*}
$$

where $N$ is the number of different lifetime components in the spectrum. The fit is, usually done, with dedicated programs like POSWIN [100] and LT [101].

In PALS, we need a fast detector and a single positron in the material at a time. The second condition is fulfilled with a continuous beam of around $10^{6}$ positrons per second. Regarding the first condition, a fast scintillator detector is used. The scintillator is a scintillating material where the high-energy photon deposits all or part of its energy which is then converted into thousands of low-energy photons. These photons are detected as an electronic signal through a SiPM (silicon photo-multiplier) or a PMT with a photocathode. The scintillator material determines the characteristics of the detector (see table 2.1), a fast scintillating material like $\mathrm{BaF}_{2}$ is the most used for PALS measurement.

As we will see in chapter 4, there exist beams that can implant up to $10^{6}$ positrons in a few nanoseconds. In this case, the lifetime spectrum can be acquired in a single implantation shot, from here the technique name Single Shot Positron Annihilation Lifetime Spectroscopy (SSPALS) [102]. In this kind of measurement, the detector decay time is not the only problem, the great number of almost instantaneous annihilation will saturate most detectors, so a detector with a low light yield, like $\mathrm{PbWO}_{4}$ (see table 2.1), is used. Figure 2.21 shows, as an example, an SSPALS spectrum measured with the AE $\overline{\mathrm{g}}$ IS positron beam line [103].

### 2.2.2.2 Energy-Momentum

There are two spectroscopy techniques based on the energy-momentum of the annihilation photons:

- the Angular Correlation of Annihilation Radiation (ACAR) measures the noncollinearity of the annihilation gammas;
- the Doppler Broadening Spectroscopy (DBS) measures the energy shift of the annihilation photon from the expected value of 511 keV due to the Doppler effect.


Figure 2.21: Example of SSPALS spectra measured with the AEḡIS positron beam. The spectra measured on the surface of the MCP (no Ps formation, grey curve) and in a silicon sample with nanochannels (Ps formation, black curve) are reported. Each curve is the average of 10 single shots. Image from [103].
2.2.2.2.1 DBS The two gammas arising from the positron-electron annihilation in a medium carry the information about the momentum of the electron. In the laboratory frame, the two gammas are non-collinear, forming an angle $\neq 180^{\circ}$ between them, and are Doppler shifted by a quantity $\pm \Delta E$ with respect $E=511 \mathrm{keV}$.

In the DBS technique, the 511 keV annihilation line is measured with a detector with high energy resolution: HPGe (high-purity germanium) detectors. They are a kind of semiconductor detector. The gammas create an electric signal by forming electron-hole pairs in the detector. HPGe detectors have very high energy resolution with respect to typical scintillator detectors like $\mathrm{NaI}(\mathrm{Tl})$.

The DBS spectrum corresponds to the density distribution of the electron longitudinal momentum. The 511 keV annihilation line is characterized by the following integral parameters:

$$
\begin{equation*}
S=\frac{A}{C} \quad W=\frac{B}{C} \tag{2.42}
\end{equation*}
$$

where the parameter $A, B$, and $C$ are defined, as seen in figure 2.22, as:

- A: The peak area in the region around the peak, our choice is $\pm 0.85 \mathrm{keV}$.
- B: The wings area corresponding, in our choice, to the regions $507-509.4 \mathrm{keV}$ and $512.6-515 \mathrm{keV}$.
- C: The total area for the normalization is, in our choice, the region of $\pm 4.25 \mathrm{keV}$ around the main peak.

The $S$ parameter is related to electrons with low momentum, so it is enhanced when positrons annihilate with valence electrons, while W is related to annihilations with electrons of higher momentum (outermost core electrons).

DBS is also sensible to the formation of Ps. The annihilation of p-Ps would appear as a narrowing of the 511 keV line. As seen in section 2.1.4.2, the o-Ps annihilation gammas


Figure 2.22: Experimental parameters of the DBS measurements. The vertical dashed line corresponds to 511 keV . The grey regions indicated the area corresponding to the parameters $A, B$, and $C$ as defined in the text. Image from [56].
have a continuum of energies from 0 to 511 keV , so they increase the number of counts on the left of the 511 keV peak. For quantifying o-Ps annihilations, two other parameters are introduced:

- $V_{F}$ : The valley area corresponding, in our choice, to the region $410-500 \mathrm{keV}$.
- $P_{F}$ : The peak area corresponding, in our choice, to the region $511 \pm 4.25 \mathrm{keV}$.

The $3 \gamma-2 \gamma$ ratio of Ps is defined as as $R_{F}[E]=\frac{V_{F}[E]}{P_{F}[E]}$, and the positron fraction annihilating in $3 \gamma$ as [104-106]:

$$
\begin{equation*}
F_{3 \gamma}[E]=\frac{3}{4}\left(1+\frac{P_{1}\left(R_{1}-R_{F}[E]\right)}{P_{0}\left(R_{F}[E]-R_{0}\right)}\right)^{-1} \tag{2.43}
\end{equation*}
$$

where $R_{1}\left(P_{1}\right)$ and $R_{0}\left(P_{0}\right)$ are the $R_{F}\left(P_{F}\right)$ value when $100 \%$ and $0 \%$ of the implanted positrons annihilate as $3 \gamma$ [105-107].

### 2.3 Polarimetry

The techniques introduced in the previous section cannot provide any information about the spin of positrons and Ps. In this section, we are going to analyze the polarimetry techniques that can be applied to extract the spin-polarization of positron and Ps. Moreover, we will also introduce techniques to measure the polarization of photons with hundreds of kiloelectronvolts energy.

### 2.3.1 Positron

The polarimetry techniques for positrons can be divided into two big categories:

- high-energy positrons, $E_{+}>1 \mathrm{MeV}$,
- low-energy positrons, $E_{+}<1 \mathrm{MeV}$.

In the first category a large number of techniques have been studied and applied, due to the usage in positron-electron colliders [108-112]. In the case of low-energy positrons, of interest for this thesis, few techniques were developed for the measurement of the
polarization $P$ of the positrons in a beam. These techniques are based on the formation of Ps, which has a population distribution in the spin states not uniform as seen in eq. (2.27). The non-uniformity in the population distribution is then detected with one of the spectroscopy techniques identified in section 2.2 .2 . To extract the information on the value of $P$, it is necessary to subject the positronium atoms to an interaction dependent on their spin state. In the case of high-density positron bunches, the SEQ of the Ps cloud is dependent on the population distribution of the states (see section 2.1.5.2), and the positron polarization is determined by SSPALS measurement of the cloud [113]. In the case of continuous beams, PALS [50], ACAR [114], and DBS [87] techniques can be used to reconstruct the positron polarization from the variations in the measured spectrum of Ps annihilation in the presence of an external magnetic field varying its magnetic field. In the scope of this thesis, we will analyze in detail the polarimetry technique based on DBS.

### 2.3.1.1 Ps DBS Polarimeter

The Ps DBS Polarimetry technique is based on the variation of the $S$ parameter due to the magnetic quenching of Ps. It is based on the measurement of the DBS spectrum of a $e^{+} / \mathrm{Ps}$ converter at different values of the magnetic field. As previously seen, the $S$ parameter represents the annihilations in $2 \gamma$ with energy near the 511 keV peak, so it contains the Ps self-annihilation in two gammas. The unbound positron annihilation is not dependent on the magnetic field, so the $S$ parameter dependence on the B-field is given by the variation of Ps annihilation changing the magnetic field. The Ps selfannihilation into two gammas $n_{2 \gamma}^{B}$ is given by eq. (2.39). In the measured spectrum, the pick-off annihilations are present, so we add to $n_{2 \gamma}^{B}$ a pick-off rate $\Gamma_{P O}$ and the positron-electron contact density $\kappa$. This last parameter takes into account the change in the Ps wavefunction in the material due to the electric potential generated by the material electrons. The parameter is defined as $\kappa=\left|\psi_{S}[\overrightarrow{0}]\right|^{2} /\left|\psi_{V}[\overrightarrow{0}]\right|^{2}$ where $\psi_{V}[\vec{r}]$ is the Ps wavefunction in the vacuum, and $\psi_{S}[\vec{r}]$ in the sample [59]. The self-annihilation rate in two gammas of the Ps becomes [87]:

$$
\begin{align*}
n_{2 \gamma}^{\prime B} & =\frac{\kappa \Gamma_{S}}{1+y^{2}}\left(\kappa \frac{\left(\Gamma_{T}+y^{2} \Gamma_{S}\right)}{1+y^{2}}+\Gamma_{P O}\right)^{-1} F_{|0,0\rangle_{P s}}^{B}+  \tag{2.44}\\
& +y^{2} \frac{\kappa \Gamma_{S}}{1+y^{2}}\left(\kappa \frac{\left(y^{2} \Gamma_{T}+\Gamma_{S}\right)}{1+y^{2}}+\Gamma_{P O}\right)^{-1} F_{|1,0\rangle_{P s}}^{B} .
\end{align*}
$$

The magnetic field dependence of the $S$ parameter can be fitted with the function [87]:


Figure 2.23: Magnetic field dependences of $S$ parameters of fused silica obtained using the ${ }^{68} \mathrm{Ge} /{ }^{68} \mathrm{Ga}$ source and a slow positron beam $(E=15 \mathrm{keV})$. Solid and broken lines are the fit of the S parameter using eq. (2.45). Image from [115].

$$
\begin{align*}
S[B] & =\alpha n_{2 \gamma}^{\prime B}+\beta \\
& =\beta+\alpha \frac{\kappa \Gamma_{S}}{1+y^{2}} \times \\
& \times \frac{1}{\kappa \frac{\left(\Gamma_{T}+y^{2} \Gamma_{S}\right)}{1+y^{2}}+\Gamma_{P O}} \frac{(1-y)^{2}(1-P)(1+E)+(1+y)^{2}(1+P)(1-E)}{8\left(1+y^{2}\right)}+ \\
& +\alpha \frac{y^{2} \kappa \Gamma_{S}}{1+y^{2}} \frac{1}{\kappa \frac{\left(y^{2} \Gamma_{T}+\Gamma_{S}\right)}{1+y^{2}}+\Gamma_{P O}} \frac{(1+y)^{2}(1-P)(1+E)+(1-y)^{2}(1+P)(1-E)}{8\left(1+y^{2}\right)} \tag{2.45}
\end{align*}
$$

with $\alpha, \beta, \Gamma_{P O}, E$, and $P$ fitting parameters. $\alpha, \beta, \Gamma_{P O}$, and $E$ depend on the characteristics of the target, in general, the target is an insulator and the electron polarization $E$ is set a priori to zero, $E=0$. Because the experimental procedure consists of the recording of the DBS spectrum at different magnetic field intensities, we now analyze the effects of the $\Gamma_{P O}, P$, and $E$ parameters on the $S$ parameter as a function of $B$. For any parameter value, $S[B]$ presents a minimum value near 0 T and it increases for higher magnetic field intensities due to the increased two gamma annihilation from the magnetic quenching of the $|1,0\rangle_{P s}$ state (see eq. (2.35) and fig. 2.23 in which the measurement from Maekawa et al.'s work are shown [115]). The range of values assumed by $S[B]$ depends on the target characteristics and positron polarization.

The relation between the $S$ parameter and the positron $P$ and electron $E$ polarization comes from the population distribution of the Ps states in the presence of a magnetic field, see eq. (2.33). The two parameters enter linearly in the expression of $S[B]$, then with the chosen target, we can observe an increase in the value range of $S[B]$ for a more polarized positron beam, i.e. higher $P$ translates in a higher variation of $S[B]$ (see


Figure 2.24: Dominant interaction between gamma-ray and material at different photon energies and for sundry atomic numbers. Image from [116]
fig. 2.23). The presence of the pick-off is required to emphasize the variation of $S[B]$ at the change of $P$.

### 2.3.2 Annihilation Gammas

With regards to the photon, the polarization can be seen as the extension to quantum mechanic of the classical polarization of electromagnetic waves. For optical photons, there exist cheap and easily available filters that allow the passage only of a polarization direction. The only way to measure the polarization of high-energy photons is by measuring the interaction with matter through a polarization-dependent cross-section. These interactions are energy dependent, so the high-energy photons can be divided into three energy ranges and corresponding to three different interactions with matter:

- X-rays: energies $0.1-100 \mathrm{keV}$, interaction Thomson scattering and photoelectric effect;
- Low-energy gamma-rays: energies $100-2000 \mathrm{keV}$, interaction Compton scattering;
- High-energy gamma-rays: energies $>2 \mathrm{MeV}$, interaction Pair production.

The first two ranges use polarimetry techniques based on the scattering of a photon with an electron. The polarization direction of the incoming photons is obtained by the asymmetry in the direction of the outgoing photons (Compton and Thompson scatterings) or the scattered electrons (photoelectric effect). For x-rays, the photon energy is negligible with respect to the electron rest mass (the electron kinetic energy in the material is of the order of electronvolts), for low-energy gammas, instead, the two particles have similar energies.

With high-energy gamma-rays, the main process is the electron-positron pair production, which is possible only for photon energies $>1.02 \mathrm{MeV}$ (see fig. 2.24). In this case, the emission plane of the pair is dependent on the polarization of the incoming photon.

The positron annihilation photons are in the low-energy gamma-rays category, so, to measure their polarization, we need to use Compton polarimeters.


Figure 2.25: Diagram for Compton scattering for unpolarized incoming photons with an electron $e^{-}$. The incoming photon $\gamma_{i}$ has energy $E_{i}$ and it is moving in the direction $\vec{k}_{i}$ along the z-axis. The scattered photon $\gamma_{o}$ has energy $E_{o}$ and it is moving in the direction $\vec{k}_{o}$. The scattering plane is identified in blue and it is inclined by an angle $\phi$ with respect to the x-axis. $\vec{k}_{i}$ and $\vec{k}_{o}$ reside in the scattering plane with the scattered photon directed at an angle $\theta$ with respect to the incoming photon.

### 2.3.2.1 Compton Polarimeter

Compton in the early 1900s, described an experiment of scattering between light and matter in which there was a frequency shift in the scattered light. The experiment could be described as an inelastic scattering between the electron of the material and the photon. In the following sections, we first introduce Compton scattering starting with unpolarized photons which is the case taught in physics courses, then we pass on to discuss the scattering of linearly polarized photons which is the process behind most Compton polarimeters.
2.3.2.1.1 Scattering of Unpolarized Photons In a Compton scattering, the incoming photon $\gamma_{i}$ with energy $E_{i}$ is scattered by an electron in a scattered (or Compton) photon $\gamma_{o}$ with energy:

$$
\begin{equation*}
E_{o}=\frac{E_{i}}{1+\frac{E_{i}}{m_{0} c^{2}}(1-\cos \theta)} \tag{2.46}
\end{equation*}
$$

where $m_{0}$ is the electron rest-mass and $\theta$ is the angle between the incoming and scattered photons in the plane defined by the two photons' momentum (scattering plane), as seen in fig. 2.25. In the formulation of the previous equation, neither the incoming photon nor the electron are considered polarized. The distribution of the emission angles for the scattered photons is described by the Klein-Nishina cross-section [117]:

$$
\begin{equation*}
\frac{d \sigma_{K N, U}}{d \Omega}=\frac{r_{0}^{2}}{2} \frac{E_{o}^{2}}{E_{i}^{2}}\left(\frac{E_{o}}{E_{i}}+\frac{E_{i}}{E_{o}}-\sin ^{2} \theta\right) \tag{2.47}
\end{equation*}
$$

where $d \Omega=\sin \theta d \theta d \phi$ with $\phi$ the azimuthal angle describing the rotation of the scattering plane around the reference axis, see fig. 2.25.

Eq. (2.47) is obtained by integrating over all possible spin directions for the incoming photon (corresponding to its polarization) and for the electron. In these conditions, the scattering process does not have a preferred direction, so the system is symmetric for any


Figure 2.26: Degree of linear polarization $\Pi_{U}$ of the scattered photon, as a function of the scattering angle $\theta$ in degree, in the Compton scattering process when the incoming photon is unpolarized. Image from [118]
rotation of the angle $\phi$. Nevertheless, the scattering imprints a linear polarization in the scattered photon which is quantified by the degree of linear polarization of the scattered photon $\Pi_{U}$ [118]:

$$
\begin{equation*}
\Pi_{U}=\frac{\sin ^{2} \theta}{\frac{E_{o}}{E_{i}}+\frac{E_{i}}{E_{o}}-\sin ^{2} \theta} \tag{2.48}
\end{equation*}
$$

The process described by eq. (2.48) is sketched in fig. 2.26. The maximum linear polarization of the outgoing photon is observed at lower energies $E_{i}$ and scattering angles near $90^{\circ}$.

Eq. (2.46) is usually the basis for any teaching of Compton scattering, and it can be used to reconstruct the origin of the incoming photons. By inverting eq. (2.46), we can express the scattering angle as a function of the incoming and scattered photon energies. Using two detectors, the photon from the source performs Compton scattering in the first detector, the scattered photon is then detected by the second detector. If the first detector measured the energy deposited by the incoming gamma (in the form of the scattered electron), and the second detector measured the energy of the scattering photon, it is possible to calculate the scattering angle $\theta$ with eq. (2.46). This angle corresponds approximately to the angle between the line connecting the centers of the two detectors and the direction of the incoming photon. A device applying this principle is called a Compton Camera (CC) and it has found great applications in high-energy astrophysics $[116,118]$. Many space telescopes with CC have been launched in orbit to study the gamma rays from different astronomical sources, including the always present 511 keV photons from the positron annihilation. The most famous telescopes with CC are NASA's Imaging Compton Telescope (COMPTEL) and ESA's International Gamma-Ray Astrophysics Laboratory (INTEGRAL). Recently, Compton cameras have been studied for reconstructing the annihilation point of the positron in a Positron Emission Tomography (PET) [119].
2.3.2.1.2 Scattering of Linearly Polarized Photons The Klein-Nishina crosssection in eq. (2.47) is obtained by integrating over all possible spin directions of the incoming photon (corresponding to its polarization) and of the electron. If we integrate


Figure 2.27: Diagram for Compton scattering for linearly polarized incoming photons with an electron $e^{-}$. The incoming photon $\gamma_{i}$ is moving in the direction $\vec{k}_{i}$ along the z-axis with energy $E_{i}$ and polarization $\vec{\epsilon}_{i}$ at an angle $\eta$ with respect to the x-axis. The scattered photon $\gamma_{o}$ has energy $E_{o}$ and it is moving in the direction $\vec{k}_{o}$. The scattering plane is identified in blue and it is inclined by an angle $\phi$ with respect to the x-axis. $\vec{k}_{i}$ and $\vec{k}_{o}$ reside in the scattering plane with the scattered photon directed at an angle $\theta$ with respect to the incoming photon.
only over all possible electron spin directions, we obtain the Klein-Nishina cross-section for linearly polarized incoming photons:

$$
\begin{equation*}
\frac{d \sigma_{K N, P}}{d \Omega},=\frac{r_{0}^{2}}{2} \frac{E_{o}^{2}}{E_{i}^{2}}\left(\frac{E_{o}}{E_{i}}+\frac{E_{i}}{E_{o}}-2 \sin ^{2} \theta \cos ^{2}[\eta-\phi]\right) \tag{2.49}
\end{equation*}
$$

where $\theta$ and $\phi$ are the angles that define the direction of the scattered photon, and $\eta$ is the angle that defines the direction of the incoming photon polarization $\hat{\epsilon}_{i}$. The scheme showing the reference system with the angles is reported in fig. 2.27. To better visualize the three angles, we consider a spherical coordinate system with the origin at the scattering point and the incoming gamma direction $\hat{k}_{i}$ along the $z$-axis. In this reference frame, the angle $\theta$ corresponds to the inclination with respect to the z -axis and it has values ranging between $0 \leq \theta<90^{\circ}$, and it is called the scattering angle. The angle $\phi$ represents the rotation of the projection on the $x y$-plane of the scattered gamma direction $\hat{k}_{o}$, it has values ranging between $0 \leq \phi<360^{\circ}$ and it is called azimuthal angle. Due to our axis definition, $\hat{\epsilon}_{i}$ can only be in the $x y$-plane and its direction is defined by the polarization azimuthal angle $\eta$. Furthermore, the scattered photon is still linearly polarized, and eq. (2.48) becomes:

$$
\begin{equation*}
\Pi_{P}=2 \frac{1-\sin ^{2} \theta \cos ^{2} \eta}{\frac{E_{o}}{E_{i}}+\frac{E_{i}}{E_{o}}-2 \sin ^{2} \theta \cos ^{2}[\eta-\phi]} \tag{2.50}
\end{equation*}
$$

2.3.2.1.3 Compton Polarimetry A polarimetry measurement needs to extract the polarization degree of the incoming photon and the direction of its polarization $\eta$. The polarization of the incoming photon breaks the rotational symmetry of the system around the z -axis. This is traduced by eq. (2.49) in a non-uniformity in the distribution of the cross-section as a function of the azimuthal angle $\phi$ for a fixed scattering angle $\theta$, as we can see in fig. 2.28. This non-uniformity is periodic with period $\pi$ and it has maximum and minimum $90^{\circ}$ between each other. The intensity of this non-uniformity is


Figure 2.28: Polar plot of the Klein-Nishina cross-section from eq. (2.49) as a function of the azimuthal angle $\phi$ for different energies of the incoming photon (these energies are shown in units of $m_{e}=511 \mathrm{keV}$ ). The scattering angle is fixed at $\theta=45^{\circ}$, while the polarization of the incoming photon is along the x-axis: $\eta=0^{\circ}$. Image from [116]
related to the energy $E_{i}$ and the degree of linear polarization of the incoming photons. The distribution of the cross-section as a function of the angle $\phi$, at a given scattering angle $\theta$, gives the direction of the polarization angle $\eta$ through eq. (2.49).

As seen in fig. 2.28, the energy of the incoming photon represents a limiting factor for Compton polarimeters. Similarly to what was previously discussed for fig. 2.26, the non-uniformity in the cross-section is less pronounced at higher values of $E_{i}$, for $E \gg 511 \mathrm{keV}$ it becomes difficult to identify non-uniformity in the distributions, making the cross-section indistinguishable between unpolarized and linearly polarized photons.

In the energy range where the Compton polarimetry is applicable, the polarization azimuthal angle $\eta$ corresponds to the value of $\phi$ which minimizes the distribution of the cross-section at fixed scattering angle $\theta$. In fig. 2.30, the minimum is in 0 with periodicity $\pi$. Regarding, instead, the degree of linear polarization for the incoming photon, we start by quantifying the non-uniformity in the cross-section distribution with the modulation factor (also called visibility):

$$
\begin{align*}
Q & =\frac{N_{\perp}[\phi]-N_{\|}[\phi]}{N_{\perp}[\phi]+N_{\|}[\phi]}=\frac{N\left[\eta+90^{\circ}\right]-N[\eta]}{N\left[\eta+90^{\circ}\right]-N[\eta]} \\
& =\frac{d \sigma\left[\theta, \eta+90^{\circ}\right]-d \sigma[\theta, \eta]}{d \sigma\left[\theta, \eta+90^{\circ}\right]+d \sigma[\theta, \eta]}=\frac{\sin ^{2} \theta}{\frac{E^{\prime}}{E}+\frac{E}{E^{\prime}}-\sin ^{2} \theta} \tag{2.51}
\end{align*}
$$

Where $N_{\perp}[\phi]$ and $N_{\|}[\phi]$ are the number of photons that are scattered perpendicular and parallel to the direction of the incoming photon polarization, respectively.


Figure 2.29: Modulation factor $Q$ as a function of the scattering angle (see eq. (2.51)) for different energies of the incoming photons. Image from [118]

The modulation factor $Q$ strongly depends on the scattering angle $\theta$. As we can see from the plot of eq. (2.51) in fig. 2.29, the behavior of the modulation factor is similar to the degree of polarization $\Pi_{U}$ (eq. (2.48)) of the scattered photons in the case of unpolarized incoming photons, see fig. 2.26. For each energy, we have a maximum $Q$ at a different angle. The angle $\theta$ corresponding to the peak of $Q$ decreases with the increase of the incoming photon energy. This helps maximize the non-uniformity in the azimuthal angle $\phi$ of the cross-section distribution, this optimization is important for incoming photon energies $E_{i}>511 \mathrm{keV}$ where it is more difficult to detect the non-uniformity. In the case of positron annihilation gammas, the maximum of the modulation factor $Q$ is at $\sim 82^{\circ}$ for 511 keV and $\sim 90^{\circ}$ for the $\sim 100 \mathrm{keV}$ photons from o-Ps annihilation.

A Compton polarimeter, usually, works at a fixed scattering angle $\theta$ and it acquires the number of scattered photons at different azimuthal angles $\phi$. These data can be visualized in polar coordinates (see fig. 2.28) or in linear coordinates (see fig. 2.30). In both cases, the Klein-Nishina cross-section is a function of $\cos ^{2}(\eta-\phi)$, but it is simplified to a shape of the type:

$$
\begin{equation*}
C(\eta)=A \cos \left[2\left(\eta-\phi+\frac{\pi}{2}\right)\right]+B \tag{2.52}
\end{equation*}
$$

where $A, B$, and $\eta$ are parameters that are fitted on the measured cross-section curve to determine the polarization azimuthal angle $\eta$ and the degree of polarization of the beam of the incoming photons. To calculate the degree of polarization, we start determining from the fit parameters a quantification of the non-uniformity in the crosssection distribution. We define a polarization modulation factor $\mu_{p}$ as:

$$
\begin{equation*}
\mu_{p}=\frac{C_{\max }-C_{\min }}{C_{\max }+C_{\min }}=\frac{A}{B} \tag{2.53}
\end{equation*}
$$

From $\mu_{p}$, it is finally possible to obtain the degree of polarization of the incoming gamma as:

$$
\begin{equation*}
P_{\gamma}=\frac{\mu_{p}}{\mu_{p}^{100 \%}} \tag{2.54}
\end{equation*}
$$



Figure 2.30: Theoretical representation of the non-uniformity in the cross-section distribution for Compton scattering with linearly polarized photons as described by eq. (2.52). The dotted lines show the minimum and maximum of the distribution, while the dashed line indicates the position of the cross-section distribution minimum corresponding to the polarization azimuthal angle $\eta=\pi$. Image from [116].
where $\mu_{p}^{100 \%}$ is the modulation factor for a fully polarized photon beam. The value of $\mu_{p}^{100 \%}$ is the calibration of the polarimeter, which sometimes is done with a computational model of the instrument due to difficulties in obtaining a fully polarized beam of gammarays.

Another important parameter of a Compton polarimeter is the minimum detectable degree of photon polarization, MDP:

$$
\begin{equation*}
M D P=\frac{n_{\sigma}}{S_{f} A_{e f f} Q} \sqrt{\frac{S_{f} A_{e f f}+B_{r}}{T}} \tag{2.55}
\end{equation*}
$$

where

- $n_{\sigma}$ quantifies the significance level;
- $B_{r}$ is the background counting rate;
- $S_{f}$ is the source flux;
- $A_{\text {eff }}=\epsilon A$ is the detector effective area given by the detector efficiency $\epsilon$ and the detection area $A$;
- $T$ is the observation time.
2.3.2.1.4 Compton scattering detectors The detectors designed to measure the polarization of low-energy gammas are called Compton polarimeters and they can be divided into three categories based on the kind of detection elements used (the categories are analogous to the ones for Compton cameras).
- Discrete Compton Polarimeter. The easiest Compton polarimeter to implement makes use of two elements: the scatterer and the absorber. The first element is positioned along the incoming photon path as the scattering point, the second one is positioned on a plane perpendicular to the direction of the incoming photon to detect the scattered photon at a fixed scattering angle. This design was presented by Metzger and Deutsch in a 1950 paper [120]. The design was based on the system proposed for the reconstruction of correlation in annihilation radiation of positron [9], which we will discuss in the next chapter. In the Metzger and Deutsch's design the absorber is moved around the scatter to reconstruct the Klein-Nishina cross-section as a function of the azimuthal angle $\phi$, and by fitting eq. (2.52) the polarization direction is obtained. The absorber and scatterer can be the same or composed of materials that are optimized for their application. As shown in fig. 2.24, the gamma-rays have a preferred way of interacting with the material which depends on their energy and on the material. So ideally the scatterer is made of a light material for which Compton scattering is the main interaction process. For the absorber, instead, photoelectric absorption is needed to measure the total energy of the outgoing photon, so scintillator materials like $\mathrm{NaI}(\mathrm{Tl})$ are preferred. The setup can be made more complicated. While two scintillators are enough, the reconstruction of the angular distribution of the cross-section requires a long measurement time. The required time can be reduced with the use of multiple detectors to measure the scattered photon [121, 122]. However, the use of more than two detectors increases the cost and complexity of the implementation, and if the detectors are fixed, this limits the number of acquired points of the crosssection distribution. In this case, the solution would be to have the detector near each other and as small as possible, but then we fall into the following polarimeter categories.
- Pixellated Compton Polarimeter. The limit case discussed earlier can be realized with a pixellated detector. In this implementation of the Compton polarimeter, any one pixel can work as a scattering center and any other can detect the scattered photon. This compact system does not require moving parts. However, the work on the physical movement of the absorber is changed into computational work of the signals analysis. The signals from each pixel need to be recorded and analyzed. Through the use of thresholds in the hit time and energy deposition, the signal of the incoming photon and of the respective scattered photon can be found. Moreover, in the case of pixellated scintillators, the form and dimensions of the pixel play an important role in the capabilities of the final setup.
- Form. Pixels can be in two main designs: hexagonal or square. The former gives a more uniform response function and so better performance, the square shape is the most used due to the simple design and easier manufacturing process.
- Size. Smaller pixels are needed for higher resolutions, but they are costly and more susceptible to cross-talk and other multi-pixel phenomena.
- Thickness. Thicker pixels have higher efficiency but require more sensible photodetectors and materials.

These complications make pixelate polarimeter costly. Nevertheless, they are still used in applications where the coverage of the detection area is important like the Compton polarimeters for space [118] and PET [123].

- Cluster Compton Polarimeter. The cluster Compton polarimeter is a middle ground between the previous two cases. They are composed of a cluster of scintillators similar to a pixellated detector but with a low pixel number (typically four) and pixel size in the centimeter range. An example of this kind of polarimeter is the clover Ge detector where four HPGe crystals are positioned as the leaves of a four-leaf clover [124]. This polarimeter is mostly used in nuclear spectroscopy.

All the previous cases make use of eq. (2.52) to reconstruct the linear polarization of the incoming photon. However there are cases in which the polarization is circular (rightor left-handed), then the previous polarimeters would yield a symmetric cross-section due to the absence of a preferred polarization direction in the $x y$-plane for the circular polarization. For right- and left-handed polarization of a photon, we intend that its spin is aligned or anti-aligned with the photon momentum, respectively. In this case, we have to use the Klein-Nishina cross-section for polarized electrons and incoming photons [125]. In this condition, the photon is scattered preferably in the forward direction if the spin of the incoming photon and of the electron are aligned. The polarized electrons are obtained, for example, from iron in a magnetic field which is used as the scattering point. This idea came from reference [125] and it was first used with annihilation radiation [126]. This technique found great success in the '50s in the measurement of parity symmetry breaking for the $\beta$ decay [127-129]. In the case of positron annihilation photons, the work of Clay and Hereford shown in reference [126] is the only one that studies the circular polarization of the emitted photons. We will discuss in detail the experimental setup in section 3.4 of the next chapter.


## Positron Annihilation and Entanglement

In 1935, Einstein, Podolsky, and Rosen questioned the completeness of the quantum mechanics theory with what now is known as EPR (Einstein, Podolsky, and Rose) paradox [130]. Nowadays, visible photons are the best benchmark to test this paradox, however, the annihilation gamma-rays had an extremely important historical role in the experimental study of the EPR paradox.

### 3.1 EPR paradox \& Entanglement

In reference [130], the authors discussed the probabilistic nature of quantum mechanics from the point of view of classical mechanics.

Classical mechanics is deterministic: we can determine the evolution of a system if we know the forces acting on the system and its initial conditions, i.e. the position and velocity vectors of all system elements. However, it is not always possible to determine the initial condition of our system, especially when the system is composed of a high number of elements. For these complex systems, it is not possible to reconstruct the exact evolution of the system but it is possible to describe its behavior with statistical mechanics, which provides a probabilistic description of the system evolution.

Einstein, Podolsky, and Rosen considered nature to always be deterministic. Then, quantum mechanics only gives us, according to them, a non-complete description of the quantum world like statistical mechanics, so we miss some knowledge of the system. This missing knowledge was represented by a variable $\lambda$, called hidden variable, with which quantum mechanics becomes a complete theory of the quantum world describing it deterministically [130, 131].

The complete quantum mechanics, as introduced in reference [130], should also solve the non-locality of quantum phenomena like entanglement. The EPR paradox was constructed to demonstrate the violation of the locality principle of special relativity by quantum mechanics. The EPR paradox and the hidden variables have been at the center of the discussion on the completeness of quantum mechanics since the Einstein, Podolsky, and Rosen's paper. Nowadays the existence of the entanglement has been demonstrated thanks also to decades of work on the study of the two gammas from the positron annihilation, proving the completeness of quantum mechanics. To describe the relation between


Figure 3.1: Scheme of the EPRB experiment. The neutral pion $\pi^{0}$ decays in a positron-electron couple inside a black box. The two particles are emitted in counterpropagating directions along the z-axis. The polarimeters $A$ and $B$ are used to measure the particle spin along the directions $\hat{a}$ and $\hat{b}$, respectively. The direction $\hat{a}$ is aligned with the x -axis, while there is an angle $\theta$ between the direction $\hat{b}$ and the x -axis.
entanglement and positrons, we start with a simplified description of the gedankenexperiment at the basis of the EPR paradox as presented in the 1950s by Bohm, also called the EPRB (Einstein, Podolsky, Rose, and Bohm) experiment [131, 132].

### 3.1.1 EPRB gedankenexperiment

We start with a neutral pion $\pi^{0}$. It is one of the lightest mesons, a class of metastable hadronic particles composed of a quark and an anti-quark. In particular, $\pi^{0}$ is composed of the two lightest quarks:

$$
\begin{equation*}
\pi^{0}=\frac{|u \bar{u}\rangle-|d \bar{d}\rangle}{\sqrt{2}} \tag{3.1}
\end{equation*}
$$

where $|u\rangle$ and $|d\rangle$ are the up and down quarks, and $|\bar{u}\rangle$ and $|\bar{d}\rangle$ are the up and down anti-quarks. Like the positronium atom, the neutral pion is a spin-zero chargeless particle, an eigenvector of $\hat{C}$, and it decays mainly into two gammas, however, there are other probable decay paths for the pion. In the EPRB experiment, we consider the decay path of the neutral pion resulting in an electron-positron pair:

$$
\begin{equation*}
\pi^{0} \rightarrow e^{-}+e^{+} \tag{3.2}
\end{equation*}
$$

For the same reason as discussed in section 2.1.4.2, the particle pair is emitted in the opposite direction for the conservation of momentum. We are now interested in the spins of the positron and electron. In this gedankenexperiment, we have two perfect polarimeters, $A$ and $B$, which are capable of perfectly reconstructing the polarization direction of the positron/electron along the directions $\hat{a}$ and $\hat{b}$, respectively (see fig. 3.1).

The pion decay happens in a box in which we cannot see. The box has two openings on the opposite sides where the positron and electron can exit and they are then analyzed by the polarimeters $A$ and $B$ measuring their spin in the same direction $(\hat{a}=\hat{b})$. We now block the exit towards $B$. For any particle reaching the detector $A$, we have a probability of $50 \%$ to measure its polarization up ( $\uparrow$ or $\Uparrow$ ) or down $(\downarrow$ or $\Downarrow$ ), i.e. the particle is non-spin polarized (non-SpPo). The same results are obtained by blocking the exit towards $A$ and looking only at the polarimeter $B$. Both quantum mechanics and

Einstein, Podolsky, and Rosen agree on these results, the disagreement is on the results with both exits opened.

For quantum mechanics, the polarization direction of one particle depends on the direction of the other. Because the starting pion has a total angular momentum of zero, the positron and electron are emitted with spin in opposite directions for the conservation of the angular momentum in the decay. Then, if $A$ measures a spin-up, $B$ can only measure spin-down, and vice-versa:

$$
\begin{equation*}
\left|\pi^{0}\right\rangle_{e^{ \pm}}=\frac{\Uparrow \downarrow-\Downarrow \uparrow}{\sqrt{2}} \tag{3.3}
\end{equation*}
$$

In the framework of classical determinism, this result was interpreted by Einstein, Podolsky, and Rosen as the incompleteness of the quantum mechanics: after leaving the box the two particles do not interact with each other, so classically they cannot influence each other spin. If the two particles are still influencing each other after the decay, then this system breaks the locality principle which originates from the speed limit in the information transfer given by the speed of light. There are only two possible conclusions for Einstein, Podolsky, and Rosen: the quantum mechanics prediction eq. (3.3) is wrong, or the quantum mechanics is an incomplete theory and there exists a hidden variable that explains the measurement in the framework of classical determinism. Given the experimental verification of quantum mechanics in the first half of the XX century, Einstein, Podolsky, and Rosen concluded, from the EPR paradox, the existence of a hidden variable that completes quantum mechanics in a theory capable to determine the state of the system at any time knowing the evolution law and the initial conditions. This idea started the theoretical work on hidden variable theories, where different hidden variables were postulated, in the hope one of them could be experimentally found to complete quantum mechanics. This theoretical field was very active until the 1980s. However, up to now quantum mechanics has been demonstrated to be a solid theory and the probabilistic nature of reality has become a solid fact in physics. In fact, eq. (3.3) represents an example of the quantum phenomenon of entanglement. This does not break the locality principle because the two particles are not communicating with each other, there is no transfer of information.

While the neutral pion is used in this gedankenexperiment, similar behavior can be identified in other particles. Para-positronium is also a neutral chargeless particle that annihilates in two counterpropagating particles (see section 2.1.4.2). So eq. (3.3) can be extended to the linear polarization of the annihilation gammas from p -Ps, and this can be measured with Compton polarimeters as discussed in section 2.3.2.1.

### 3.1.2 Entanglement: quantification and Bell states

In general, a system is entangled if the state of a part of the system cannot be defined without the knowledge of the state of another part of the system. For example, in the case of eq. (3.3), the spin state of one particle is defined only from the knowledge of the spin state of the other particle spin, the single particle spin is undefined otherwise. Formally, each particle state is defined in a Hilbert space $\mid$ particle $\rangle \in \mathcal{H}_{\text {particle }}$, so a system composed of two particles $|A\rangle \in \mathcal{H}_{A}$ and $|B\rangle \in \mathcal{H}_{B}$ is:

- Entangled: A system is entangled if its state $\mid$ system $\rangle$ cannot be separate in the state of particle $A$ and particle $B: \mid$ system $\rangle \neq|A\rangle \otimes|B\rangle \Rightarrow \mid$ system $\rangle \notin \mathcal{H}_{A} \otimes \mathcal{H}_{B}$, where $\otimes$ is the tensor product.
- Separable: A system is not entangled, so separable, if its state can be divided into the states of the single elements: $\mid$ system $\rangle=|A\rangle \otimes|B\rangle \Rightarrow \mid$ system $\rangle \in \mathcal{H}_{A} \otimes \mathcal{H}_{B}$.

The entanglement of a system can be quantified. Because the entanglement is related to the mixing of the states composing the system, a state $|\psi\rangle=\frac{\mathbb{\downarrow}-\sqrt{ } \downarrow \uparrow}{\sqrt{2}}$ is more entangled than a state $|\psi\rangle=(\sqrt{p} \Uparrow \downarrow-\sqrt{1-p} \Downarrow \uparrow)$ with $p<1 / 2$. In the first case, the two combinations are equiprobable, in the second case, a particular combination of the two particles' spins is preferred. A way to quantify the difference in the entanglement of the two states is with the information that can be gained with a measurement of the state, but first, we need to introduce the density matrix of the system $\rho_{\text {system }}$.

### 3.1.2.1 Pure and Mixed States

We can describe a quantum system state in terms of the probabilities of the measurement results. A system that can be in states $\left|\phi_{i}\right\rangle \in \mathcal{H}$ with probability $p_{i}$ is described in terms of its density matrix [133]:

$$
\begin{equation*}
\rho_{\text {system }}=\sum_{i} p_{i}\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right| \tag{3.4}
\end{equation*}
$$

with the conditions: $\sum_{i} p_{i}=1$ and $p_{i} \geq 0$. Take for example the following systems $\left|\psi_{1}\right\rangle,\left|\psi_{2}\right\rangle$, and $\left|\psi_{3}\right\rangle$ :

- $\left|\psi_{1}\right\rangle=|\downarrow\rangle \Rightarrow \rho_{1}=|\downarrow\rangle\langle\downarrow|$
- $\left.\left|\psi_{2}\right\rangle=\frac{|\Uparrow \uparrow\rangle-|\Downarrow \downarrow\rangle}{\sqrt{2}} \Rightarrow \rho_{2}=\frac{1}{2}|\Uparrow \uparrow\rangle\langle\Uparrow \uparrow|-\frac{1}{2}|\Uparrow \uparrow\rangle\langle\Downarrow \downarrow|-\frac{1}{2}|\Downarrow \downarrow\rangle\langle\Uparrow \uparrow|+\frac{1}{2}| | \downarrow \downarrow\right\rangle\langle\Downarrow \downarrow|$
- $\left|\psi_{3}\right\rangle=\frac{|\uparrow \downarrow\rangle-|\Downarrow \uparrow\rangle}{\sqrt{2}} \Rightarrow \rho_{3}=\frac{1}{2}|\uparrow \downarrow\rangle\langle\uparrow \downarrow|-\frac{1}{2}|\uparrow \downarrow\rangle\langle\downarrow \uparrow|-\frac{1}{2}|\downarrow \uparrow\rangle\langle\Uparrow \downarrow|+\frac{1}{2}|\downarrow \uparrow\rangle\langle\psi \uparrow|$

Each system can be described in matrix form (the elements outside the matrix parentheses are only there as a guide):

$$
\begin{align*}
& \rho_{1}=\begin{array}{cc}
|\downarrow\rangle \\
|\uparrow\rangle
\end{array}\left(\begin{array}{cc}
\langle\downarrow| & \langle\uparrow| \\
1 & 0 \\
0 & 0
\end{array}\right) ; \quad \rho_{2}=\begin{array}{l}
|\downarrow \downarrow\rangle \\
|\downarrow \uparrow\rangle\rangle \\
|\uparrow \downarrow\rangle \\
|\uparrow \uparrow\rangle
\end{array}\left(\begin{array}{cccc}
\langle\downarrow \downarrow| & \langle\downarrow \uparrow| & \langle\uparrow \downarrow| & \langle\uparrow \uparrow| \\
0 & 0 & 0 & -1 / 2 \\
0 & 0 & 0 & 0 \\
-1 / 2 & 0 & 0 & 0 \\
\hline
\end{array}\right) ; \tag{3.5}
\end{align*}
$$

The density matrix form is fundamental to visualize quantum systems in a mixed state. The systems described until now are represented as a linear combination of the basis vectors, i.e.

- $|\downarrow\rangle$ and $|\uparrow\rangle$ for the spin of a single particle,
- $\langle\Downarrow \downarrow|,\langle\Downarrow \uparrow|,\langle\uparrow \downarrow|$, and $\langle\uparrow \uparrow|$ for the spins of two particle,
and they take the name of pure states. If the system cannot be written as a linear combination of basic vectors, it is called mixed state. In this case, the system cannot be written as a wavefunction $\left|\psi_{\text {System }}\right\rangle$, but it can only be described in terms of density matrix $\rho_{\text {System }}$. As well as pure states, also mixed states can be entangled. Mixed states are entangled when the system density matrix cannot be written as the tensor product of the density matrices of the system elements [133].

Experimentally, the procedure to reconstruct the system density matrix (both for pure and mixed states) is called quantum state tomography [134]. While this is the direct and complete way to compare the experimental results with the theoretical expectation, the experimental process is complex and costly. As seen in the previous examples, the matrix dimension increases factorially with the element number. Then for a system of two particles, we need to study $2(2!)=16$ possible configuration of the two-particle states, and we need to measure the probability of each configuration.

### 3.1.2.2 Von-Neuman Entropy

We consider a system in a pure state with a density matrix $\rho$, the system is composed of two subsystems $A$ and $B$. We construct the sub-matrix $\rho_{A}$ as the tracing out of the other subsystem from $\rho: \rho_{A}=\operatorname{Tr}_{B}[\rho]=\sum_{i} p_{i}\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right|$, where $\operatorname{Tr}$ is the matrix trace and $p_{i}$ is the probability of the subsystem $B$ to be in the state $\left|\phi_{i}\right\rangle$. We can define $\rho_{B}$ in the same way. Considering the two-particle systems $\psi_{1}$ and $\psi_{2}$ from the previous section, we obtain the sub-matrices $\rho_{A}$ :

- $\left|\psi_{2}\right\rangle=\frac{|\Uparrow \uparrow\rangle-|\Downarrow\rangle\rangle}{\sqrt{2}} \Rightarrow \rho_{2} \Rightarrow \rho_{A}=\frac{1}{2}(|\Downarrow\rangle\langle\psi|-|\uparrow\rangle\langle\Uparrow|)$
- $\left|\psi_{3}\right\rangle=\frac{|\Uparrow \downarrow\rangle-|\Downarrow \uparrow\rangle}{\sqrt{2}} \Rightarrow \rho_{3} \Rightarrow \rho_{A}=\frac{1}{2}(|\Downarrow\rangle\langle\Downarrow|-|\Uparrow\rangle\langle\Uparrow|)$

We quantify the entanglement between the two subsystems with the von Neumann entropy [135]:

$$
\begin{equation*}
S_{V N}\left[\rho_{A}\right]=S_{V N}\left[\rho_{B}\right]=-\operatorname{Tr}\left[\rho_{A} \log \rho_{A}\right]=-\sum_{i} p_{i} \log p_{i} \tag{3.6}
\end{equation*}
$$

In particular $-\log p_{i}$ is the information on the system gained if the event $\left|\phi_{i}\right\rangle$ occurs. Some examples:

- $|\psi\rangle=|\Uparrow \uparrow\rangle \Rightarrow \rho=|\Uparrow \uparrow\rangle\langle\Uparrow \uparrow| \Rightarrow \rho_{A}=|\Uparrow\rangle\langle\Uparrow| \Rightarrow S_{V N}\left[\rho_{A}\right]=-1 \log 1=0$
- $\left|\psi_{2}\right\rangle=\frac{|\Uparrow \uparrow\rangle-|\psi \psi\rangle}{\sqrt{2}} \Rightarrow \rho_{2} \Rightarrow \rho_{A}=\frac{1}{2}(|\Downarrow\rangle\langle\psi|-|\Uparrow\rangle\langle\Uparrow|)$ $\Rightarrow S_{V N}\left[\rho_{A}\right]=2\left(-\frac{1}{2} \log [1 / 2]\right)=\log 2$
- $\left|\psi_{3}\right\rangle=\frac{|\Uparrow \downarrow\rangle-|\Downarrow \uparrow\rangle}{\sqrt{2}} \Rightarrow \rho_{3} \Rightarrow \rho_{A}=\frac{1}{2}(|\Downarrow\rangle\langle\psi|-|\Uparrow\rangle\langle\Uparrow|)$ $\Rightarrow S_{V N}\left[\rho_{A}\right]=2\left(-\frac{1}{2} \log [1 / 2]\right)=\log 2$
- $\left|\psi_{4}\right\rangle=\sqrt{0.9}|\uparrow \uparrow\rangle+\sqrt{0.1}|\Downarrow \downarrow\rangle \Rightarrow \rho_{A}=(0.1|\Downarrow\rangle\langle\psi|+0.9|\uparrow\rangle\langle\Uparrow|)$ $\Rightarrow S_{V N}\left[\rho_{A}\right]=-0.1 \log [0.1]-0.9 \log [0.9] \in[0, \log [2]]$

In general, the von Neumann entropy gives values in the range $S_{V N}\left[\rho_{A}\right] \in\left[0, \log \left[d_{A}\right]\right]$, where $d_{A}=\operatorname{dimH}_{A}$ is the dimension of the Hilbert space of the subsystem $A$. Then, by definition, we have the following relations:

- $S_{V N}>0$ : the system is entangled, the state of one subsystem is inseparable from the other subsystem;
- $S_{V N}\left[\rho_{A}\right]>S_{V N}\left[\rho_{A^{\prime}}\right]$ : the first system is more entangled than the second, like $\left|\psi_{3}\right\rangle$ compared to $\left|\psi_{4}\right\rangle$;
- $S_{V N}=\log [d]$ : the system is maximally entangled, like $\left|\psi_{2}\right\rangle$ and $\left|\psi_{3}\right\rangle$.

In the case of two-particle systems, the maximally entangled states are called Bell's states and they are:

$$
\begin{equation*}
\left|\Phi^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}(|\Uparrow \uparrow\rangle \pm|\Downarrow \downarrow\rangle) \quad\left|\Psi^{ \pm}\right\rangle=\frac{1}{\sqrt{2}}(|\Uparrow \downarrow\rangle \pm|\Downarrow \uparrow\rangle) \tag{3.7}
\end{equation*}
$$

All four states have von Neumann entropy $\log [2]$, and they form four orthogonal bases.

### 3.1.3 EPR paradox and Hidden variable theories: Bell's inequality

In 1964, Bell enunciated a theorem allowing the experimental demonstration of completeness of the quantum mechanics, i.e. if the presence of hidden variable can be excluded [136].

Bell's idea is to determine a measurement procedure that highlights the probabilistic nature of the system. We consider the example of the EPRB gedankenexperiment [131]. The neutral pion decays in an electron and a positron and the spins of the two particles are measured with two polarimeters aligned along two generic directions $\hat{a}$ and $\hat{b}$ (see fig. 3.1). So, for each pion annihilation, we record the polarimeters' directions ( $\hat{a}, \hat{b}$ ), and the measured spin for each polarimeter is registered as +1 for $\uparrow$ (or $\Uparrow$ ) and -1 for $\downarrow$ (or $\downarrow$ ). For each configuration $(\hat{a}, \hat{b})$, we can define a mean value of the product of the measured spin of the single polarimeter $P[\hat{a}, \hat{b}]$. In the case of $\pi^{0}$ annihilation, if the polarimeters are aligned along the same direction $(\hat{b}=\hat{a})$, we obtain $P[\hat{a}, \hat{b}]=P[\hat{a}, \hat{a}]=-1$ because the particles have opposite spins as seen in eq. (3.3). If, instead, the polarimeters are aligned in opposite directions $\hat{b}=-\hat{a}$, the resulting mean value is $P[\hat{a}, \hat{b}]=P[\hat{a},-\hat{a}]=+1$.

The two polarimeters are positioned far enough that, within the limit of the speed of light, they cannot influence each other by communicating the results of the measurement before both measurements are done.

Quantum Mechanics The $\pi^{0}$ decay generates an electron and a positron whose spins are related as expressed in eq. (3.3). We define the z-axis along the direction of propagation of the two particles and the x-axis along the direction of polarimeter $A(\hat{a}=\hat{x})$ as seen in fig. 3.1. Then the direction of the polarimeter $B$ is in the $x y$-plane at an angle $\theta$ with respect to the x-axis $(\hat{b}=\cos \theta \hat{x}+\sin \theta \hat{y})$. The mean value of the product of the results of the two polarimeters in the frame of quantum mechanics $P_{Q M}[\hat{a}, \hat{b}]$ is [131]:

$$
\begin{equation*}
P_{Q M}[\hat{a}, \hat{b}]=\frac{4}{\hbar^{2}}\left\langle S_{\hat{a}} S_{\hat{b}}\right\rangle=-\cos \theta=-\hat{a} \cdot \hat{b} \tag{3.8}
\end{equation*}
$$

Hidden variable theory The measurement results of the two polarimeters would be affected by the eventual presence of a hidden variable $\lambda$, so we represent the result of the two polarimeters with the functions $A[\hat{a}, \lambda]= \pm 1$ and $B[\hat{b}, \lambda]= \pm 1$. If $\hat{b}=\hat{a}$, then $B[\hat{a}, \lambda]=-A[\hat{a}, \lambda]$ for any value of $\lambda$. For any configuration of the two directions $\hat{a}$ and $\hat{b}$, the mean value of the product of the results of the two polarimeters in the frame of any hidden variable theory $P_{H V}[\hat{a}, \hat{b}]$ is:

$$
\begin{equation*}
P_{H V}[\hat{a}, \hat{b}]=\int p[\lambda] A[\hat{a}, \lambda] B[\hat{b}, \lambda] d \lambda \tag{3.9}
\end{equation*}
$$

where $p[\lambda]$ is the probability density of the hidden variable. The value of $p[\lambda]$ depends on the particular hidden variable theory, however, the following discussion is independent of the value of $p[\lambda]$ if it follows the conditions of a probability density, i.e. nonnegative values and normalization $\int p[\lambda] d \lambda=1$. Using the previous relations, we have $P_{H V}[\hat{a}, \hat{b}]=-\int p[\lambda] A[\hat{a}, \lambda] A[\hat{b}, \lambda] d \lambda$. Considering a general direction $\hat{c}$, we construct the following inequality called Bell's inequality [131]:

$$
\begin{align*}
\left|P_{H V}[\hat{a}, \hat{b}]-P_{H V}[\hat{a}, \hat{c}]\right| & \leq\left|\int p[\lambda](A[\hat{a}, \lambda] A[\hat{b}, \lambda]-A[\hat{a}, \lambda] A[\hat{c}, \lambda]) d \lambda\right| \\
& =\left|\int p[\lambda](1-A[\hat{b}, \lambda] A[\hat{c}, \lambda]) A[\hat{a}, \lambda] A[\hat{b}, \lambda] d \lambda\right|  \tag{3.10}\\
& \leq\left|\int p[\lambda](1-A[\hat{b}, \lambda] A[\hat{c}, \lambda]) d \lambda\right|=1+P_{H V}[\hat{b}, \hat{c}]
\end{align*}
$$

This inequality is verified for hidden variable theories but not for quantum mechanics. For example, we consider the directions $\hat{a}=\hat{x}, \hat{b}=\hat{y}$, and $\hat{c}$ at $45^{\circ}$ from $\hat{a}$. Using eq. (3.8), we have: $P_{Q M}[\hat{a}, \hat{b}]=0$ and $P_{Q M}[\hat{a}, \hat{c}]=P_{Q M}[\hat{b}, \hat{c}]=-0.707$. Then the inequality verified by hidden variable theories is violated:

$$
\begin{equation*}
\left|P_{Q M}[\hat{a}, \hat{b}]-P_{Q M}[\hat{a}, \hat{c}]\right|=|0+0.707| \not \leq 1+P_{Q M}[\hat{b}, \hat{c}]=1-0.707=0.293 \tag{3.11}
\end{equation*}
$$

In conclusion, Bell provides a strong instrument to verify experimentally the existence of hidden variables. Given three possible directions of the polarimeters $\hat{a}, \hat{b}$, and $\hat{c}$, we calculated the mean value of the product of the measurements of the two polarimeters $P_{E X P}$ in the configurations $(\hat{a}, \hat{b}),(\hat{a}, \hat{c})$, and $(\hat{b}, \hat{c})$, then:

- if $\left|P_{E X P}[\hat{a}, \hat{b}]-P_{E X P}[\hat{a}, \hat{c}]\right| \leq 1+P_{E X P}[\hat{b}, \hat{c}]$ is verified, then the quantum world is deterministic and there exist a hidden variable which completes quantum mechanics;
- if $\left|P_{E X P}[\hat{a}, \hat{b}]-P_{E X P}[\hat{a}, \hat{c}]\right| \not \leq 1+P_{E X P}[\hat{b}, \hat{c}]$ is verified, then all hidden variable theories with non-negative and normalized probability density are false.

Bell's inequality can be valid only for hidden variable theories that respect the previous condition on the probability distribution $p[\lambda]$. These theories are also called local hidden variable theories because they complete the quantum mechanics preserving the locality principle as they were introduced initially by Einstein, Podolsky, and Rosen.

There are other versions of Bell's inequality, one of the most famous is the Clauser, Horne, Shimony, and Holt (CHSH) inequality [137]. We consider two particles $A$ and
$B$ polarized along the directions $\hat{a}$ and $\hat{b}$, respectively. These directions form, with respect to the x-axis, an angle $\theta_{A / B}$, so the polarization state of the two particles can be written as $\left|\theta_{A / B}\right\rangle=\cos \theta_{A / B}|H\rangle_{A / B}+\sin \theta_{A / B}|V\rangle_{A / B}$ where $|H\rangle$ and $|V\rangle$ are the polarization states along the x and y -axis, respectively. Given the coincidence count for each polarization angle $C\left[\theta_{A}, \theta_{B}\right]$, the CHSH inequality is obtained from the $S$-function [134]:

$$
\begin{equation*}
S=\left|E\left[\theta_{A}, \theta_{B}\right]-E\left[\theta_{A}, \theta_{B}^{\prime}\right]+\left[\theta_{A}^{\prime}, \theta_{B}\right]+\left[\theta_{A}^{\prime}, \theta_{B}^{\prime}\right]\right| \leq 2 \tag{3.12}
\end{equation*}
$$

where $\theta_{A}, \theta_{A}^{\prime}=0,45,90,135^{\circ}, \theta_{B}, \theta_{B}^{\prime}=22.5,67.5,112.5,157.5^{\circ}$,

$$
\begin{equation*}
E\left[\theta_{A}, \theta_{B}\right]=\frac{C\left[\theta_{A}, \theta_{B}\right]+\left[\theta_{A}^{\perp}, \theta_{B}^{\perp}\right]-C\left[\theta_{A}^{\perp}, \theta_{B}\right]-C\left[\theta_{A}, \theta_{B}^{\perp}\right]}{C\left[\theta_{A}, \theta_{B}\right]+\left[\theta_{A}^{\perp}, \theta_{B}^{\perp}\right]+C\left[\theta_{A}^{\perp}, \theta_{B}\right]+C\left[\theta_{A}, \theta_{B}^{\perp}\right]} \tag{3.13}
\end{equation*}
$$

and $\theta_{A / B}^{\perp}=\theta_{A / B}+90^{\circ}$.
In 1982, Aspect, Dalibard, and Roger observed experimentally the violation of Bell's inequality, demonstrating the absence of a local hidden variable as defined by most theories [138-140]. In the experiment, entangled optical photons were detected with two detectors far from each other and with detector settings changed just before the photon arrival, in order to limit the possibility of communication between the two detectors. Nevertheless, the low efficiency of the photon detectors introduces a loophole that still permits some hidden variable theories [133]. There are many possible ways in which the detectors can influence each other making it difficult to implement a loophole-free experiment of Bell's inequality, so some convoluted local hidden variable theories remained possible. Still, even with the demonstration of the violation of Bell's inequality with a loophole-free experiment, this does not exclude non-local hidden variable theories for which the $p[\lambda]$ does not satisfy the condition of a probability density. However, by their nature, these theories do not preserve the locality principle and the original meaning for the introduction of the hidden variables.

Aspect, Dalibard, and Roger's experiment is considered by most the first demonstration of the probabilistic nature of the quantum world. However, in the following sections, we will see how the gamma-rays from the annihilation of positrons have been used to study experimentally the existence of hidden variables before 1982.

### 3.2 Two Annihilation Gammas: Theory

Both thermal positron and p-Ps annihilate mainly in two counter-propagating gammas (see section 2.1.4). We discussed the conservation of energy and momentum in the annihilation process but not the consequences of the conservation of the angular momentum on the two annihilation gammas. In this section, we will see how the conservation of the angular momentum in the annihilation process defines the spin states of the resulting gammas. We start with the easier case: para-positronium [141].

As p-Ps has total spin and momentum equal to zero, the annihilation gammas are emitted isotropically. We set the z-axis along the direction of the gammas, and we describe their polarization in the circular polarization basis: right-handed $(|R\rangle)$ or lefthanded $(|L\rangle)$. The photons have spin 1 , which introduces an angular momentum to the system. If the gamma has polarization $|R\rangle$, the angular momentum is along the direction of motion, and its value is +1 . If the gamma has polarization $|L\rangle$, the angular momentum


Figure 3.2: Possible polarization configurations of the gamma-rays from the annihilation of p-Ps. The positronium atom is in the energy level $1^{1} S$ and it self-annihilates into two counterpropagating gamma-rays along the z -axis.
is opposite to the direction of motion, and its value is -1 . But, as previously said, the annihilation process conserves the angular momentum, so the angular momentum of the two annihilation photons needs to be zero: the two spins rotate in opposite directions. In conclusion, because the momenta of the gammas are also opposite, the two annihilation photons have the same circular polarization, and the possible spin states are only: $|R R\rangle$ or $|L L\rangle$, see fig. 3.2. Because both states are equally probable, the system is in a superposition of the two states after the annihilation, and the wavefunction of the two gammas is: $\left|F_{ \pm}\right\rangle=\frac{1}{\sqrt{2}}(|R R\rangle \pm|L L\rangle)$

Let us now exchange the positron and electron in the p-Ps. Mathematically this corresponds to the application of the parity operator $\hat{P}$. From QED calculations, the parity operator $\hat{P}$ applied to p-Ps gives: $\hat{P}|0,0\rangle_{P s}=(-1)|0,0\rangle_{P s}[7,141]$. The parity is conserved during the annihilation, so the wavefunction of the two annihilation gammas has to satisfy the equation $\hat{P}|F\rangle_{ \pm}=(-1)|F\rangle_{ \pm}$. The parity operator on the gammas changes its polarization: $\hat{P}|R\rangle=|L\rangle$ and $\hat{P}|L\rangle=|R\rangle$. So we obtain [141]:

$$
\begin{equation*}
\hat{P}|F\rangle_{ \pm}=\hat{P} \frac{1}{\sqrt{2}}(|R R\rangle \pm|L L\rangle)=\frac{1}{\sqrt{2}}(|L L\rangle \pm|R R\rangle)= \pm|F\rangle_{ \pm} \tag{3.14}
\end{equation*}
$$

The parity conservation is verified only by $|F\rangle_{-}$, the antisymmetric wavefunction. In conclusion, the two gammas wavefunction is:

$$
\begin{equation*}
|F\rangle=\frac{1}{\sqrt{2}}(|R R\rangle-|L L\rangle) . \tag{3.15}
\end{equation*}
$$

$|F\rangle$ is a Bell's state (see section 3.1.2), and the two gammas are maximally entangled in the polarization degree of freedom. The annihilation gammas of an unbound positron with an electron are also in the polarization state $|F\rangle$ of eq. (3.15), because also in this annihilation process the angular momentum of the electron-positron system can be considered zero [39].

Measuring the single annihilation gamma, from eq. (3.15), we have $50-50$ chance to obtain $|R\rangle$ or $|L\rangle$. Once the polarization is determined for one gamma-ray, we know the circular polarization of the other. In a linear basis, instead, the polarization can be described in terms of horizontal $|H\rangle$, along the x-axis, and vertical $|V\rangle$, along the y-axis, polarization. In terms of electromagnetic radiation, it is polarized circularly when the electric field oscillates in the $x$ and $y$ direction out of phase. Analogously we can write the circular polarization as an out-of-phase ( $e^{i \pi}$ ) superposition of the linear polarization [141]:

$$
\begin{align*}
|R\rangle & =\frac{1}{\sqrt{2}}(|H\rangle+i|V\rangle) \\
|L\rangle & =\frac{1}{\sqrt{2}}(|H\rangle-i|V\rangle) \tag{3.16}
\end{align*}
$$

Inserting eq. (3.16) in eq. (3.15), we obtain the linear polarization state of two annihilation gammas as:

$$
\begin{equation*}
|F\rangle=\frac{i}{\sqrt{2}}(|H V\rangle-|V H\rangle) . \tag{3.17}
\end{equation*}
$$

This is a Bell's state. Differently from the measurement in circular polarization, each of the two photons is unpolarized in a linear basis, but the polarization of the two is correlated: given the polarization direction of one photon, the other has a polarization at $90^{\circ}$.

### 3.3 Three Annihilation Gammas: Theory

As shown in fig. 3.3, the o-Ps annihilation generates preferably three gamma-rays which are emitted in a plane with a wide range of energy [63]. The analysis of the photons' polarization in this three-body system is complex.

The theoretical analysis of the three gammas polarization started in the second half of the last century with Drisko's results [41, 142, 143]. Nevertheless, Drisko's conclusions had some limitations. Firstly, the o-Ps was assumed non-SpPo, and the annihilation plane was fixed. Secondly, the results are given as the average of the three gammas' polarizations in selected configurations of the photons' emission angle. Only with the new century, new studies of o-Ps annihilation were published.

In 2001, Acín, Latorre, and Pascual explicitly showed, with QED calculations, the existence of an entangled state for all three spin states in the case of annihilation plane orthogonal to the polarization direction [144]. In 2011, Abel, Adkins, and Yoder extended the Drisko's results for SpPo o-Ps and for any configuration of the emission angles [145]. Only recently, these results have been extended to the general case of SpPo o-Ps annihilating from any spin state and annihilation plane [10].

Let us start with o-Ps in the state $|1,0\rangle_{P s}$. The three gammas $a, b$, and $c$ are ordered by energy $E_{a} \geq E_{b} \geq E_{c}$, and the Ps spin is aligned along the z-axis. The polarization wavefunction of the three photons is:


Figure 3.3: Annihilation scheme for the o-Ps. The positronium atom is in the $1^{3} S$ energy level with total spin 1 aligned along the z-axis. The o-Ps selfannihilates into three gammas $a, b$, and $c$ emitted in a plane. The three gamma-rays are released in three directions forming the angles $\tilde{\Theta}_{a b}$ and $\tilde{\Theta}_{b c}$ between them and with a linear polarization $\hat{\epsilon}_{a}, \hat{\epsilon}_{b}$, and $\hat{\epsilon}_{c}$, respectively. The normal to the annihilation plane $\hat{n}$ is at an angle $\Phi_{\text {Plane }}$ with respect to the spin direction.

$$
\begin{equation*}
\left|\psi_{|1,0\rangle_{P s}}\right\rangle=\frac{1}{\sqrt{N}}\left(\cos \Phi_{p l a n e} \mathbb{1}^{\otimes 3}+\sin \Phi_{\text {plane }} \sigma_{x}^{\otimes 3}\right) \hat{\mathcal{R}}_{p o l}\left[\tilde{\Theta}_{a b}, \tilde{\Theta}_{b c}\right]|G H Z\rangle_{a b c} \tag{3.18}
\end{equation*}
$$

where

- $\tilde{\Theta}_{a b}$ and $\tilde{\Theta}_{b c}$ are the angles between the photons $a-b$ and $b-c$ as measured on the annihilation plane, see fig. 3.3.
- $\Phi_{\text {plane }}$ is the angle between the z-axis and the normal to the annihilation plane.
- $\sigma_{x}, \sigma_{y}$, and $\sigma_{z}$ are the Pauli matrices.
- $N$ is the normalization:

$$
\begin{align*}
N & =\frac{1}{2}\left(9+\cos 2 \tilde{\Theta}_{a b}+\cos \left[2 \tilde{\Theta}_{a b}+2 \tilde{\Theta}_{b c}\right]+\cos 2 \tilde{\Theta}_{b c}-4\left(\cos \tilde{\Theta}_{a b}+\right.\right.  \tag{3.19}\\
& \left.\left.+\cos \left[\tilde{\Theta}_{a b}+\tilde{\Theta}_{b c}\right]+\cos \tilde{\Theta}_{b c}\right)\right)
\end{align*}
$$

- $\hat{\mathcal{R}}_{p o l}\left[\tilde{\Theta}_{a b}, \tilde{\Theta}_{b c}\right]$ is the polarisation operator:

$$
\begin{align*}
\hat{\mathcal{R}}_{p o l}\left[\tilde{\Theta}_{a b}, \tilde{\Theta}_{b c}\right] & =\sum_{i, j, k=0}^{1}\left((-1)^{k} \sin ^{2} \frac{\tilde{\Theta}_{a b}}{2}+(-1)^{j} \sin ^{2}\left[\frac{\tilde{\Theta}_{a b}}{2}+\frac{\tilde{\Theta}_{b c}}{2}\right]+\right.  \tag{3.20}\\
& \left.+(-1)^{i} \sin ^{2} \frac{\tilde{\Theta}_{b c}}{2}\right) \times|i j k\rangle_{a b c}\left\langle\left. i j k\right|_{a b c}\right.
\end{align*}
$$

- $|G H Z\rangle_{a b c}$ is the Greenberg-Horn-Zeilinger (GHZ) state for three gammas in a circular polarization basis:

$$
\begin{equation*}
|G H Z\rangle_{a b c}=\frac{1}{\sqrt{2}}|R R R\rangle_{a b c}+|L L L\rangle_{a b c} \tag{3.21}
\end{equation*}
$$

The polarization for the annihilation photons of the other two spin states can be obtained by applying a rotation of the three gammas' spin space [10]:

$$
\begin{align*}
\left|\psi_{|1,+1\rangle_{P s}}\right\rangle & =\sigma_{x}^{\otimes 3}\left|\psi_{|1,0\rangle_{P s}}\right\rangle  \tag{3.22}\\
\left|\psi_{|1,-1\rangle_{P s}}\right\rangle & =\sigma_{y}^{\otimes 3}\left|\psi_{|1,0\rangle_{P s}}\right\rangle \tag{3.23}
\end{align*}
$$

In the following, we will consider the case $|1,0\rangle_{P s}$, the results can be extended to the other two spin states by applying the rotation in eq.s (3.22) and (3.23).

From eq. (3.18), we can obtain three particular states: a GHZ state, a W state, or a separable state.

Greenberg-Horn-Zeilinger State The GHZ state, eq. (3.21), is similar to the Bell's states in eq. (3.7), and it can be seen as a natural extension of the Bell's state $\left|\Phi^{+}\right\rangle$ to three-particle systems. It is a genuinely multipartite entangled state. As seen from eq. (3.21), the measurement of any elements of the system means a complete determination of the system state with the collapse of the wavefunctions of the other two gammas (i.e. if one gamma is measured to be in the state $|R\rangle$, both the other two gammas are in $|R\rangle$ ). The GHZ state in eq. (3.21) is written in the circular polarization basis, we can rewrite it in the linear basis using eq. (3.16):

$$
\begin{align*}
|G H Z\rangle_{a b c} & =\frac{1}{\sqrt{2}}|R R R\rangle_{a b c}+|L L L\rangle_{a b c}  \tag{3.24}\\
& =\frac{1}{2}\left(|H H H\rangle_{a b c}-|V V H\rangle_{a b c}-|H V V\rangle_{a b c}-|V H V\rangle_{a b c}\right) \tag{3.25}
\end{align*}
$$

W State The W state represents a Dicke state for a system of three particles. It is written as:

$$
\begin{equation*}
|W\rangle_{a b c}=\frac{1}{\sqrt{3}}\left(|L L R\rangle_{a b c}+|L R L\rangle_{a b c}+|R L L\rangle_{a b c}\right) \tag{3.26}
\end{equation*}
$$

eq. (3.26) is a particular extension of Bell's states to three particles and a genuinely multipartite entangled state. The W state differs from the GHZ state in its behavior when one of the photons is detected. In the case of GHZ states, we have the complete collapse of the wavefunction, for $|W\rangle$, instead, the measurement on a particular photon leaves the remaining particles in an entangled state, i.e. if a gamma-ray is measured to be, for instance, in the polarization state $|L\rangle$, the other two can be either in $|L\rangle$ and in $|R\rangle$.

Separable As we are considering three-particle systems, we can have two-particle separable states, for example, $\left|\psi_{2-S E P}\right\rangle=|R\rangle_{a} \otimes|L\rangle_{b} \otimes|R\rangle_{c}$, or single-particle separable states, for example, $\left|\psi_{1-S E P}\right\rangle=|R\rangle_{a} \otimes \frac{1}{\sqrt{2}}\left(|R R\rangle_{b c}-|L L\rangle_{b c}\right)$.

In the wavefunction of GHZ and W states, it is difficult to directly visualize the entanglement in the gammas' polarization in a similar way as was done for the two gammas' case of eq. (3.15). There is the necessity to distinguish between the two entangled states $|W\rangle$ and $|G H Z\rangle$. We introduce an observable $\hat{Q}$ for which the three annihilation gammas' polarization state is an eigenstate. $\hat{Q}$ has negative eigenvalues for all separable eigenstates and positive values for at least an entangled eigenstate. This kind of observable is called entanglement witness, or simply witness [133]. For example, we can define a witness $\hat{Q}$ such that $\hat{Q}|W\rangle>0$ and $\hat{Q}|G H Z\rangle>0$. Moreover, it is possible to create multiple entanglement witnesses, one for each entangled state (Theorem of Completeness of Witnesses) [133]. Obviously, a single entangled state has different eigenvalues for different witnesses, so we can create a witness whose eigenvalues are maximized for a particular state. Using this idea, Hiesmayr and Moskal defines a class of entanglement witnesses, two of which are optimized for the GHZ and W states, respectively [10]. We analyze the results of the application of these witnesses on the case of SpPo Ps in $|1,0\rangle_{P s}$ state and non-SpPo Ps.
$|1,0\rangle_{P s}$ For SpPo Ps, Hiesmayr and Moskal make calculations for the case in which the annihilation plane is orthogonal to the o-Ps spin $\left(\Phi_{\text {plane }}=0\right)$. However, the result of these calculations can be extended to the other spin states and plane inclination. The application of the entanglement witnesses in this condition demonstrates the genuine three-particle entanglement nature of the three photons polarization state for all possible values of $\tilde{\Theta}_{a b}$ and $\tilde{\Theta}_{b c}$. It was found that for some emission angles, GHZ state is preferred, and for others W state.

Non-SpPo Ps In this case, the system cannot be described as a pure state as in eq. (2.26). The non-SpPo Ps is a mixed state formed by the distribution probability to be in the pure spin states $|1,0\rangle_{P s},|1,-1\rangle_{P s}$, and $|1,+1\rangle_{P s}$. In the case the three states are equiprobable, the system is described by the density matrix:

$$
\begin{equation*}
\rho_{\text {mixed }}\left[\Phi_{\text {plane }}\right]=\frac{1}{3}|1,0\rangle_{P s}\left\langle 1,\left.\left.0\right|_{P s}+\frac{1}{3} \right\rvert\, 1,-1\right\rangle_{P s}\left\langle 1, \left.-\left.1\right|_{P s}+\frac{1}{3} \right\rvert\, 1,+1\right\rangle_{P s}\left\langle 1,+\left.1\right|_{P s}\right. \tag{3.27}
\end{equation*}
$$

The entanglement witnesses for this mixed stated showed the absence of GHZ states, while the genuine multiparticle entanglement in the W state remains possible, particularly, for the symmetric case $\left(\tilde{\Theta}_{a b}=\tilde{\Theta}_{b c}=\frac{2 \pi}{3}\right)$. Still, for all the other emission angle configurations, the three photons are always entangled, but not maximally entangled [10].

### 3.4 Two Annihilation Gammas: Experimental history

Experimentally, Compton polarimeters are needed to determine the linear polarization of 511 keV photons (see section 2.3.2). In the literature, almost all experiments on
the annihilation gammas polarization make use of discrete Compton polarimeters (see table 3.1). In the first experiments of this kind, the scatterer center was a solid material, and only later the use of two scintillators per polarimeter was introduced (see table 3.1). As discussed in section 2.3.2, the Compton polarimeters reconstruct the linear polarization of the gammas, so we need to consider the expression of the polarization in a linear basis, i.e. eq. (3.17).

The analysis of this kind of experiment starts with the single polarimeter (see section 2.3.2.1 for more details). In terms of modulation factor $\mu_{P}$ from eq. (2.53), the distribution of the scattered gammas (eq. (2.52)) can be rewritten as:

$$
\begin{equation*}
C[\eta]=B\left(1+\mu_{P} \cos \left[2\left(\eta-\phi+\frac{\pi}{2}\right)\right]\right) \tag{3.28}
\end{equation*}
$$

Now we consider two polarimeters in coincidence, the scattering angle $\theta$ of the two polarimeters is fixed (see section 2.3.2.1). The single polarimeter does not measure any linear polarization because the gamma is circularly polarized. As previously discussed, the entanglement is in the relation between the two polarization directions as seen in eq. (3.17), i.e. in the correlation between the measurement of the two polarimeters. Then we express the distribution of the coincidence counts on the two polarimeters as a function of the angle $\Delta \phi$ between the scattering planes identified by the Compton scattering of the two annihilation gammas:

$$
\begin{equation*}
P[\Delta \phi]=k\left(1-\mu_{P 1} \mu_{P 2} \cos [2 \Delta \phi]\right) \tag{3.29}
\end{equation*}
$$

where the subscripts refer to the annihilation gammas 1 and 2 , and $k$ is a constant depending on the two-gammas energies and scattering angles [146].

For the two annihilation gammas, the two polarization directions are orthogonal, then with ideal polarimeters $P[\Delta \phi=\pi / 2]=1$. As discussed in section 2.3.2.1, the Compton polarimeters are far from the ideal conditions. Considering the relation between the polarizations (see eq. (3.17)), $P[\Delta \phi]$ is periodic with maximum at $\Delta \phi=\pi / 2$ and minimum at $\Delta \phi=0$. Then, we can simplify the experiment by comparing the measured number of coincidence gammas $P[\Delta \phi]$ at the two angles $\Delta \phi=\pi / 2$ and $\Delta \phi=0$.

Analogously to the single Compton polarimeter in section 2.3.2.1, we construct the modulation factor $\mu$ for the two polarimeters from eq. (3.29):

$$
\begin{equation*}
\mu=\frac{P[\pi / 2]-P[0]}{P[\pi / 2]+P[0]}=\mu_{P 1} \mu_{P 2} \tag{3.30}
\end{equation*}
$$

The modulation factor $\mu$ for the two polarimeters is the product of the modulation factor of the single polarimeters. At this point, it is important to remember the dependence of $\mu_{P}$ by the scattering angle $\theta$ and by the incoming photon energy as discussed in section 2.3.2.1 and as shown in fig. 2.29. Then from eq. (3.30), $\mu$ depends on the energies and scattering angles of both the gamma-rays. For two gammas at 511 keV , $\mu_{P}$ is maximum for $\theta=82^{\circ}$, consequently $\mu$ reaches maximum for $\theta_{1}=\theta_{2}=82^{\circ}$ representing the ideal configuration on which set the two Compton polarimeters during the measurement.

The scheme of an annihilation gammas' polarization experiment with four detectors is shown in fig. 3.4. By keeping three detectors fixed to form a plane, the remaining absorber defines with this plane the angle $\Delta \phi$ previously discussed. This reduces the number of moving parts in the experiment to only one detector. As previously discussed,


Figure 3.4: Diagram for a simple experimental setup for the measurement of the correlation of annihilation gamma from positrons. The source is positioned in a shielding block with two opposing holes that work as collimators. $D_{1}$ and $D_{2}$ are distances between the two polarimeters and the source. Each polarimeter is composed of a scatterer $S$ and an absorber $G$. The absorber detects the Compton gamma-ray that is generated in $S$ with a mean angle $\theta . S_{1}, S_{2}$, and $G_{2}$ are fixed on a plane, while $G_{1}$ is moved forming with the plane the angle $\Delta \phi$.
we are interested in only two angles $(\Delta \phi=0, \pi / 2)$, so two positions of this scatterer detector are enough to complete the experiment. At this point, we can reconstruct the ratio between the number of gammas scattered in planes at angle $\pi / 2$ and 0 with each other with the use of eq. (3.30):

$$
\begin{equation*}
R=\frac{P[\pi / 2]}{P[0]}=\frac{1+\mu}{1-\mu} . \tag{3.31}
\end{equation*}
$$

Eq. (3.31) represents the comparison between the experimental results and the theoretical one which is simply given by the characteristics of the detector setup. Sometimes, in the experiment, the generalized version of the previous equation is used: $R[\Delta \phi]=\frac{P[\Delta \phi]}{P[0]}$, which reaches the maximum at $\Delta \phi=\pi / 2$.

While this experiment appears simple and easy to implement, its story is long and troubled.

### 3.4.1 1930-1962: First Stage, Correlation Measurement

Dirac was the first to discuss the polarization of annihilation gammas in the 1930 [147]. However, we have to wait more than a decade for the design of an experiment capable of measuring the polarization correlation. The Klein Nishina cross-section was published only one year before Dirac's paper [117]. Only in 1946, the first setup with two polarimeters was proposed for the measurement of the entanglement in the polarization of the two annihilation gammas [39]. However, the expected value for the ratio $R$ (eq. (3.31)) presented in reference [39] had a calculation error, which was corrected a few years later by Ward in his Ph.D. thesis [148]. While reference [39] was the first to describe the experimental setup, its form as used in the following experiments is attributed to Pryce and Ward. In their 1947 theoretical paper, Pryce and Ward present the explicit
design of the apparatus with an image similar to fig. 3.4 [8]. However, the idea of using a similar experimental setup has been attributed to different authors [149]. Other than deriving eq. (3.17) in wavefunction notation from the symmetries of the annihilation, Pryce and Ward calculated for the first time the expected value of $R$. The theoretical value of $R_{T h}=2.82$ for scattering angle $\theta=82^{\circ}$ is used in most of the experimental papers as the benchmark for the introduction of a series of corrections taking into account the physical dimensions and efficiencies of the detectors used. The results presented in reference [8] were independently derived by Snyder, Pasternack, and Hornbostel in 1948 from Schödinger wave functionals [9]. The expected values $R_{T h}$ shown in the two papers are compatible with each other. In the same year, another paper was published reporting the calculation for the ratio based on the Klein Nishina cross section [150]. Other contemporaries engage themselves with the calculation of $R$ using similar or different methods than the previous authors [149], still all confirmed the calculation in references [8, 9].

With the experimental setup explicitly presented and the expectation value calculated, numerous groups published results on measurements of the correlation in the polarization of the annihilation gammas, often contradicting each other. The year after Pryce and Ward's paper, Hanna published the first experimental result [11], followed in the same year by Bleuler and Bradt [12]. While the experimental implementation was similar, the resulting $R$ was different, as shown in table 3.1. The two groups found opposite results, while Hanna's value was lower than his corrected expectation value, Bleuler and Bradt's one was higher even if still compatible with its corrected $R_{T h}$. We have to wait a couple of years for a more precise measure by Wu and Shaknov which experimentally confirmed the theoretical value after appropriate correction for the physical dimensions of the setup [13]. The following decade was full of experimental confirmation of Wu and Shaknov's result with different scatterer elements, distances, sources, and detectors as shown in table 3.1 [151-154]. This period culminated with the most precise measurement up to the recent years by Langhoff [155]. To further confirm these results, it was experimentally measured for the first and only time the correlation in the circular polarization of two gamma-rays [126]. The measurement of circular polarization of gamma-rays is extremely complex as mentioned in section 2.3.2.1.4. In reference [126], Clay and Hereford made use of the Compton scattering with SpPo electrons to study the circular polarization of the annihilation gamma. This idea came from reference [125], and it was implemented with two iron foils inside an electromagnet used to orient the electron spins in a given direction. The foils sandwich the source acting as the scatterer center, and two scintillators detect the gammas scattered forward from the source (scattering angle $\theta \sim 180^{\circ}$ ). As seen in section 2.3.2.1.4, if the spins of the electrons in the iron foil are aligned along the annihilation gamma direction, the annihilation gamma is preferably scattered forward $\left(\theta \sim 180^{\circ}\right)$ in case its polarization is right-handed. Similarly, with anti-aligned electron spins, the annihilation gamma is preferably scattered in the forward direction if left-handed polarized. In this setup, the correlation in the two-gamma polarization is recorded as the difference in the number of scattered gammas arriving at the detectors with the electron spins in the two foils with opposite alignment with respect to the one with the same alignment. In the former case (electron spins with opposite alignment), the two detected gammas have preferably the same circular polarization, while in the latter case (electron spins with same alignment), they have opposite circular polarization. This kind of measurement is noisy because only a few electrons
for each iron atom are magnetized, so the detectors receive also gammas scattered by non-SpPo electrons. The results, shown in reference [126], are far from the expected values (see table 3.1). The authors imputed this difference mainly to the low number of SpPo electrons in the iron foil. See reference [126] for details.

While the authors in references [8, 9] managed to reconstruct eq. (3.17), neither of the two groups connected it to the EPR paradox which at the time was in a decade-old paper. In fact, the authors do not make any reference to EPR paradox or entanglement, which is a term coined later, but they refer to this kind of measurement as correlation in the annihilation radiation [149]. We have to wait until the end of the '50s before the connection between eq. (3.17) and eq. (3.3) was recognized by Bohm and Aharonov [14]. In this extremely important paper, Bohm and Aharonov presented the Wu and Shaknov's results $R_{E x p}=2.04 \pm 0.08$ in reference [13] as proof of the existence of entanglement and the implementation of an experiment similar to the EPRB gedankenexperiment. In the paper, the expectation values $R_{T h}$ were derived in the framework of quantum mechanics (see eq. (3.17)) and of hidden variable theory. After correction for the physical condition of Wu and Shaknov's experiment, Bohm and Aharonov found an expected value $R_{T h}^{S e p}<1.5$ when considering the nature deterministic as assumed by Einstein, Podolsky, and Rosen. This expected value is not compatible with Wu and Shaknov's result of $R_{E x p}=2.04 \pm 0.08$, which is instead compatible with the expected value calculated from quantum mechanics [14]. The calculations for $R_{T h}$ in both cases were confirmed by an independent derivation [156]. This result is the first confirmation of the probabilistic nature of the quantum world, in fact, it started a period of discussions among different authors on the validity of Wu and Shaknov's result as a demonstration of the completeness of quantum mechanics, see reference [149] for more detail.

### 3.4.2 1964-2018: Second Stage, Bell's inequality

With the 1964 paper, Bell opened the route to experimentally identify the possible presence of hidden variables [136]. The gammas of positron/electron annihilation were the first benchmark used in the study of Bell's inequality.

A decade after Bell's paper, Faraci et al. studied for the first time the annihilation gammas' polarization to test Bell's inequality [157]. In this work, the authors studied the ratio $R[\Delta \phi]$ as a function of the angle $\Delta \phi$ for different settings of the scattering angles $\theta_{1}$ and $\theta_{2}$ of the polarimeters. The experimental results were not compatible with the prediction of quantum mechanics, but they fulfilled the limit of Bell's inequality. This result put into discussion the measurement of the previous period, especially the Bohm and Aharonov's paper. The next year a paper from Wu's laboratory confirmed the measurements of Wu and Shaknov with improved precision (see table 3.1) [158]. The first possible source of discrepancy that was considered was the distance between the source and the scatterers [157]. The entangled state can be destroyed by interacting with the environment during the flight from the annihilation point to the scatterer. The coherence length of 511 keV gammas in the air is expected to be a few centimeters, while the sourcepolarimeter distance is typical of tens of centimeters (see table 3.1). However, the effect of the source-polarimeter distance on the measurement has been disproved by Wilson, Lowe, and Butt [159]. In this experiment, the ratio $R$ has been measured for source-polarimeter distance from 15 cm up to 2.5 m without showing any appreciable drift in the value as the distance changed. This result eliminates the possible influence on measurement from
the loss of coherence in the photon flight [160]. The problem with Faraci et al.'s results seems, instead, related to the experimental setup. Two Italian groups repeated the test of Bell's theorem with different setups and confirmed the violation of Bell's inequality [161, 162]. Both papers studied the ratio $R[\Delta \phi]$ as a function of the angle between the scattering planes of the annihilation gammas $\Delta \phi$. In the first paper, the experimental ratio $R[\Delta \phi]$ was perfectly compatible with quantum mechanics prediction and well above the limit of Bell's inequality [161]. In the second paper, the experimental ratio $R[\Delta \phi]$ was fitted, and the fit parameters, so obtained, were compatible with the prediction of quantum mechanics, confirming the violation of Bell's inequality [162].

These latest results demonstrate the violation of Bell's inequality with the two gammarays from positron annihilation. This demonstration was not so straightforward. So, in a 1978 paper, Clauser and Shimony from the CHSH inequality analyzed the experimental setup for the tests of the correlation in the annihilation radiation (see fig. 3.4). The authors identified the main problem in the low analyzing power of the Compton polarimeter. While it is the only instrument capable of detecting the polarization of photons in the hundreds kiloelectronvolt range (see section 2.3.2), its capabilities are extremely limited with very small analyzing power $\mu$ as can be seen in table 3.1. Even in the case of an ideal Compton polarimeter, we have an analyzing power very far from the ideal 1 and from the values reached by polarimeters for visible photons. This may be one of the reasons why the results in references [161, 162] were never accepted as a test of the EPR paradox. In fact, the 1982 paper by Aspect, Dalibard, and Roger is considered the first valid test of EPR paradox with Bell's inequality and, for this result, the authors won the Noble prize [138-140]. Aspect, Dalibard, and Roger's work applied the techniques developed in the previous experiments on the polarization of annihilation radiation and the result in Bohm and Aharonov's paper to optical photons. Nowadays optical photons are a fundamental element of most entanglement experiments, and only the experiments in reference [138-140] are considered when discussing the first test of EPR paradox, completely forgetting the results obtained with the annihilation gammas [134].

In 1996, Osuch et al. published a paper with a further test of the violation of Bell's inequality in the annihilation radiation from positrons by using the CHSH inequality [121]. While this inequality originates from Bell's theorem, it is experimentally more demanding in the case of gamma-rays, for a brief overview see reference [146]. As seen in section 3.1.3, to reconstruct the $S$ function (eq. (3.12)), at least four polarimeters are needed, and they are positioned at a $22.5^{\circ}$ between each other. In reference [121], the authors used the minimum setup of four discrete Compton polarimeters. They confirmed for the first time the violation of CHSH inequality with a $S$ function (eq. (3.12)) corrected for the physical dimension of the setup. They found $\left|S_{C o r r}\right| \nless 0.802$, this confirm the entanglement [121]. This result is a further confirmation of the entanglement in the polarization degree of freedom of the two gamma-rays generated in the annihilation of positrons.

Nowadays, the measurement of the ratio $R$ has been proposed as an experiment to introduce undergraduate physics students to the concept of entanglement [164-167]. Moreover, the entanglement of the positron annihilation gammas is studied in the medical field to better discriminate in a PET scan the two events from the same positron annihilation with the constrain on their polarization (Quantum-Entangled PET, QE-PET) [123, 168-170].

### 3.4.3 2019-Today: Third Stage, What about photons from different annihilations?

In 2019, Hiesmayr and Moskal discussed if the ratio $R[\Delta \phi]$ of two gammas generated by a positron annihilation can be distinguished from the ones generated by two different annihilation events [171]. In reference [171], using the formalism of Mutually-Unbiased Bases (MUBs) for the entanglement witnesses, the authors showed the impossibility of distinguishing between the entangled and mixed state, i.e. they found the same $R[\Delta \phi]$ in the two configurations. This result directly contradicts the one from Bohm and Aharonov (see page and reference [14]). An answer to this result appeared the same year [172]. In this paper, Caradonna et al. repeated Bohm and Aharonov's calculations using the Fano framework [173, 174]. The authors disproved the Hiesmayr and Moskal's paper and confirmed the results of the previous decades of literature in the field [172].

Up to now, the Hiesmayr and Moskal's hypothesis was tested experimentally by scattering one of the two gammas before performing the detection with the polarimeter, i.e. a scattering element is added to one of the two paths to the polarimeters from the source as shown in fig. 3.4. This further scattering should break the entanglement, so the comparison of the two results should show if the entanglement is distinguishable from the mixed state of two uncorrelated gammas. There are two groups that performed experiments with different detectors and scatterers that have published their results in peer-reviewed papers: a British group [123] and a Russian one [122, 146].

British group Watts et al.'s experiment makes use of two cadmium zinc telluride (CZT) pixellated detectors designed for QE-PET application [123]. Each pixellated Compton polarimeter is realized by a single CZT scintillator crystal read by a segmented anode in 121 pixels. Firstly, the authors measured the correlation between two gammas coming from the sodium- 22 source. Then, the authors positioned a scattering element in nylon along the path of one of the two gamma-rays, moving also the relative detector $33^{\circ}$ outside the path of the annihilation gammas. In this way, the detector can detect only gammas scattered and not the ones coming directly from the source. In both conditions, the pixellated detectors permit the reconstruction of the scattering distribution $P[\Delta \phi]$ (see eq. (3.29)) at the scattering angle $\theta=90^{\circ}$. The experiment results in two curves, one for detection directly from the source $P_{E}[\Delta \phi]$ and one for the case with the scattering element $P_{D}[\Delta \phi]$. The experimental results show a flat behavior for $P_{D}[\Delta \phi]$ with values around 1. Instead, when the detection is directly from the source, the curve $P_{E}[\Delta \phi]$ shows the expected cosine behavior of eq. (3.29). These results were further confirmed with Geant 4 simulations $[175,176]$ which reconstruct a $P[\Delta \phi]$ curve compatible with the experimental results for both cases. Watts et al.'s result seems to confirm the Caradonna et al.'s calculations in reference [172].

Russian group The polarimeter in $[122,146]$ is completely different from the previous case. Here the authors use plastic scintillators as scatterer centers. At $90^{\circ}$ from the scatterer, a ring of $16 \mathrm{NaI}(\mathrm{Tl})$ scintillation detector is positioned with a $22.5^{\circ}$ angle between each other, in this configuration they cover the scattering angles $80^{\circ}-100^{\circ}$. This experimental setup is based on a previous system presented in reference [121]. In front of one of the two plastic scintillators, a gadolinium-aluminum-gallium garnet
(GAGG) scintillator is added. By registering the timing and energy of the gamma-rays interacting with all the detectors, it is possible to discriminate different events:

- Entanglement: No interaction is detected on the GAGG, while a gamma-ray scatters on each plastic scintillator at the same time and it is then detected on one of the $\mathrm{NaI}(\mathrm{Tl})$ detectors for each polarimeter.
- Decoherent: On the side without the GAGG scintillator, the gamma follows the path as described in the previous case. The other gamma-ray is detected by the GAGG detector, then by the scatterer, and finally by one of the $\mathrm{NaI}(\mathrm{Tl})$.

From this, we can see a big difference in the experiment with respect to the British group. The experimental setup remains unchanged in the experiment and much more information can be extracted. By analyzing the deposited energy in the different detectors, the authors manage to differentiate gammas which have different scattering paths between the different detectors. The corrected expectation value of the ratio $R$ is $R_{T h}=2.4$ for this experimental setup, and it is compared with the measured ratio in the case of detection of the gammas directly from the source $R_{E x p-E}=2.435 \pm 0.018$ and after scattering in the GAGG scintillator $R_{E x p-D}=2.41 \pm 0.10$. The experimental results are compatible with the expected value in both cases, meaning we cannot distinguish experimentally if the gammas are entangled. This completely contradicts the result of the British group, confirming the calculation in reference [171]. Moreover, the experimental setup, in this case, permits testing the CHSH inequality. Contrary to the previous result in reference [121], the authors did not find any violation of the inequality.

In conclusion, up to now, we have two opposing theoretical results and two experimental results which support both possibilities. As written by Sharma, Kumar, and Moskal, it is a puzzle in the entanglement of the positron annihilation radiation [177]. A recent paper published in a preprint archive seems to solve this puzzle [178]. In the paper, Parashari et al. implemented an experimental setup like the one from the British group [123] using two pixellated Compton polarimeters with 8 pixel GAGG:Ce (GAGG doped with Cerium) scintillator matrix and a single crystal GAGG:Ce detector as the scattering element. Using the same configuration shown in reference [123], the measurements did not highlight any difference between the ratio $R[\Delta \phi]$ measured with gammas directly from the source from the one measure with one gamma-ray scattered at $30^{\circ}$ by the scattering element [178]. This contradicts the results in [123] confirming the results of the Russian group [146]. The Parashari et al.'s result raises some eyebrows by contradicting, using similar configurations, the peer-review result from the British group obtained with pixellated detectors with a higher number of smaller pixel ( 121 pixels with an area of $0.8 \times 0.8 \mathrm{~mm}^{2}$ in reference [123] against 8 pixels with an area of $1.9 \times 1.9 \mathrm{~mm}^{2}$ in reference [178]). While the scattering element in the two experiments are different, this only change the probability of scattering at $30^{\circ}$ which is taken into account in the measurements because only the coincident events on the two polarimeters are considered.

We rise also a point not discussed in both papers: the polarization impressed on the gamma from the Compton scattering in the scattering element. The scattered gammaray from a Compton scattering presents a linear polarization due to the scattering as discussed in section 2.3.2.1. In the case of annihilation gammas, the degree of polarization of the scattered photon is shown in fig. 2.26 and eq. (2.48). The impressed polarization
is minimal at angles near $0^{\circ}$ and $180^{\circ}$ and maximal near $90^{\circ}$. In the case of the Russian group, the authors considered gammas scattered from the scattering element at small angles [146]. In both references [123, 178], the annihilation gamma scattered at $30^{\circ}$ in the scattering element before being analyzed with the polarimeter. The linear polarization of the scattered gamma is not negligible at this angle as shown in fig. 2.26. The polarimeter should detect this linear polarization, however, this influence on the measurement is not discussed in any of the two papers.

There have been proposals to use different detector systems, in particular, the use of detectors, like J-PET (Jagiellonian-PET), with better coverage of the solid angle around the source [177]. In this case, the outgoing gamma-ray is not detected only in a particular direction (discrete and cluster Compton polarimeter) or near the scattering point in a single plane (pixellated Compton polarimeter). With systems like J-PET, it becomes possible to more precisely determine the scattering angle of the gamma-rays, then it becomes possible to select gammas scattered in a narrow range around $82^{\circ}$, maximizing the modulation factor [179, 180].

Nevertheless, a redesign of the experiment eliminating the scattering elements to break the entanglement seems to be the best option. The experiment could be designed: with a quantum state tomography or with better control of the positrons. In the first case, the complete density matrix of the two annihilation gammas is reconstructed, and any possible puzzle can be solved with more precise values of the matrix elements. As discussed previously, quantum state tomography is experimentally complex and costly to implement, so the second way is the easier of the two. Until now, the experiments made use of annihilation gammas from the source, the positrons were produced by the source and they annihilated in loco. There was no control over the annihilation time and positron state at the annihilation: bound or unbound positron, thermalized or nonthermalized. Moreover, there was no control over the number of positrons annihilating in the detection window. The source activity can be controlled low enough not to saturate the detectors. Nevertheless, the experiments up to now used activities with a wide range of values up to tens of decay per nanosecond with no apparent consideration of the possibility of simultaneous hits as shown in table 3.1. This problem can be solved with a positron beam. The beam intensity is known and controllable. The target and implantation energy can be selected to avoid Ps formation and to have complete thermalization of the annihilating positrons. Bunched beams with only one positron per shot would be ideal, giving a better signal-to-noise ratio and only one possible annihilation to detect. This would solve the problem identified by Hiesmayr and Moskal.

### 3.5 Three Annihilation Gammas: How?

In the previous section, we have seen how the demonstration of a simple formula, eq. (3.15), can be experimentally challenging. Unfortunately, to test eq. (3.18) for three gammas, the experimental measurement is exponentially more difficult than what was discussed for the two gammas. In fact, up to now, no experiments have been done to test the entanglement of the annihilation gammas from o-Ps. Nevertheless, there are some advantages in the entanglement study of three gammas with respect to the two gammas. In fact, in the o-Ps self-annihilation, the gammas can be emitted with different energies making them easier to distinguish with respect to the case of two 511 keV gammas from the unbound positron annihilation, moreover, Ps can be formed in a free environment.
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Figure 3.5: Diagram for an experimental setup for the measurement of the polarization of one of three gammas from the annihilation of o-Ps. Detectors $D_{1}$, $D_{2}$, and $S$ work in coincidence and they are at $\tilde{\Theta}_{a b}=\tilde{\Theta}_{b c}=120^{\circ}$ between each other forming an equilateral triangle on the annihilation plane. $S$ is the scatterer of the polarimeter while $D_{3}$ is the absorber, which is rotated around the scatterer, to detect the number of gamma-rays scattered at an angle $\phi$.

Up to now, we are limited to a few studies, from the second half of the last century, on the polarization of a single gamma from the o-Ps self-annihilation.

In the 1950s, the first measurement of the polarization of o-Ps annihilation radiation was published [182]. The positron source was inserted in a $\mathrm{SF}_{6}$ environment to produce o-Ps. To detect gammas from the o-Ps annihilation, three detectors in coincidence were fixed on a plane. This defines the annihilation plane of the gammas analyzed, while the detector positions in the plane define the angles between the gammas $\tilde{\Theta}_{a b}$ and $\tilde{\Theta}_{b c}$, as seen in fig. 3.5. One of the three detectors is the scatterer center of the Compton polarimeter. In reference [182], the measurement was done only with the simple setup of the equal triangle $\tilde{\Theta}_{a b}=\tilde{\Theta}_{b c}=120^{\circ}$, so the three annihilation gammas have the same energy. The authors measured the number of gammas scattered in the Compton polarimeter parallel and perpendicular to the annihilation plane, the ratio of these two values was $1.87 \pm 0.23$. This number was compared with the expected value from the theory. In reference [142], Drisko calculated a ratio of $3 / 1$ in this experimental conditions, i.e. for each gamma scattered perpendicular to the annihilation plane, three are scattered parallel to the plane. Using this as a starting point, Monte-Carlo calculations gave an expected value of $1.80 \pm 0.15$ for the experiment. The expected and measured values are perfectly compatible [182]. In 1976, Faraci and Pennisi recalculated the theoretical value in the conditions of the experiment in reference [182], the authors obtained a value lower than the measured one [183]. The implementation of successive correction to the expected value from the finite geometry of the experiment decreases the discrepancy between this new calculation and the previous one, however, the two values are still not compatible.

The measurements in reference [182] have a big uncertainty and a discrepancy with the calculation of other groups. In 1978-80, further theoretical analysis of the o-Ps indicated the need for further experimental measurements [184, 185]. Since then, only another result was published in a 1987 paper in Chinese (only the abstract is translated)
[186], but this added little information to the previous results. In reference [186], Jia et al. repeated the previous experiment obtaining $1.82 \pm 0.06$ for the emission angles $\tilde{\Theta}_{a b}=$ $\tilde{\Theta}_{b c}=120^{\circ}[186]$. This proves the previous result with increased accuracy. Moreover, the Chinese group measured the ratio of $1.53 \pm 0.08$ for the emission angles $\tilde{\Theta}_{a b}=90^{\circ}$ and $\tilde{\Theta}_{b c}=135^{\circ}$ [186]. Unfortunately, the authors did not present the corrected expectation value of the ratio for comparison with the theory.

These two experiments were the only ones ever implemented to study the polarization of the gammas emitted by the o-Ps annihilation. So we are at the point where not even the average polarization of the gammas has been determined for most of the emission angle configurations. The measurement of the entanglement of the three gammas requires the simultaneous measurement of the three polarizations, further increasing the complexity of the experimental setup. This complicates the experiment even before the requirements on the o-Ps. In fact, the previous two experiments used non-SpPo Ps, and, as discussed in section 3.3, this reduces the possible entanglement states. We are mostly interested in the detection of the entanglement state of the three gammas from o-Ps in a spinselected state, i.e. eq.s (3.18), (3.22), and (3.23). We can then reduce the hurdles for the experimental measurement into two main parts: detector and source. In the following, we analyze in detail the two points.

Detector The detector needs to cover most of the solid angle around the annihilation point. Moreover, it should be able to detect the annihilation gammas and select the three gamma-rays from a singular annihilation event, other than being capable of measuring the polarization of each gamma-ray. The first point makes the detector dimension big, increasing the complexity and cost. The second point requires detecting the arrival time, position, and energy of the gamma-rays. With this information for all detection events, it becomes possible to select the gammas emitted simultaneously, in a plane, and with total energy 1022 keV : the three gammas from the same o-Ps annihilation event. These requests increase not only the requirement of the detector material but also the complexity of the analyzing software. To measure the polarization of the three gammas, the detection of the annihilation gammas and the scattered gammas is required, so at least two detector layers placed around the sample are needed. The detector material has to favor Compton scattering with the incoming photons while favoring the absorption of the scattered photon. Moreover, these two events need to happen with high efficiency because a coincidence of 6 events is required for the entanglement measurement. All of these requirements increase the complexity of the detector. There already exist detectors with solid angle coverage and optimized for gamma-ray detection, these are the PET machines. Innovative solutions for PET detectors have been proposed in recent years adding the capability to detect the Compton scattering of the annihilation gammas. These new detectors could be applied to the measurement of entanglement in the gammarays from the annihilation of o-Ps. In our case, the most interesting new implementations of PET systems are:

- QE-PET. The Quantum-Entangled PET makes use of the constraint on the polarization of the 511 keV annihilation radiation to better select the two gammas originating from the same annihilation event. These would increase the PET resolution as already observed for tomographic detectors of entangled x-ray photons [187]. The QE-PET is composed of a ring of pixellated detectors each working
as a pixellated Compton polarimeter [168, 169]. This kind of detector presents a high spatial resolution for the hit events from the interaction with photons, while the time and energy resolution are dependent on the scintillator material. As explained in section 2.3.2.1, pixellated Compton polarimeters require complex analysis to extract the polarization information, so a QE-PET has a high cost due to the pixellated detectors and high requirements in the signal analysis from the pixel to reconstruct the annihilation events and the gamma polarization. While this idea is from the first 2010s [168, 169], most of the work up to now is centered on the simulation and detection of the single pixellated Compton polarimeter [170, 188-192]. Only in recent years, some measurements were done with pixellated Compton polarimeters developed for QE-PET [123, 178, 181]. Nevertheless, the QE-PET still requires many years of development, especially in the software, to reach a level to be applied in the study of the entanglement in the three annihilation gammas.
- WGI. A Japanese group presented a new concept of PET called Whole Gamma Imaging (WGI) [119]. In their design, the PET is composed of two concentric rings, the innermost one is formed by pixellated GAGG detectors and works as the scatterer, and the outermost one is formed by pixellated GSOZ (Zirconiumdoped Gadolinium OxyorthoSilicate) and works as the absorber. By using the internal ring to generate the Compton scattering and the external ring for the detection of the scattered Compton gamma, the WGI can work as a Compton camera (see section 2.3.2.1), so the direction of the single annihilation gamma can be reconstructed without the need of coincidence detection. An enhancement of the reconstruction capabilities of a normal PET is obtained in the WGI with the increase in the detection capabilities with two detector layers and its use as a Compton camera. In reference [119], the authors presented a prototype and the first results they obtained with the imaging of three sources. Still, while it is possible, there have been no studies of the capability of the WGI to reconstruct the gamma-ray polarization, so there is a lot of work to be done to apply this detector to the three annihilation gammas.
- J-PET. The Jagiellonian-PET is implemented with a detector design extremely different from the previous two cases. Instead of going with pixellated detectors which have a very high cost, the J-PET group designed the detector elements using a long plastic scintillator strip with SiPM at both ends, see fig. 3.6. While this detector is simple and inexpensive, the main work for the reconstruction is done electronically. Knowing the light speed in the plastic material, the measured difference in the arrival time of the scintillation light at the two extremes is used to determine the hit position of the gamma along the scintillator length. Then, by implementing a ring of such detectors, we can reconstruct the time and position of the gamma-rays' interaction with the detector ring. So by geometric and time constraints, the gammas from the same annihilation can be selected and the annihilation point can be reconstructed. However, while the plastic scintillator is a cheap material, it has a low absorption efficiency, given that photons with hundreds of kiloelectronvolts energy tend to Compton scatter when interacting with this scintillator. J-PET makes use of this property, the detectors are positioned in three concentric rings and the ring inter-distance is optimized for the detection of the scattered gammas. This makes the J-PET geometry perfect for the reconstruction


Figure 3.6: Sketched of a plastic scintillator element of the J-PET.
of the gamma polarization. A first version of the J-PET has been implemented and its capabilities have been studied including the reconstruction of the two gammas polarization [179, 180], and the detection of positron/electron annihilations [193] and o-Ps annihilation [194-196]. Now a new detector version is being realized, in which the J-PET is composed of independent modules each formed by 13 plastic scintillator strips read at both ends by four SiPM, see fig. 3.6. This new modular design makes it possible to adapt the detector to best fit its application.

Of these three systems, the most advanced one is the J-PET, where studies have already been done on the reconstruction of gamma polarization and the detection of o-Ps. With its modular design, J-PET can be adapted to specific experimental setups. With a single module, one can detect the hit time and position of a gamma. With two modules near each other, one can detect the photon scattering from the first to the second working as a polarimeter. By positioning two modules opposite to the source, one can reconstruct the annihilation position. If two couples of modules are positioned opposite to the source, the entanglement of the two annihilation gammas can be measured. This can be extended to the three annihilation gamma, by positioning three modules or three couples in a particular angle configuration around the gamma source, it is possible to reconstruct the annihilation and/or the polarization of the o-Ps for a particular set of emission angles. However, the plastic material as scintillator material results in the drawback of a low detector efficiency, so a very strong source or a very long measurement time is required. Still, while the other two systems previously introduced use detectors with higher efficiency than J-PET, they are very far away from the level of system implementation and study reached by the J-PET collaboration.

Source Another major hurdle in the study of entanglement in o-Ps annihilation is the source of ortho-positronium atoms which needs to be high-intensity and capable of selecting its spin state. As seen in section 2.1.5.2, it is possible to produce efficiently o-Ps in a vacuum with the use of a $e^{+} /$Ps converter, and the spin state of the emitted Ps can be selected. This requires a beam of positrons for efficient production and emission into the vacuum of o-Ps. The realization of such a beam is the scope of this thesis, in the following chapter we will see the requirements for the construction of this beam.


## Positron Beams

As discussed in section 2.1, the positron implantation energy is usually of the order of tens of kiloelectronvolts. With these energies, it is possible to use the positrons to study material properties (see section 2.2.2) and efficiently produce Ps (see section 2.1.5). Beams with these low energies are also called slow positron beams. Due to this low energy, the apparatus dimension, cost, and complexity are much more manageable with respect to beams based on cyclotrons or synchrotrons.

The slow positron beams can be deconstructed into a few fundamental elements as shown in fig. 4.1:

- Source: where the positron are generated;
- Moderator: where the wide energy distribution of the particles from the source is narrowed down to a mono-energetic beam;
- Transport: where the particles are guided from the source-moderator assembly to the target region;
- Speed-Selector: where only the particles with the desired energy are selected and the target is shielded from a direct view of the source/moderator that would cause noise in the measurement;
- Target Region: where the positrons are implanted into a target with the desired beam spot dimension, timing, and number.

Electron optical systems are used for the manipulation of the positrons from the source-moderator to the target. The method used in the manipulation of the positrons determines the different applications. As seen in fig. 4.1, we can classify the slow positron beams into three categories:

- Continuous Positron Beam: the beam from the speed-selector is accelerated and focused on the target. The beam kinetic energy can be tuned from a few electronvolts to tens of kiloelectronvolts. Different energies allow implanting of the positrons at different depths into the target (see section 2.1.2.1). They are mainly used for material study with DBS and $3 \gamma / 2 \gamma$ spectroscopy (see section 2.2 .2 .2 .1 ).


Figure 4.1: Diagram for the generation of a positron beam and the classification of the beam types.

- Bunched Single-Positron Beam: The positrons from the speed-selector pass through three electron optical elements: a pre-buncher, a chopper, and a buncher [197, 198]. These elements are powered with a periodic electric potential with frequency in the range $25-50 \mathrm{MHz}$ bunching the beam at the target. With this electron optical system, only one positron is selected by the periodic potential to form the bunch which reaches the target with a temporal width $<200 \mathrm{ps}$ [197, 198]. This type of beam is used for solid state and material studies with the PALS technique (see section 2.2.2.1): the buncher gives the start signal for a positron that reaches the target, and the annihilation gamma gives the stop signal. The elapsed time between the two signals is the measured lifetime of the positron in the target [197, 198].
- Dense Bunched Positron Beam: After the speed-selector, the positrons are accumulated in a Buffer-Gas trap (BGT) [16, 17], and then dumped in shots of $10^{4}-10^{5}$ positrons in tens of nanoseconds. After the BGT, the positrons can be further accumulated in an accumulator up to $10^{8}$ positrons [199], or bunched in $2-8 \mathrm{~ns}$ at the target [20]. These beams are mainly applied for the production of clouds of o-Ps in vacuum for fundamental studies [7].

In this thesis, we are mainly interested in continuous and dense bunched beams. In the following, we will present a brief description of the source, moderator, speed-selector, and transport required for the production of a slow positron beam.

### 4.1 Source

We can obtain positrons from:

- Pair production: a high-energy photon $\left(E_{\gamma} \gg 1.02 \mathrm{MeV}\right)$ interacts with a material producing positron-electron pairs.

Table 4.1: Most used positron source by $\beta^{+}$decay. $I_{e^{+}}$is the positron yield. $E_{M A X}$ is the end-point energy and $E_{A V}$ the average energy of the $\beta^{+}$decay spectrum. $H=v / c$ is helicity, $E_{\gamma}$ and $I_{\gamma}$ are the energy and intensity of the most dominant $\gamma$ transition. Table from [209]

| Nuclide | Half life | $I_{e^{+}}$ | $E_{M A X}[\mathrm{keV}]$ | $E_{A V}[\mathrm{keV}]$ | $v / c$ | $E_{\gamma}[\mathrm{keV}]$ | $I_{\gamma}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{22} \mathrm{Na}$ | 2.60 y | 0.898 | 545.4 | 215.5 | 0.711 | 1275 | 0.999 |
|  |  | 0.001 | 1819.7 | 835.0 | 0.925 |  |  |
| ${ }^{58} \mathrm{Co}$ | 70.8 d | 0.150 | 475.2 | 201.3 | 0.697 | 811 | 0.994 |
| ${ }^{64} \mathrm{Cu}$ | 12.7 h | 0.179 | 652.5 | 278.1 | 0.762 | 1346 | 0.005 |
| ${ }^{68} \mathrm{Ge} / 68 \mathrm{Ga}$ | 271 d | 0.880 | 1899.0 | 836.0 | 0.925 | 1077 | 0.030 |
|  |  | 0.011 | 821.7 | 352.6 | 0.806 |  |  |

- Radioactive Source: some metastable nuclides decay with a $\beta^{+}$process producing positrons.

Pair production permits to obtain higher intensities of the positron beam than the ones obtained with radioactive sources. In the first case, intensities up to $\sim 10^{9} \mathrm{e}^{+} / \mathrm{s}$ are available [200]. In the second case, intensities up to $\sim 10^{6} \mathrm{e}^{+} / \mathrm{s}$ can be reached [201]. The high-energy photons for the pair production are obtained using linacs [202-206] or nuclear reactors [200, 207, 208], and in both cases, a facility is required. Differently, a beam from a radioactive source can be compact, more cost-effective, and it can be installed in a university laboratory.

### 4.1.1 Radioactive Source

When a nuclide decays by $\beta^{+}$, we have the production of a positron and an electronic neutrino:

$$
\begin{equation*}
{ }_{Z}^{A} X \rightarrow{ }_{Z-1}^{A} X+e^{+}+\nu_{e} \tag{4.1}
\end{equation*}
$$

In the atomic nucleus, this corresponds to the decay of a proton in a neutron changing the atomic number of the atom:

$$
\begin{equation*}
p^{+} \rightarrow n^{0}+e^{+}+\nu_{e} \tag{4.2}
\end{equation*}
$$

Given $N_{0}$ the initial number of active nuclei in a source, the number of active nuclei at a time $t, N[t]$, is given by:

$$
\begin{equation*}
N[t]=N_{0} e^{-\frac{t}{\tau / \log [2]}} \tag{4.3}
\end{equation*}
$$

where $\tau$ is the half-life of the radioactive nuclides. In table 4.1, some of the most used radioactive nuclides are shown. The half-life of the nuclides is extremely different spanning from hours/days to years, like sodium-22. The positrons emitted in a $\beta^{+}$decay are not monoenergetic, the $\beta^{+}$decay spectrum has a wide energy distribution as seen in the case of cobalt-59 shown in fig. 4.3 The energy distribution depends on the nuclide, table 4.1 reports the average and maximum energy of the positron from some radioactive sources. A source with an activity of the order of Curie [159, 162] can be obtained, but

$\gamma_{\mathrm{t}}: 1.274 \mathrm{MeV} \boldsymbol{\gamma}$ (100\%)
Figure 4.2: Decay scheme for ${ }^{22} \mathrm{Na}$. From [88]
it requires to be activated in loco with an accelerator facility. For example, ${ }^{68} \mathrm{Ge} /{ }^{68} \mathrm{Ga}$ requires a 20 MeV proton beam impinging on a GaN target [115]. On the other hand, a sealed source can be done with ${ }^{22} N a$ but with lower activity. At present, there is only one producer, iThemba labs in South Africa, that trades sources with a maximum activity of 50 mCi . The decay scheme of sodium- 22 is shown in fig. 4.2. This radioactive nuclide has the advantage of a long lifetime (2.6y) and a high yield of positrons, $90 \%$ of the decays produce a positron. This sealed source is used for slow positron beams in laboratories.

### 4.1.1.1 Generation of SpPo positrons

In the mid-1950s, Lee and Yang suggested that the weak interaction might violate the parity symmetry so the system and its mirror image are not the same [210]. A few years later, using measurements on the decay of ${ }^{60} \mathrm{Co}$ nuclei, Wu et al. experimentally demonstrated that the weak interaction violates parity [211], earning Lee and Yang the 1957 Nobel Prize in Physics. This discovery shocked the scientific community and brought a period of studies and measurements for the different decays. Because the $\beta^{+}$decay is due to the weak interaction, the positron spin direction was studied, demonstrating the emission of SpPo positron from the radioactive source [129, 212, 213]. The positrons are emitted with spin preferably aligned with the direction of motion. This probability is given by the helicity $H=v / c$ in table 4.1 , and as we can see from this table ${ }^{68} \mathrm{Ge} /{ }^{68} \mathrm{Ga}$ creates the most SpPo positron beam. The spin-polarization of the positron from the source is decreased by other factors, mainly by the positron backscattering on the source support. In the backscattering, the spin direction is unchanged, so backscattered positrons have spin aligned opposite to the beam direction, this increases the value of $N_{-}$reducing the beam polarization $P$ (see eq. (2.24)). The positron backscattering is reduced by engineering the source support using a low-Z material resulting in a suppression in the backscattering of positrons from the source [214].

In the case of positrons created by pair production, their polarization is directly related to the photon polarization, maximum positron polarization is obtained with circularly polarized gamma-rays $[215,216]$.

### 4.2 Moderator

As seen in fig. 4.3, the positrons are emitted with a wide range of energy from radioactive sources. These positrons cannot be directly used to create a monoenergetic positron


Figure 4.3: Positron energy distribution as emitted by a $\beta^{+58}$ Co source (normalized) and after the moderator. Image from [51].
beam. To produce a beam by cutting a small energy portion of the $\beta^{+}$spectrum is highly inefficient. Differently, considering the positron interacting with a material (see section 2.1.2), a higher number of positrons can be obtained in a narrow energy distribution during the positron thermalization in the material. Nevertheless, these positrons need to exit the material in order to form the monoenergetic beam. When slowed positrons are emitted with good efficiency, the material is called a moderator. The difference between a moderator and a cut in the energy distribution can be seen in fig. 4.3: the number of positrons in the energy range after the moderator is orders of magnitude higher than the positrons in the same energy range when emitted by the source [217]. We can identify some characteristics that a good moderator should have:

- no defect that limits the positron diffusion to the surface,
- high Z number to stop many positrons,
- long diffusion length so the positron can reach the surface,
- negative positron work function so the positrons reaching the surface are emitted.

Only thanks to the introduction of the moderators, intense slow positron beams could be formed. The first slow positron beams had very low intensities with typical values of few positrons per second in the 1970s [218, 219]. Nowadays beam intensities are much higher even up to $\sim 10^{6} \mathrm{e}^{+} / \mathrm{s}$ with a radioactive source [201]. Figure 4.4 shows some geometries used in the formation of slow positron beams. Nowadays, the most used source-moderator geometries are two both making use of a thin film of moderator material in front of the source being it a crystal foil (fig. 4.4c) or solid noble gas film (fig. 4.4d). This reflects the two classes of moderators in use for slow positron beams:

- moderators with negative positron work function $\phi_{+}$,
- solid noble gas moderators.

This distinction is due to the moderation physical phenomena for the emission in vacuum of the moderated positrons.


Figure 4.4: Some geometry for assemblies of a $\beta^{+}$radioactive source and a moderator. Image from [51].

### 4.2.1 Moderator with negative positron work function

All those metals in which the positron work function is negative ( $\phi_{+}<0$ ) can work as moderators. As discussed in section 2.1.3.1, in these materials, the implanted positrons thermalize and a fraction of them diffuse to the surface. Here, if the $\phi_{+}<0$ they are emitted with a narrow energy distribution around a few electronvolts. Examples of this class of moderators are thin foils of tungsten, copper, or nickel [220]. Of these, the most used is the tungsten which emits in vacuum with an efficiency of $0.1 \%$ positrons at an energy of $\sim 3 \mathrm{eV}$ in narrow energy distribution with spread of $\sim 0.3 \mathrm{eV}$ FWHM (Full Width Half Maximum) [220, 221].

The moderators with negative positron work function operate at room temperature in ultra-high vacuum (pressure $<10^{-7}$ mbar). The efficiency loss for these moderators is slow and they are operated for months if the vacuum conditions are kept. Nevertheless, with time, there is a build-up of adsorbed molecules on the moderator surfaces which decreases the positron yield. To recuperate the lost moderator efficiency, the moderator is heat treated in vacuum [220]. For example, a tungsten moderator is heated up to $\sim 2000 \mathrm{~K}$ for a few minutes before it is slowly cooled down to room temperature [221].


Figure 4.5: Interaction of positrons with a solid neon moderator. Figure (a) shows the positron reemission from a solid neon target for different positron implantation energies. The major material thresholds are shown: $E_{t h}$ is the inelastic threshold for the formation of Ps; $E_{x}$ is the threshold for the formation of exciton; and $E_{g}$ is the material band gap (see text for details). Figure (b) shows the distribution of the slow positrons emitted from a solid neon moderator at different values of the component of the positron emission energy normal to the moderator surface of the emission energy. Images from [19].

### 4.2.2 Solid Noble Gas Moderator

The solid noble gas moderators were introduced in 1986 by Mills and Gullikson [19]. Four gases were studied for this application: Neon, Argon, Krypton, and Xenon [19, $222,223]$. In all four cases, the positron work function is positive and the material is an insulator [224]. Then a positron can be emitted from these materials only if it reaches the surface not thermalized but with energy $E>\phi_{+}$. This is possible with good efficiency due to the low thermalization rate and high diffusion rate of positrons in solid noble gasses [224].

Figure 4.5a shows the behavior of positron implanted into solid neon (a similar figure can be seen for argon in reference [224]). Analyzing the figure from the left, we observe a decrease in the positron yield in vacuum below $\sim 1 \mathrm{eV}$. This dip is due to positrons losing their incident energy in the solid and remaining trapped by the positive positron work function of the material. The energy width of this dip is related to the mean energy loss per collision [224]. For implantation energies up to the inelastic threshold $E_{t h}$, the positrons can lose energy only by phonon scattering, however, this process is highly inefficient in solid noble gasses, so the diffusion process happens without positrons losing energy. Then the positrons, thanks to the long diffusion length in these materials, can diffuse to the surface where they are emitted because their energy is higher than the material work function. $E_{t h}$ represents the threshold for Ps formation in the solid. It is possible to have Ps emission in vacuum before the inelastic threshold due to electron pickup at the surface. This results in positron yield values lower than unity for energies $<E_{t h}$ and decreasing yield for energies near the threshold [224]. Nevertheless, this process is not efficient, in solid neon the decrease in the positron yield at energies lower
than the threshold is minimal. After the inelastic threshold, the positron yield of solid neon dips because the positrons are more probably emitted as Ps. This changes at energies higher than $E_{x}$, the threshold for the exciton formation, i.e. the formation of an electron-hole bound pair. When the positron forms an exciton, it loses energies below the inelastic threshold, so it cannot form Ps and it can be emitted as positron [224]. In fact, figure 4.5 a shows an increase in the positron yield for implantation energies above $E_{x}$. After this threshold, the positron yield has a steep increase for implantation energies higher than the material band gap $E_{g}$. In this region, the positrons efficiently lose energy by electron excitation. By losing the tens of electronvolt of energy from this process, the positrons do not have enough energy for efficient Ps formation, so if the remaining energy is still higher than the positron work function, they are emitted by the solid.

From a solid noble gas, the positrons are emitted with energy between 0 eV and the inelastic threshold of the material [224]. Positrons emitted with energies near zero correspond to positrons with energies, in the material, slightly bigger than $\phi_{+}$. Positrons with energy higher than $E_{t h}$ and lower than $E_{g}$ are mainly emitted as Ps. In the case of higher energy positrons, the electron excitation cools them down by $E_{g}$, until the positron energy is lower than the band gap. Up to now, we considered the implantation of monoenergetic positrons. In the case of a radioactive source, the energy distribution is wide (see fig. 4.3). Figure 4.5b shows the energy distribution of positrons emitted by an assembly of a sodium- 22 source and a neon moderator. The distribution is centered around $\sim 1 \mathrm{eV}$ similar to the case of moderator with negative work function. However, the FWHM of the energy distribution is 0.58 eV , much worse than the case of tungsten moderators shown in the previous section. Nevertheless, while the neon moderators have a larger energy distribution, they have an advantage in the positron yield: neon moderators have a reported moderation efficiency of $0.7 \%$ [19] against the $0.04 \%$ of tungsten [225]. The high efficiency makes this kind of moderator best suitable for dense bunched positron beams, where the positron energy distribution at the target is mainly related to the BGT, accumulator, and buncher. On the other hand, the higher intensities obtainable with solid noble gas moderators permit a higher rate of bunches from the BGT.

In the previous section, when talking about moderators with negative positron work function, we presented materials that are solid at room temperature and commercially available as foils. Solid noble gases are commercially available in gas bottles and are required to solidify on metallic supports held at cryogenic temperature. These moderators require a relatively complex apparatus to generate the ultra-high vacuum and cryogenic conditions to grow the moderator. The vacuum conditions are required so that on the cooled surfaces only the noble gas injected into the vacuum chamber from the gas bottle can solidify. The process of formation of a solid noble gas moderator requires following complex procedures. In section 6.2.1, the recipe we use for the formation of the solid noble gas moderator is presented. As we will see in chapter 6, the automation of the formation process of solid noble gas moderators is a necessary step for all apparatus using this kind of moderator due to the frequency at which a new moderator needs to be deposited. In fact, noble gases have one of the lowest melting points. So, at the cryogenic condition at which the moderator is operated, all other molecules in the air can solidify: the cooled surfaces act as a vacuum pump. These molecules adsorbed on the moderator surface decrease the moderation efficiency. So instead of the months of operation we


Figure 4.6: Immersion lens with cylindrical electrodes
can obtain from a moderator with a negative positron work function, a solid noble gas moderator is regrown up to two-three weeks to keep a good moderation efficiency.

### 4.2.3 SpPo positrons from the moderator

The interaction of the positron with the moderator atoms does not involve the particle spin, so the emitted positrons from the moderators present the same spin as they were emitted from the source. The beam is formed by the positron emitted within an acceptance angle $\alpha$ with respect to the source surface normal. The beam spin-polarization is given by the source helicity ( $H=v / c$, see table 4.1) and the acceptance angle $\alpha$ [127]:

$$
\begin{equation*}
P=\frac{v}{c} \frac{1+\cos \alpha}{2} \tag{4.4}
\end{equation*}
$$

From a radioactive source, the beam spin-polarization is around $30 \%$ [127, 226].

### 4.3 Transport

The positrons emitted from the moderator need to be transported to the target. Positron transport can be obtained with electric potentials or magnetic fields.

Electric Potential In this case, the positrons are deflected by the difference in the electric potential between two surfaces [227, 228]. Most of the time, cylindrical electrodes are used like the one seen in fig. 4.6. In a cylindrical electrode, the electric potential is only constant inside the electrode. In the case of two cylindrical electrodes like in fig. 4.6, the potential of one influences the other. The penetration length of this influence in the electrode depends on the electrode diameter. It is this electrostatic potential distribution between the two electrodes that, acting on the particle velocity vector, changes the particle direction. Considering a system like the one in fig. 4.6, if the particles are near the electrode axis, the electric potential deflects the direction of the particle velocity with respect to the electrode axis following the formula [228]:

$$
\begin{equation*}
\frac{\sin \alpha_{2}}{\sin \alpha_{1}}=\sqrt{\frac{V_{1}}{V_{2}}} \tag{4.5}
\end{equation*}
$$

where $V_{1}$ and $V_{2}$ are the electrode potentials, $\alpha_{1}$ and $\alpha_{1}$ are the angles between the particle trajectory and the electrode axis in the two electrodes. The beam transport makes use of a series of cylindrical electrodes whose electric potentials are set in a way to transport and focus the beam.


Figure 4.7: Transport of a low-energy beam with magnetic field

Magnetic Field In a static magnetic field $\vec{B}=B \hat{z}$, a positron moves with a velocity $\vec{v}=\vec{v}_{z}+\vec{v}_{\perp}=v_{z} \hat{z}+v_{r} \hat{r}+v_{\theta} \hat{\theta}$ (in cylindrical coordinates) and it is subject to the Lorentz force:

$$
\begin{equation*}
\vec{F}_{L}=+e \vec{B} \times \vec{v}=+e B \hat{z} \times\left(v_{z} \hat{z}+v_{r} \hat{r}+v_{\theta} \hat{\theta}\right)=+e B v_{r} \hat{\theta}-e B v_{\theta} \hat{r} \tag{4.6}
\end{equation*}
$$

This force induces a cyclotron motion around the z -axis with radius $R=\frac{m_{0} v_{\perp}}{e B}$, while the particle still moves along the z-axis with velocity $\vec{v}_{z}$. the combination of the two effects forms a helix for the particle trajectory, as shown in fig. 4.7. The magnetic field is generated by electromagnets, multiple separated coils, or a long solenoid around the vacuum chamber. In general, fields of the order of hundreds of Gauss are used for positron transport.

Regarding the spin-polarization of the transported beam, the positrons maintain their spin polarization until the beam direction is not changed.

### 4.3.1 Simulation

At present, personal computers have become powerful enough to simulate particle trajectories even in complex electromagnetic fields through finite element method (FEM). In the case of low-energy positron beams, there are two main programs used for simulating the transport fields and the particle trajectories: SIMION ${ }^{\circledR}$ and COMSOL ${ }^{\circledR}$.

SIMION® It generates the electric maps for a given geometry of a system, and it calculates the particle trajectories through electric and magnetic fields. The magnetic field maps can be imported into the program, in the latest versions, it is possible to calculate the field from simple magnetic coils. SIMION ${ }^{\circledR}$ mainly works with symmetric systems for which it is possible to reduce the dimensions of the system. In the latest version, it can solve systems in a true 3D environment.

COMSOL ${ }^{\circledR}$ It is a program for the solution of any differential equation with FEM. It is a complex software with continuous updates and new features. For our applications, COMSOL ${ }^{\circledR}$ can compute the electromagnetic field map for any system geometry with the Magnetic Fields (mf) and the Electrostatics (es) modules, and it calculates the particle trajectories interacting with these fields with the Charged Particle Tracing (cpt) module.

### 4.4 Speed Selector

Fast positrons crossing the moderator can be a source of noise in the target region. To separate the source-moderator region from the target region, speed selectors are used. The selection is done by deflecting the slow positrons with electric or magnetic fields, while fast positrons are undeflected.

Examples of speed selectors are deflectors that change the direction by $90^{\circ}$. This can be done with a magnetic field perpendicular to the beam trajectory or using electrostatic deflectors. In this last case, the positron passes between two electrodes shaped like two sections of a cylinder or a sphere [228]. In principle, the beam after the speed selector could have a different spin polarization than the one from the source-moderator assembly.

If we want to maintain unchanged the beam direction before and after the speed selection, $\vec{E} \times \vec{B}$ filters can be used. Another possibility is to deflect the slow positrons by an electric potential or a magnetic field in an out-of-axis small hole along the beam direction. The hole is in a material that blocks undeflected positrons. Only positrons with a velocity slow enough to be deflected in the hole can pass. In the following chapter, we will see how we implemented this deflector using magnetic fields.


## PsICO apparatus: Design

The study of the annihilation photon entanglement (see chapter 3) requires the production of Ps in a selected spin-state. To this end, dense positron bunches have to be produced, implanted in a target capable to form and emit Ps into the vacuum (see section 2.1.5), and manipulated Ps to select its spin-state (see section 2.1.5.2). This section is centered on the design of the PsICO (Positronium Inertial and Correlation Observations) apparatus for the production of a dense bunched positron beam (see chapter 4).

In the design of the PsICO apparatus, we paid particular attention to the target region. As discussed in chapter 4, the creation and transport of positron beams require the use of magnetic or electric potentials. The presence of these fields influences the state of the Ps by introducing the Stark effect [15] and the motional Stark effect [15, 98, 229] (see also section 2.1.6).

The target region can be electric field-free by putting the vacuum chamber and the last electrode at ground potential. The task of obtaining a magnetic field-free region around the target was more challenging. There are two ways to decrease the magnetic field: increase the distance from the coils generating it or the use of a field terminated. In the first case, the magnetic field slowly decreases, then the charged particles would follow its line causing an expansion of the beam spot, this configuration is called adiabatic extraction (AE) [230]. In the second case, the introduction of ferromagnetic materials guides the field line away from the beam. In this case, the magnetic field decreases quickly. When this decrease happens so fast particles cannot follow the magnetic field lines anymore, we talk about non-adiabatic extraction (NAE).

In the literature, there are already a few examples of dense bunched positron beams capable of implanting the positron in a target in free-field, i.e. absence of electromagnetic field, making use of combined AE and NAE [21-23]. In these systems, the positron bunch leaving the BGT travels in a region with a slowly decreasing magnetic field (AE) until its intensity reaches a few tens of Gauss, then a magnetic circuit of ferromagnetic material is positioned to guide the remaining field around the target region (NAE). After this extraction, the bunch is in a magnetic field-free region, however, electrostatic lenses are still needed to focalize the beam on the target. The electric field termination is guaranteed by a grounded last electrode [21, 22] or by a grounded grid [23]. Nevertheless, these designs present some limitations that prevent their application for the study of the annihilation photon entanglement. First of all, the free field region around the target is


Figure 5.1: Scheme of the design of the PsICO apparatus divided into four stages, for each stage the main elements are sketched.
limited [21, 23], this impedes the free expansion of the Ps cloud emitted by the $e^{+} / \mathrm{Ps}_{5}$ converter. A second hurdle is the low implantation energy ( $<5 \mathrm{keV}$ ) achieved until now with the existing designs [23]. This low implantation energy hinders the possible use of the new $e^{+} /$Ps converters in transmission that will be presented in section 7.1. These new converters are capable of emitting Ps cloud on the opposite side with respect to the positron beam, but they require implantation energies $>10 \mathrm{keV}$. A third limitation of the $\mathrm{AE}+\mathrm{NAE}$ design is the distance between the BGT and the target. The adiabatic extraction requires an increase in the length of the apparatus after the trap, and more space is required for the electrodes that focalize the positron bunch into the target after the NAE. The increase in this length means an increase in the temporal spread of the positron bunches from the trap. In principle, the bunch could be re-compressed with a buncher [23, 24, 102, 103, 231-233] during the AE [23], but the buncher would operate in a magnetic field gradient. Moreover, with this design, the buncher is separated from the target by the presence of the magnetic circuit for NAE and the following electrostatic refocusing lenses. A fourth hurdle in the design is the magnetic circuit, that should surround the target region. The high density of ferromagnetic material will block the annihilation photons from the target region reducing the events reaching the detector surrounding the chamber. Considering the above limitations, in the design of the PsICO apparatus, we went with a different approach based on the use of NAE directly after the BGT.

The scheme of the PsICO apparatus is sketched in fig. 5.1. We can identify four stages:

- 1st Stage: a continuous positron beam obtained from a radioactive source coupled to a solid noble gas moderator and magnetically transported;
- 2nd Stage: a BGT operating at a 700 G magnetic field;
- 3rd Stage: a NAE positioned immediately after the BGT;
- 4th Stage: a buncher-elevator [24] and a system of electrostatic lenses to compress, focalize, and implant the positron bunch with energies up to 20 keV in a target in a free-field region.


Figure 5.2: Scheme for the transport and speed selection of the positrons from the source-moderator assembly. The coils are identified in dark red. The path of the beam is shown in green. The copper block for the in-line speed selection is shown in orange.

The first two stages have been designed by reproducing and improving the already existing systems. The speed-selector in the first stage has now a more fine control on the beam path. In the BGT, two electrodes are added before the NAE to operate as a pre-buncher to compress the positron bunch temporally before the extraction from the trap. The last two stages have been designed from the ground for the PsICO apparatus. In the following, the design of the four parts will be described and discussed. The design of the apparatus, except for the first stage, is detailed in reference [20].

### 5.1 1st Stage: Source and Continuous Beam

The purpose of the first stage is the creation of a continuous positron beam with an intensity as high as possible to be used to feed the buffer-gas trap. In chapter 4, we have discussed how to generate this kind of beam. The stage design is based on the use of a radioactive source coupled with a solid noble gas moderator to slow positrons down to a few electronvolts and to obtain the maximum moderation efficiency. The beam is then transported by a magnetic field. The positron speed selection is done with the use of magnetic fields in the in-line configuration.

The design of this stage has been based on the design of the positron beamline of the AEgIS (Antihydrogen Experiment: Gravity, Interferometry, Spectroscopy) experiment [103]. Such a system operates at CERN and was acquired from First Point Scientific [18]. However, our design presents a change in the operation of the speed selector with respect to the design presented in [103].

### 5.1.1 Transport \& Speed selector

The sketch of the transport and speed selection is shown in fig. 5.2. The positrons are emitted by the source and slowed down by the moderator, then they are guided away from the source-moderator region by the magnetic field generated by the Helmholtz Coils. The positrons are then injected in the hundreds of Gauss magnetic fields generated by two solenoids: one long after the Helmholtz coil followed by a short one. The two solenoids drive the continuous positron beam to the second stage, the positrons travel for the most part along the solenoid axis. There are two separated solenoids due to the presence of a pumping line for the generation of vacuum along the beamline, this will be discussed in


Figure 5.3: The results of the simulation with the positron trajectory in red considering positrons emitted from the source-moderator assembly with energy of about 19 eV and spot diameter 8 mm .
detail in chapter 6. In the following, the z-axis is along the solenoid axis, while the y-axis corresponds to displacement from the solenoid center with the source as the origin.

As discussed in section 4.4, we need to eliminate the positron emitted by the moderator with high energy. In the design presented in fig. 5.2, the speed selection is done inside the long solenoid without changing the beam direction before and after the speed selection. The positrons from the source-moderator region arrive at the copper block shown in the middle of the long solenoid in fig. 5.2. This block has a hole with a diameter of 6 mm displaced from the solenoid axis (see fig. 5.2). The slow positrons are guided out-of-axis in the hole and back on the solenoid axis after the copper block by the speed selector, the fast positrons annihilate on the copper block. The solenoid is required to confine the slow positron beam inside the hole. The deviation of the beam is done with two couples of coils called saddle coils, each couple generates a magnetic field perpendicular to the direction of the beam along the $y$-axis. The positrons follow the magnetic field lines generated by the sum of the field from the solenoid and the one from the saddle coils. The saddle coils are circular coils deformed to follow the surface of the solenoid.

In the original design of reference [103], the four saddle coils are identical and they are powered with the same current. While this design is simpler, it requires the introduction of correction magnets to center the beam back on the solenoid axis. Then, for the design of the PsICO apparatus's first stage, we decided to change the second couple of saddle coils to reduce the magnetic field they generate. With this change, the beam is guided back directly in the solenoid axis after the speed selection, and no correction magnetic field is required. Simulations of the positron transport have been performed to identify the correct current and turn number of the coils for the beam transport to happen as sketched in fig. 5.2.

### 5.1.1.1 Simulation

The simulations of the positron transport make use of the capability of COMSOL ${ }^{\circledR}$ to simulate the field generated from coils of any form. The position and form of the coils can be seen in fig. 5.3. In this figure, the raytracing of the positron beam is also shown using as starting condition positrons emitted from the source-moderator with energy 19 eV and spot diameter 8 mm , similarly to the system in reference [103]. While the


Figure 5.4: Simulated magnetic field. Components of the magnetic field along the solenoid axis: (a) z component, (b) y component. The origin is set at the center of the radioactive source.
spot dimensions are due to the moderator geometry which we will discuss in chapter 6 , the positron energy is given by the average energy of the positrons emitted from the moderator (see section 4.2.2) and the moderator electric potential 18.75 V referred to the rest of the system that is grounded.

As discussed in section 4.3, the magnetic field needs to be aligned along the beam direction to obtain a beam transport as shown in fig. 5.3, while the fields from the saddle coils are perpendicular to the beam direction. The raytracing shown in fig. 5.3 was obtained with the transport magnetic field shown in fig. 5.4a. As seen from this figure, the magnetic field produced by the Helmholtz coils in the source-moderator region has an intensity of a hundred Gauss. The solenoids, instead, generate a stronger field $>500 \mathrm{G}$ to obtain a small beam spot that fits inside the hole in the copper block. As expected from the coil geometry shown in fig.s 5.2 and 5.3, figure 5.4a shows two separated regions at high field intensity corresponding to the two solenoids: the long
solenoid positioned after the moderator and over which the saddle coils are installed, and a short solenoid after some distance from the long one. While this separation is required from construction constraints, it has been minimized to reduce as much as possible the drop in the field intensity in this region. A too-drastic decrease in the magnetic region could produce a mirror effect inverting the particle motion and reflecting it back. As seen from the raytracing in fig. 5.3, the distance of the two solenoids was optimized to avoid the magnetic mirror effect. Figure 5.4 b shows the field generated by the two couples of saddle coils. Saddle 1.1 and 1.2 generates a -61 G magnetic field in their center which is higher, in absolute value, than the 55 G magnetic field obtained at the center of saddle 2.1 and 2.2. With this asymmetry in the generated field, the beam is centered on the solenoid axis after the speed-selector without the need for further corrections (see fig. 5.3).

The coil currents and turn number to obtain the raytracing shown in fig. 5.3 are:

- Helmholtz coils: 576 turns, 2.82 A
- Saddle 1.1 \& 1.2: 131 turns, 2.099 A
- Saddle 2.1 \& 2.2: 125 turns, 2.004 A
- Long solenoid: 1664 turns, 12 A
- Short solenoid: 894 turns, 12 A


### 5.2 2nd Stage: Buffer-Gas Trap

The BGT [16, 17] transforms a continuous positron beam into a dense bunched positron beam by allowing cooling, storing, and bunching of many positrons. The BGT is based on the principles of the Penning-Malmberg trap: a strong magnetic field confines the particle radially, and an electrostatic potential well confines the positrons axially. To efficiently trap the positrons, they must be cooled. The cooling is obtained by inelastic scattering with gas molecules introduced in the vacuum chamber. The positrons are progressively cooled in a stair-shaped potential well and until trapped in its bottom where they are stored [16]. With BGT like the one in fig. 5.5, bunches are emitted with more than $10^{4}$ positron per bunch with a temporal length of a few tens of nanoseconds [23, $232,234,235]$. This positron number is more than enough for most of the applications, however sometimes a large number of positrons is needed, so multiple bunches are accumulated in a separate part of the beamline called an accumulator, and the final bunches can contain up to several $10^{7}-10^{8}$ positrons [103, 199].

For our planned experiment, the positron number released from the BGT is more than enough. We designed a BGT based on the one of the positron beamline of the AEḡIS [103]. The design of the new PsICO apparatus BGT is shown in fig. 5.5. The main novelties are the optimization of the positron release from the trap and the extraction from the magnetic field. In the following, we discuss the elements and operation of this design.


Figure 5.5: Scheme of the two stages buffer-gas trap of the PsICO apparatus. The BGT is composed of: 1) Main Coil, Main Correction Coils (MCC), and Fine Correction Coils (FCC) of the magnet and 2) electrodes of the BGT trap labeled from S1 to S 8 . S 5 is segmented to apply a rotating electrodynamic field to compress the positron cloud. The different colors indicate different materials: in dark gray are the iron elements, in light gray the elements in stainless steel, in black the vacuum chamber, in dark orange the copper electrodes, and in light orange the coils. The origin of the axes was placed at 23.2 cm to the left of S 1 along the electrode axis. Image from [20].

### 5.2.1 Gasses

A combination of two gasses is used in the standard procedure to cool the positrons in a BGT, a main gas in great quantities, and another gas in much smaller quantities. The first gas is nitrogen. The positrons with the energy of tens of electronvolt from the source-moderator assembly are inelastically scattered by $\mathrm{N}_{2}$. In this scattering process, the positrons efficiently transfer their kinetic energy to the electrons of the gas molecule. Consequently, the positrons do not have enough energy to escape from the trap back to the first stage, so they remain trapped in the electrostatic potential well of the BGT [230]. For the second gas, there are different possibilities: $\mathrm{SF}_{6}, \mathrm{CO}_{2}$, and $\mathrm{CF}_{4}$ [230]. The second gas is needed to keep the positrons cooled while they are compressed. By trapping more and more positrons in the potential well, they form a cloud at its bottom. To obtain a bunch with a small spot diameter, the cloud is compressed by driving a segmented electrode with a rotating electric field, this technique is called the rotating wall (RW) technique [17, 235-237]. However, this compression results in a warming of the positrons, so with the second gas, the positrons can lose energy through vibrational excitation of the gas molecules [230].

Obviously, the inelastic scattering is not the only interaction process between the positron and the gas molecules, the gas pressure needs to be low enough for the positrons to have an annihilation lifetime longer than their storage time in the trap. On the other hand, we need to have a number of molecules in the vacuum chamber large enough to cool the positrons. The trick used to solve this problem in the BGT is the electrode dimensions. Their internal diameters are different for the different sections of the trap, so the highest pressure ( $\sim 10^{-2} \mathrm{mbar}$ ) is present at the entrance and the lowest pressure


Figure 5.6: Simulated pressure profile inside the BGT electrodes (as shown in fig. 5.5) with fluxes 5.58 sccm for $\mathrm{N}_{2}$ (orange solid line) and 0.02 sccm for $\mathrm{SF}_{6}$ (red dashed line) in standard conditions.
( $\sim 10^{-5} \mathrm{mbar}$ ) is obtained at the potential bottom in the electrodes with the largest diameter, where the positrons are trapped [230]. As shown in fig. 5.5, the PsICO apparatus BGT has electrodes with a small diameter at the start (electrodes S1 and S2), which is then increased in the middle (electrode S3), while it is the largest at the end (electrodes S4-S8). In this design, the nitrogen gas is inserted directly through a hole in the middle of electrode S 2 , while the second gas is released in the vacuum chamber in the interspace between electrodes S 5 and S 6 in correspondence with the bottom of the electrostatic potential of the trap. For the PsICO apparatus, we ended up choosing $\mathrm{SF}_{6}$ as the second gas, due to its high cooling rate [230]. With this gas, in a BGT, the trapped positrons are thermalized ( $\mathrm{k}_{\mathrm{B}} \mathrm{T}=25 \mathrm{meV}$ with $\mathrm{k}_{\mathrm{B}}$ the Boltzmann constant) in a few milliseconds [235].

In order to define the gas fluxes to create the required pressure profile inside the BGT electrodes, we simulated the pressure in the PsICO BGT at different fluxes of $\mathrm{N}_{2}$ and $\mathrm{SF}_{6}$ by means of COMSOL ${ }^{\circledR}$ using the Free Molecular Flow ( $f m f$ ) module. We considered the gasses in standard conditions (pressure 1 bar and temperature 300 K ). We used as reference the pressure profile in the AEgIS BGT described in reference [103], where a pressure of around $\sim 10^{-2}$ mbar is present at the entrance of the trap and around $\sim 10^{-4} \mathrm{mbar}$ in the bottom of the potential well. According to the simulation, in our geometry such values are achievable with fluxes of $\mathrm{N}_{2}$ of 5.58 sccm and $\mathrm{SF}_{6}$ of 0.02 sccm , where sccm stands for Standard Cubic Centimeter per Minute. More in detail, a pressure of $1.1 \times 10^{-2}$ mbar is expected in the middle of S2 while $3 \times 10^{-4}$ mbar in the trapping region of electrodes S 5 and S 6 , as shown in fig. 5.6.

### 5.2.2 Magnet

The BGT magnet needs to generate a magnetic field to confine the positrons in the electrode and to allow to compress radially the positron cloud at the bottom of the electric potential well. Moreover, other two characteristics are needed for the operation of the trap: a slow increase in the field intensity at the trap entrance, and a homogenous
field in the trapping region between electrodes S 5 and S 6 . The first requirement arises from the fact that a pumping station has to be positioned before the first stage and the BGT to limit the gas flux from the trap to the source-moderator region which would pollute the moderator. This results in a drop in the magnetic field intensity between the short solenoid end and the entrance of the BGT magnet. To avoid the formation of a magnetic mirror, the magnetic field of the trap has to increase slowly enough to permit the positron beam to enter the BGT. The homogeneity of the magnetic field in the trapping region is required by the fact that eventual inhomogeneity would result in a heating of the trapped positrons. To trap positrons [103], the BGT magnet needs to generate a stable magnetic field of 700 G with a field homogeneity (measured as the maximum variation of the field intensity in the selected region) of at least $\frac{\Delta B}{B}=0.1 \%$ in the region between electrodes $S 5$ and $S 6$.

The magnet design of the PsICO BGT is shown in fig. 5.5, it is composed of ten separated coils: a main coil capable of generating fields up to 850 G , and nine correction coils to adjust the magnetic field. The main coil is formed by 412 turns of $7.5 \times 7.5 \mathrm{~mm}$ holed copper wire. The wire has a 5 mm diameter hole for the water needed to cool the magnet. The other nine coils are formed by AWG (American Wire Gauge) 9 copper wires. The two external coils are called main correction coils and have 39 turns, and the seven coils in the middle are called fine correction coils and have 26 turns. These coils are supported and cooled by the main coil. The correction coils are needed to fine-tune the magnetic field to obtain the required slow increase in the field intensity at the entrance of the BGT and the homogeneous field in the region of electrodes $S 5$ and $S 6$.

From the design in fig. 5.5, the magnetic field profile in fig. 5.7b is obtained using COMSOL ${ }^{\circledR}$ simulations with magnetic field ( mf ) module. The magnetic field shown in fig. 5.7 b satisfies all the characteristics previously requested: the field increases slowly enough to avoid magnetic mirroring the positrons back to the first stage, and a field homogeneity $\Delta B / B$ better than $0.1 \%$ in the trapping region.

### 5.2.3 Electrodes

While the gases cool the positrons and the magnetic field confines them radially, the electrodes S1-S8 define the electrostatic potential profile. Three different potential profiles are used during the operation phases of the BGT: trapping, compression, and release. At the start, we have a step potential ending in a well between S5 and S6. As the positrons are gradually cooled by $\mathrm{N}_{2}$ gas, they are progressively confined in a smaller region and finally trapped in the potential well (see fig. 5.7c). During this trapping phase, the positrons are continuously accumulated in the potential well bottom. After a given accumulation time, the potential of electrode S 4 is raised to block the entrance of other positrons in the potential well bottom. At the same time, the potentials of electrodes S5 and S 6 are raised (see table 5.1). In this second phase (compression phase), the positron cloud is trapped in a deep potential well between electrodes S 5 and S 6 . In the process, the cloud is compressed with the RW technique using the segmented electrode S5, while the positrons are kept cool by the addition of the second gas. The compression phase prepares the positrons to be released outside the BGT. The release is done by lowering the potential of electrodes S 6 -S8. In a typical BGT, a cycle of the three phases is completed multiple times per second [103]. The slowest phase is the first, where we have to wait for the accumulation of the positrons that depends on the rate of the continuous positron


Figure 5.7: (a) Sketch of the BGT with axial dimensions. (b) The intensity of the magnetic field along the axis of the system. (c) Potential along the axis during the three phases: (continuous line) trapping phase; (dotted line) compression phase; (dashed line) release phase. To show the full dynamic of the magnetic field, the origin of the axes was placed at 23.2 cm to the left of S1 along the electrode axis. Image from [20].

Table 5.1: Potential of electrodes S1-S8 during the three phases: trapping, compression, and release. The potentials for two possible releases Dumping Release and for Release with Parabolic Potential are reported. See text for details. Table from [20].

| Electrode | S1 | S2 | S3-S4 | S5 | S6 | S7 | S8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Potential [V] @ Trapping | 4.55 | -1.43 | -3.75 | -13.31 | -13.31 | 28.83 | 0.00 |
| Potential [V] @ Compression | 4.00 | -2.00 | 32.00 | 21.10 | 21.10 | 32.00 | 0.00 |
| Potential [V] @ Dumping Release | 4.00 | -2.00 | 32.00 | 19.80 | 19.80 | 0.00 | 0.00 |
| Potential [V] @ Release | 4.00 | -2.00 | 32.00 | 21.10 | 14.90 | 1.50 | 0.00 |

beam. The second phase lasts a few milliseconds. This time is needed for the positron cloud to reach the maximum compression and for the positrons to thermalize [235].

COMSOL ${ }^{\circledR}$ electrostatics (es) module has been used to simulate the electrostatic potential profiles for the operation of the PsICO BGT in the three phases (fig. 5.7 c ). The corresponding electrode potentials are reported in table 5.1. Knowing the electrostatic potential and magnetic field in the $\mathrm{S} 5-\mathrm{S} 6$ region, it is possible to reconstruct the dimension of the positron cloud before its release from the BGT. The positrons at this point are considered thermal, so, given the good magnetic field homogeneity in the region, the cloud is expected to have a cylindrical form [235] with a diameter of 5 mm . Along the trap axis, the positrons fill the potential well up to 25 mV from the bottom, this corresponds to a total length of 9 mm as seen in fig. 5.8.

### 5.2.3.1 Release form BGT

In BGT like the one in reference [103], the positron cloud is released by simply lowering the potential of electrodes after the trapping region (electrodes S 7 and S 8 in our design), this is called dumping release (DR). The potentials corresponding to this release operation are shown in table 5.1. In this configuration, the positrons spill outside the trap towards the next section of the apparatus. This option is employed in systems where the BGT feeds an accumulator [103]. In this case, the relatively broad time distribution of positrons released from the BGT (a few tens of nanoseconds) is acceptable. In the PsICO apparatus, a minimization of the positron time spread at the exit of the BGT is required in view of their transport to the target. So a different release method has been considered: release with parabolic potential (RPP). In RPP, the potentials of S5 and S 6 are set at different values (see table 5.1) forming a quasi-parabolic potential with the height of 32 V at S 4 and the vertex 0 V at the end of S 8 (see fig. 5.8). The two methods have been compared through COMSOL ${ }^{\circledR}$ simulations using the electrostatics (es) module.

The simulation was started just before the release, so the positrons are in a cylindrical cloud of length 9 mm and diameter 5 mm . We considered $10^{4}$ positrons distributed as cylindrical slices every 0.45 mm . To each positron, a velocity has been assigned with the three components randomly sampled from a Maxwellian distribution at 300 K . The assigned velocity is independent of the position of the positrons, then the positrons at the extremes of the cloud have an average total energy of 50 meV . For both the released methods, a rise time of 5.5 ns has been considered for the change in the electrostatic


Figure 5.8: Detail of the potential along the main axis during the compression phase (dotted line) and the release phase with quasi-parabolic potential (dashed line). The cylindrical distribution of the confined positrons before the release is marked in black (see text for details). See fig. 5.7 for the definition of the z -axis. Image from [20].
potential between the compression and release phases, similar to what is obtained with the electronics employed in [24].

In the case of DR , the positron bunch at the end of electrode S 8 has a temporal length of 55.2 ns FWTM (Full Width Tenth Maximum). In the case of RPP, we obtain 4.2 ns FWTM, an order of magnitude less with respect to the other method. As compared to the case of reference [24], the electric potentials, in this case, are much lower, so lower rise time, and temporal width, could be achieved. Moreover, due to the low density of the positron cloud, the space-charge effect is still negligible [22], and a similar time spread is expected even with bunches containing up to $10^{6}$ positrons.

The positrons released by the BGT are at the end of electrode S 8 , still inside the trap magnetic field as seen in fig. 5.7, in the next section, we will see how the extraction from this field has been achieved.

### 5.3 3rd Stage: Magnetic Field Extraction

In the PsICO apparatus, we want to extract the positrons from the magnetic field as soon as they exit the BGT so that the final part of the beam transport can be purely done with electrostatic potentials. We designed an NAE of the positron bunches after they exit electrode S8. This was done in a way to keep the beam from diverging. The structure of the designed NAE is shown in fig. 5.9. The structure consists of two components: the iron structure with the spider, and the electrodes E1-E3. The first component terminates the magnetic field, while the electric potentials on the electrodes E1-E3 guide the positrons and focus them in the next stage of the apparatus.

### 5.3.1 NAE

The non-adiabatic extraction is obtained by quickly terminating the magnetic field so the particles cannot follow the field lines like in the case of adiabatic extraction [22].


Figure 5.9: Non-Adiabatic Extraction $(N A E)$ zone. Dark gray indicates the field terminator in iron. Extraction electrodes in orange. Vacuum chamber in black. See fig. 5.7 for the definition of the origin of the axes. Image from [20].

The termination of the field is done with a magnetic circuit that guides the field lines to close away from the area of interest. This circuit is composed of materials with high magnetic permeability.

In the PsICO apparatus, we decided to terminate the magnetic field just after the main magnet (the solenoid) with a complex magnetic circuit in ARMCO ${ }^{\circledR}$ pure iron. The shape of the magnetic circuit is shown as dark gray in fig. 5.9. A cup in ARMCO ${ }^{\circledR}$ is inserted in the vacuum chamber of the BGT. The cup is in contact with the vacuum flange of the chamber (still in $\mathrm{ARMCO}{ }^{\circledR}$ ) which is then connected to the outside of the BGT magnet that is also in iron (see fig. 5.9). The part of the magnetic circuit inside the vacuum chamber has a thickness of 5 mm , and at its bottom there is the spider structure (see fig. 5.10) for the passage of the positrons.

The design of the hole in the field terminator for the passage of the positron beam affects the transverse (i.e. orthogonal to the beam direction) velocity of extracted positrons. This is due to the different directions of the field lines during extraction that influence the direction of the Lorentz forces (see eq. (4.6)) on the particles. In the literature, there are four designs for the hole:

- simple hole [21, 23, 103, 238-240];
- concentric rings [241, 242];
- grids [243];
- spiders [22, 244-246].

The simple hole represents the simplest design. Given the cylindrical symmetry of the hole, the magnetic field lines are extracted radially, then, as seen from eq. (4.6), the Lorentz force is in the angular direction, i.e. the direction perpendicular to the plane formed by the radius and the longitudinal direction. This results in an increase in the angular component of the beam velocity making more difficult the following electrostatic


Figure 5.10: Technical design of the 0.25 mm thick spider. The reported dimensions are in mm . Image from [20].
transport with cylindrical lenses. The other three designs are the different answers reached to mitigate this problem. All three designs are not axially symmetric, so the magnetic field lines are not extracted only radially but also in the angular direction that corresponds to a radial Lorentz force [242]. Due to the geometry of the spider, this decreases the angular component of the velocity of the extracted particles. Consequently, the following electrostatic transport is much easier [22].

In our design, we chose the spider due to its higher transparency [22, 242]. Our spider design is shown in fig. 5.10 . It consists of a 5 mm diameter structure with 0.1 mm tines on a 0.25 mm thick ARMCO ${ }^{\circledR}$ sheet. The spider transparency has been evaluated to be $75 \%$, and this design is manufacturable by photoetching.

With the complete magnetic circuit composed of the iron structure and the spider, we obtain from the simulations a drop in the magnetic field from the hundreds of Gauss of the BGT to less than 1 G in a few millimeters (see fig. 5.11). The simulations do not show any saturation in the magnetic circuit. This is possible thanks to the choice of the material and its thickness. AMRCO ${ }^{\circledR}$ presents a relatively low magnetic permeability ( $\sim 10^{4}$ ) with respect to other ferromagnetic materials like mu-metal, but it possesses a very high saturation field (up to 2.2 T ) that allows to avoid saturation in the spider tines.

### 5.3.2 Electrodes

While the magnetic circuit reduces the magnetic field intensity, the electrodes E1-E3 manipulate the beam and focus it in the fourth stage. The positron bunch arrives at the spider with a few tens of electronvolt of energy given by the quasi-parabolic potential. COMSOL ${ }^{\circledR}$ simulations of the bunches NAE show the best results when the positron are slowed as they progress through the spider. This is obtained by a retarding electric field generated by electrodes E1 and E2 set at +20 V . Electrode E3, instead, has a -5 kV potential to generate a penetrating electric field that accelerates the positrons after the spider. In fig. 5.11, the potential generated by the three electrodes is shown. Using this configuration of the three electrode potentials, the simulations show a $60 \%$ extraction efficiency for the positrons from the BGT magnetic field, while the rest of the bunch annihilates on the spider structure. This efficiency is in line with previous results [22].


Figure 5.11: Magnetic field (continuous line) and electrostatic potential (dashed line) in the region of positron extraction from the BGT trap. The thick vertical dashed line marks the position of the spider. See fig. 5.7 for the definition of the z-axis. Image from [20].

### 5.4 4th Stage: Bunching and focusing on the target

After the third stage, the positron bunches are in a magnetic-free region and they have to be compressed in time and focused on the target that is required to be in a free magnetic and electric fields for our planned experiment. The fourth stage of the PsICO apparatus consists of two sets of electrodes as shown in fig. 5.12: electrodes B0-B9 form the buncher-elevator, and electrodes L1-L4 are the focusing lenses. The first set of electrodes is used to compress the bunch and give it the final implantation energy. The second set of electrodes focuses the compressed bunches on the target. COMSOL ${ }^{\circledR}$ simulations have been performed to find the set of potentials that ensure the best conditions of the positron beam on the target in terms of beam size and temporal distribution. In these simulations, the starting position and velocity for the positrons in the bunch correspond to the ones resulting from the simulation of the NAE (see section 5.3).

### 5.4.1 Buncher-Elevator

The concept of the buncher-elevator was previously studied by our group in reference [24].

Initially, electrodes B0-B9 are at -500 V potential forming a lens with electrode E3 for focusing the positron bunch in the middle of the electrode set. Electrodes B0 and B9 are designed to be longer than the other electrodes of the buncher to shield the other buncher electrodes from the penetrating field of electrodes E3 and L1, respectively. By using a potential of -500 V , the bunch is slowed down maintaining part of the compression gained with the RPP release from the BGT. When the positrons are wholly inside the first four electrodes, B0-B3, electrodes B0-B9 are raised with a rise-time of 5.5 ns to the final potential value. This value is the sum of two components: a bias voltage common to all buncher electrodes and a superimposed electrostatic potential parabola [24]. The bias voltage corresponds to the elevator part of the electrode set B0-B9, while


Figure 5.12: Scheme of the fourth stage of the PsICO apparatus. Electrodes of the buncher-elevator (labeled B0-B9) and focusing electrodes (labeled L1L4). In orange the copper electrodes and in black the target. Between the target and electrode L4, there is a distance of 10 cm . See fig. 5.7 for the definition of the z -axis. Image from [20].
the superimposed parabolic voltage is the component compressing the positron bunches. In our design, we considered a parabola with 1 kV maximum on B 0 and its vertex at the beginning of B9. The bias voltage has been considered to vary from 0 up to 20 kV (see table 5.2).

The implantation energy of the positron bunches is determined by the sum of three contributions:

- the bias;
- the 500 eV average energy of the positrons when inside the buncher before the rising of the buncher potential;
- the energy from the superimposed parabolic potential, this depends on the position of the positron along the parabolic potential.

As seen from the last three columns of table 5.2, the last two contributions add between 700 and 1400 eV to the energy from the bias.

### 5.4.2 Lenses

Electrodes L1-L4 are needed to focalize the positrons on the target. The optimization of the four lenses is not simple. For start, their potential is different for different biases of electrode B0-B9, and each bias needs its optimization. Moreover, the target region needs to be also free from electrostatic fields. In order to fulfill this condition L3 and L4 are kept at ground potential. This is further complicated by the request to keep a large free-field space in front of the target with a distance of 10 cm between the target and the electrode. This last point especially increases the difficulty in the beam focusing with respect to previous works in the literature [23]. Simulations of raytracing have been performed by using COMSOL ${ }^{\circledR}$ electrostatics (es) module to identify the optimal potential for the electrodes L1-L4. The best sets of values for each positron implantation

Table 5.2: Potential bias of the buncher-elevator and potentials of the focusing electrodes are reported in the first four columns. Spot dimension, temporal spread, and positron implantation energy at the target for each bias are reported in the following columns. The average, maximum, and minimum implantation energy for every bias value is reported in the last three columns. Table from [20].

| Bias <br> $[\mathrm{kV}]$ | L 1 <br> $[\mathrm{kV}]$ | L 2 <br> $[\mathrm{kV}]$ | L3/L4 <br> $[\mathrm{kV}]$ | Spot FWTM <br> $[\mathrm{mm}]$ | Temporal FWTM <br> $[\mathrm{ns}]$ | Implantation energy $[\mathrm{eV}]$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | -4.5 | 0 | 5.3 | 0.7 | 1062 | 1433 | 772 |
| 1 | 1 | -5.4 | 0 | 5.2 | 1.3 | 2056 | 2419 | 1741 |
| 2 | 2 | -4.7 | 0 | 4.5 | 1.5 | 3055 | 3440 | 2789 |
| 3 | 3 | -4.0 | 0 | 4.5 | 1.5 | 4053 | 4442 | 3790 |
| 4 | 4 | -3.5 | 0 | 4.2 | 1.5 | 5051 | 5424 | 4794 |
| 5 | 5.3 | 5.3 | 0 | 3.5 | 1.0 | 6078 | 6437 | 5791 |
| 7 | 7 | 0 | 0 | 4.1 | 1.6 | 8051 | 8410 | 7794 |
| 10 | 10 | 9.3 | 0 | 3.3 | 1.4 | 11070 | 11450 | 10790 |
| 12 | 12 | 9 | 0 | 3.7 | 1.6 | 13060 | 13420 | 12780 |
| 15 | 13 | 8 | 0 | 3.4 | 1.8 | 16000 | 16360 | 15670 |
| 20 | 15 | 0 | 0 | 4.1 | 1.9 | 20980 | 21360 | 20640 |



Figure 5.13: Raytracing of positrons with final implantation energy on the target of 11 keV . See fig. 5.7 for the definition of the origin of the axes. Image from [20].
energy in the target from around 1 keV up to around 21 keV are reported in table 5.2. From this table, we can differentiate two operation regimes. With biases $<4 \mathrm{kV}$ L2 is at a negative potential, while a positive potential is required for biases from 5 kV to 20 kV .

Figure 5.13 shows the results of the raytracing simulation for the case of 11 keV implantation energy. In this figure, electrodes L1-L4 manage to focus the positron bunch on the target with a spot diameter of 3.3 mm FWTM (see in fig. 5.14). As seen in table 5.2, similar dimensions are obtained for all the simulations with implantation energies greater than 5 keV . For implantation energies smaller than 5 keV , the spot diameter is around $\sim 5 \mathrm{~mm}$. According to the simulations, for each positron implantation energy, the positron bunch arrives on the target with a temporal width less than 2 ns . Spot diameters smaller than the ones reported in table 5.2 can be achieved by setting L3 and L 4 at a potential different than 0 V . However, this would mean relaxing the constraint to have a region in front of the target free from electrostatic fields.

In the next chapter, we will show the state of the implementation of the PsICO apparatus.


Figure 5.14: On the left: the simulated spot of positrons implanted in the target with 11 keV of average energy. On the right: distribution of positrons along the y -axis. Image from [20].
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## PsICO apparatus: Commissioning

As previously described, the PsICO apparatus is composed of four stages and their designs have been presented:

- Stage 1: Source and Continuous Beam;
- Stage 2: Buffer-gas Trap;
- Stage 3: Magnetic Field Extraction;
- Stage 4: Bunching and focusing on the target.

In this section, we will discuss the construction of these stages.
At the writing of this thesis, the construction of mechanical pieces for the second to the fourth stages has been concluded. During this thesis work, we managed to build and commission the first stage, obtaining the continuous positron beam from a source with a solid noble gas moderator. In the present chapter, the commissioning and characterization of the first stage of the apparatus are presented.

### 6.1 1st Stage: Construction

The objective of the first stage of the apparatus is the creation of a continuous beam of slow positrons to feed the BGT in the second stage. The commercial design from First Point Scientific was used as a reference for the design of this stage with some changes in the transport system (see section 5.1.1).

Chapter 4 shows the elements required for obtaining a continuous positron beam. Our choices for each beam element are:

- Radioactive Source: Sodium-22;
- Moderator: Solid noble gas moderator;
- Transport: Magnetic transport (see section 5.1.1 for design);
- Speed-selector: Using two couples of saddle coils (see section 5.1.1 for design).


Figure 6.1: First stage of the PsICO apparatus, the different components are highlighted.

From these choices, we identified the systems that need to be constructed for the completion of the first stage:

- Vacuum System: To create and maintain the ultra-high vacuum (UHV) conditions (chamber pressure $<10^{-8} \mathrm{mbar}$ ) required for the positron transport;
- Cryogenic System: To reach and maintain the cryogenic temperatures at the source-moderator assembly required for the growth and operation of a solid noble gas moderator;
- Gas Injection System: To inject the noble gas in controlled quantities in the source-moderator region for the deposition of the solid noble gas moderator;
- Biological Shield System: To protect the operators and the surrounding environment from the ionizing radiation of the radioactive source;
- Transport System: To transport and speed-select the positrons from the sourcemoderator assembly to the end of the stage towards the second stage;
- Remote Control System: To manage the apparatus remotely and automatize the deposition and annealing of the solid noble gas moderator.

Figure 6.1 shows the constructed first stage with the different elements of the apparatus indicated. In the following, the systems composing the first stage will be described in detail.


Figure 6.2: Schematic of the vacuum system of the first stage of the PsICO apparatus.

### 6.1.1 Vacuum System

Figure 6.2 shows the schematic of the vacuum system of the first stage of the PsICO apparatus. In the scheme, the top right part shows the elements dedicated to the creation and monitoring of the vacuum. The bottom part represents the tube in which the positron beam travels. The source-moderator assembly is positioned at the bottom of the Cryocooler Chamber. In the sketch, the positron beam travels from the left to the right as indicated by the arrow in fig. 6.2. The beam starts at the bottom of the vacuum chamber where the cryocooler is inserted (see fig. 6.2). As introduced in section 5.2.1, a continuous flux of gases is needed for the operation of the BGT in the second stage of the apparatus. To reduce the impact of these gases on the moderator, a pumping restriction is present at the end of the beam tube as indicated in fig. 6.2.

In order to generate the UHV conditions for the beam transport, a pre-vacuum pump and a UHV pump mounted in cascade are used. The Pfeiffer HiCube 80 Eco is used as a pre-vacuum pump (from here on it is referred to as HiCube). It is a commercial solution composed of a membrane pump and a turbomolecular pump. It operates from ambient pressure and reaches in the vacuum chamber a limit pressure of $2 \times 10^{-6} \mathrm{mbar}$. The main task of the HiCube is to pump the vacuum chamber at a pressure lower than $10^{-4} \mathrm{mbar}$, this condition is required for the operation of the UHV pump which is the ion pump Agilent IPCMini 150 StarCell (from here on it is referred to as IonPump). Nevertheless, we generally start to operate the IonPump at a pressure lower than $5 \times 10^{-6} \mathrm{mbar}$ to increase the lifetime of the pump. Because the IonPump operates at a much lower pressure than the HiCube, this pump is usually isolated from the main vacuum chamber of the apparatus by a gate valve (see fig. 6.2) when the chamber pressure decreases below $\sim 9 \times 10^{-7}$ mbar. The pressure in the vacuum chamber is monitored all the time by a full-range vacuum gauge: the Pfeiffer HPT200. This gauge is capable of measuring
pressures from ambient pressure ( 1 bar ) to $5 \times 10^{-10} \mathrm{mbar}$. We observe a limit pressure in the vacuum chamber of $\sim 2 \times 10^{-8}$ mbar with only the IonPump operating. This base pressure is lowered during the operation of the cryocooler because it acts as a cryopump. The low-temperature surfaces of the cryocooler adsorb the molecules of the gas in the chamber, so the cryocooler is started only with vacuum pressures near the limit reached by the IonPump. With both the IonPump and cryocooler operating, we register pressure $<5 \times 10^{-10}$ mbar, which is lower than the limit of operation of the pressure gauge.

### 6.1.2 Cryogenic System

The temperature of a few Kelvin is a fundamental requirement for the growth of a solid noble gas moderator (see section 6.2.1.1 for detail). To reach the required conditions, we use a cryocooler fed by compressed helium at 200 bar. The compressed helium is generated by the Sumitomo HC-4E compressor which feeds the Sumitomo CH-204S-N cryocooler shown in fig. 6.3 left. As seen from this figure the cryocooler has two stages a larger first stage and a smaller second stage at the top. The two stages operate at different temperatures and cooling powers:

- First Stage: it can reach temperatures $\sim 20 \mathrm{~K}$, it has tens of Watt of cooling power;
- Second Stage: it can reach temperatures $<10 \mathrm{~K}$, but its cooling power is smaller $(<3 \mathrm{~W})$.

On the first stage of the cryocooler, three elements are mounted: an aluminum block, a tungsten (W) shield, and a tungsten cap. These elements surround completely the second stage and its elements (see fig. 6.3 right) and they operate as a thermal and a biological shield. The thermal radiation from the vacuum chamber at ambient temperature $(300 \mathrm{~K})$ is absorbed/reflected by the first stage which has a lot of cooling power. In this way, the second stage is surrounded by an environment at a few tens of Kelvin and the power of the thermal radiation reaching it is negligible. This reduces the cooling power required to keep the low temperature in the source support. The tungsten elements also work as a biological shield (see section 6.1.4). The tungsten shield has two holes on opposite sides, one for the passage of the positrons and the other for the insertion of the radioactive source.

On the second stage of the cryocooler, two elements are mounted: the copper block and the source support. The copper block works as a biological shield (see section 6.1.4), but its main role is another. The temperature in the second stage of the cryocooler is not stable, it fluctuates by $\pm 0.25 \mathrm{~K}$ due to the pulsed operation on which the cryocooler operates. Then the thermal capacity of the copper block acts as a dumping of these oscillations, so the temperature fluctuates by $\pm 0.05 \mathrm{~K}$ at the source support. The moderator is deposited in the source support which is mounted on top of the copper block, at the tip of the second stage as shown in fig. 6.3. The two pieces are in thermal contact but electrically insulated by a disk of aluminum nitride while four screws in polyether ether ketone (PEEK) keep the two components attached. This allows to set the potential of the source up to a few tens of volts. The source support is the most important element of the entire structure mounted on the cryocooler. The sketch of its structure can be seen in fig. 6.4. There are two openings, one on the front with a conical shape and another on


Figure 6.3: Photos of the cryocooler of the PsICO apparatus. The two-stage commercial cryocooler Sumitomo CH-204S-N (left), the copper block and source support mounted on the second stage with elements to control the moderator temperature (middle), and the aluminum block and tungsten elements mounted on the first stage (right).
the back for the insertion of the source holder on which the source is mounted (the two openings are aligned with the holes in the W shield mounted on the first stage). The conical opening is the one on which the noble gas molecules are going to deposit to form the moderator. The conical surface is mirror-finished to present as few imperfections as possible to the deposited gas.

As we will see in section 6.2.1, the creation of a noble gas moderator requires changes in the temperature of the source support. However, the cryocooler can only be started or stopped, it cannot be used for the fine-tuning of the temperature in the second stage. When on, the cryocooler brings the attached structure to the lowest possible temperature given its thermal load. When off, the thermal radiation from the vacuum chamber warms the entire cryocooler until it thermalizes at room temperature. To control the moderator temperature, a resistive heater is used. The temperature of the first stage is monitored by two diodes. The position of these elements is shown in fig. 6.3 center: the diode B and the heater are attached to the copper block near the second stage of the cryocooler, the diode A is attached at the top of the source support to monitor the moderator temperature. With this system, we manage to reach temperatures of $7.00 \pm 0.05 \mathrm{~K}$ at the moderator, diode B measures lower temperature in the high 6 K . Giving power to the heater, we can regulate the moderator temperature up to $\sim 29 \mathrm{~K}$. A temperature controller is used to read the temperature and to operate the heater to reach a desired set temperature.


Figure 6.4: Schematic of the element mounted on the top of the second stage of the cryocooler.

### 6.1.3 Gas Injection System

The deposition of the moderator requires the injection of a noble gas on the front face of the source and on the conical surface in front of the source (see fig. 6.4). The gas to the source support is delivered by a tube attached to the outside of the tungsten shield on the first stage of the cryocooler. From there the tube follows the cryocooler structure until the CF adapter (see fig. 6.3 center), where it is connected outside the vacuum chamber to the system required to feed the noble gas in a precise amount. This system is shown in fig. 6.5. The noble gas with a purity of $>99.999 \%$ and pressure $>100$ bar is contained in the gas bottle. The gas pressure is decreased to 1 bar by the pressure regulator, while the Mass Flow Controller (MFC) quantifies and fine-tunes the flux of gas to the requested quantity. Finally, a pneumatic valve controls the delivery of gas to the vacuum chamber. Typical gas fluxes for the moderator deposition are 3 sccm for 3 min , these two parameters quantify the amount of gas injected into the chamber (see section 6.2.1). As shown in fig. 6.5, the delivery system is also connected to the HiCube through two valves: a pneumatic valve and a manual valve. The first connects the HiCube to the region between the MFC and the pneumatic valve which controls the flux of gas towards the source-moderator assembly. This region is cleaned before each moderator deposition from any gas that permeated from the connection and the MFC. The manual valve connects the HiCube to the gas delivery system before the MFC. This valve is open to clean the connection to the gas bottle each time it is changed.

### 6.1.4 Biological Shield System

As previously indicated, a radioactive source positioned on the top of the second stage of the cryocooler is employed to produce the positrons. For the protection of the operators from the ionizing radiation produced by the source, the environment around the apparatus needs to be shielded as much as possible. In the PsICO apparatus, the biological shielding of the source is obtained using three shields of high-density material.


Figure 6.5: The system used to inject a specific quantity of noble gas on the front face of the source and on the conical surface in front of it. The gas flux, from the gas bottle, is regulated by the Mass Flow Controller and the pressure regulator.

The structure of the biological shielding is shown in fig. 6.6, in it, we can identify three main shields:

- Shield 1: the cryocooler structure. As shown in fig. 6.3, on the first and second stages of the cryocooler, components in copper and tungsten are mounted. They work also as a biological shield.
- Shield 2: the lead balls. The vacuum chamber of the cryocooler is installed in a box that is filled with 1.5 mm diameter lead balls for a total weight of $\sim 400 \mathrm{~kg}$. These balls do the main work in the attenuation of the radiation. By using small lead balls instead of lead blocks, the space around the vacuum chamber is more efficiently filled. Given the complex structure of the chamber, it would require lead blocks with a complex design and greater installation difficulty. Due to the small dimensions of the lead balls, they behave almost like a liquid, so by filling from the top, the balls distribute themselves to fill all the space. With a faucet on the bottom of the box, we can empty the box in a short time.
- Shield 3: the external structures. It is composed of two elements. First of all, we have the box containing the lead balls, it is formed by 1 cm thick stainless steel


Figure 6.6: Schematic of the shielding system of the first stage of the PsICO apparatus required to suppress the ionizing radiation from the source.
sheets. While the sheet thickness is required to support the heavy weight of the lead balls, it also works as a biological shield given that $36 \%$ of 511 keV radiation from the positron annihilation is attenuated by traversing 1 cm of stainless steel. The two copper blocks and the lead shield in fig. 6.6 compose the second element of the third biological shield. They are needed to block the radiation along the vacuum chamber in the back and front of the source. The vacuum chamber in the two directions expands outside the lead ball box due to operational requirements. The section of the vacuum chamber on the back of the source permits the insertion and removal of the source without the removal of the lead balls, increasing the safety of the operation. On the front, the vacuum chamber needs to exit the lead ball box to permit the positron beam to reach the second stage of the PsICO apparatus. In order to stop the radiation in the direction of the beam while permitting its passage, a copper block with an off-axis hole is placed in the beam tube (see fig. 6.6). This copper block works as speed-selector for slow positrons (see sections 5.1.1 and 6.1.5 for details). The shielding of the source in the beam direction is further augmented by the lead shield positioned around this copper block. This lead element has the further task of shielding the operator from the radiation originating in the annihilation of fast positrons during the speed selection process.

The shields are sized for the use of a 50 mCi radioactive source. During our commissioning of the first part of the PsICO apparatus, we used a $\sim 1 \mathrm{mCi}$ sodium- 22 source. With this small activity, no radiation value over the laboratory background was observed in the working region around the apparatus.

### 6.1.5 Transport System

The design of the transport system of the positron beam for the first stage of the PsICO apparatus was presented in section 5.1.1, now we look at how the design has been implemented. The scheme for the transport and coils' position can be seen in fig. 6.7. Moderated positrons travel along the magnetic field generated by the Helmholtz coils and the long solenoid sketched in the figure (see section 5.1.1). In the middle of the long solenoid, positrons are speed selected by two pairs of saddle coils that generate a


Figure 6.7: Schematic of the transport system of the first stage of the PsICO apparatus for the generation of the positron beam.
magnetic field guiding the slow positron through the hole of the copper block. Positrons with higher speed annihilate on the copper block. The positrons, after crossing the speedselector, travel to the short solenoid which guides them to the end of the first stage of the PsICO apparatus. As previously said the energy of the beam is mainly given by the source support potential which is set at 18.76 V while the rest of the structures are at ground potential.

All the coils were built in the laboratory. Figure 6.8a shows the two Helmholtz coils mounted around the vacuum chamber that contains the cryocooler. They are inside the lead ball box, so they are not visible in fig. 6.1. The two coils are powered in series and water-cooled with a turn of 6 mm copper tube soldered on the structure supporting the coil turns. Figure 6.8 b shows the two solenoids as we finished winding them. Both solenoids have been winded on a copper tube surrounding the vacuum chamber. Between the copper tube and the vacuum chamber, four 6 mm copper tubes along the chamber length provide water-cooling to the solenoids. In the operation, the four tubes are connected in series so only an inlet and an outlet for water are required. As indicated in fig. 6.7, the saddle coils are mounted around the long solenoid with the saddles 1.1 and 1.2 inside the lead shield. The assembly is also depicted in fig. 6.8c.

The water tubes of the solenoids and the Helmholtz coils are connected in series with the cold water entering the solenoids and leaving through the Helmholtz coils. With a water flux of $2.5 \mathrm{~L} \mathrm{~min}^{-1}$, the Helmholtz coils are kept at around room temperature. In the case of the solenoids, the forced air cooling has been added to keep the temperature at the solenoid surface below $55^{\circ} \mathrm{C}$. The forced air cooling system consists of a tangential fan capable of generating a flux of $340 \mathrm{~m}^{3} \mathrm{~h}^{-1}$. The fan is positioned under the solenoids. While part of the heat from the saddle 1.1. and 1.2 is dissipated by conduction with the lead shield, the heat from saddle 2.1 and 2.2 do not have this possibility, so the forced air cooling is fundamental to keep the two coils at temperature $<75^{\circ} \mathrm{C}$. During the coil operation, the coils are monitored in two ways: with thermocouples in strategic positions, and by registering the voltage and current that are applied to each coil set with the remote control system (see section 6.1.6). In a normal operation, we have:

- Helmholtz coils: $2.820 \pm 0.001 \mathrm{~A}, 29.3 \pm 0.1 \mathrm{~V}, 22^{\circ} \mathrm{C}$
- Saddle 1.1: $\quad 2.099 \pm 0.001 \mathrm{~A}, 26.0 \pm 0.1 \mathrm{~V}, 65^{\circ} \mathrm{C}$
- Saddle 1.2: $2.099 \pm 0.001 \mathrm{~A}, 23.4 \pm 0.1 \mathrm{~V}, 65^{\circ} \mathrm{C}$


Figure 6.8: The coils for the magnetic transport and speed selection of the positron beam in the first stage of the PsICO apparatus. (a) The Helmholtz coils as mounted around the vacuum chamber of the cryocooler inside the lead ball box. (b) The two solenoids outside the source region. (c) The assembly of the solenoids and saddle coils for coils during the coil testing.

- Saddle 2.1: $2.004 \pm 0.001 \mathrm{~A}, 21.8 \pm 0.1 \mathrm{~V}, 72^{\circ} \mathrm{C}$
- Saddle 2.2: $2.004 \pm 0.001 \mathrm{~A}, 17.7 \pm 0.1 \mathrm{~V}, 50^{\circ} \mathrm{C}$
- Long and short solenoid: connected in series, $12.0 \pm 0.1 \mathrm{~A}, 68.0 \pm 0.5 \mathrm{~V}$, $50-65^{\circ} \mathrm{C}$

In all cases, the coils are supplied with a constant current by the different power supplies, so the applied voltage depends on the temperatures in the laboratory.

### 6.1.6 Remote Control System

In the previous section, we have identified the different elements of the first stage of the PsICO apparatus necessary for the production of a slow positron beam. In this
section, the remote control of these elements is described. We divide the elements to be controlled into two categories: the one related to the transport system and the other for the elements of the vacuum, cryogenic, and gas injection systems. In the first category, we have the power supply for the coils and the power supply for the voltage on the moderator. Except for the power supply of the moderator, all the other elements are connected to a computer as seen in fig. 6.9. The elements are controlled with a MATLAB code. During the operation of the beam, there are two codes monitoring in parallel the apparatus, one for each category.

In the construction of the control system, we used the serial port to communicate with most of the elements. There are two main protocols for the serial port: RS232 and RS485. Both require a minimum of two wires. While the RS232 permits the connection to one element per connection, the RS485 protocol allows a daisy chain of different elements by giving to each element an address. It is possible to convert a signal from an RS232 protocol to an RS485 protocol, but the lack of the address on the RS232 element makes it difficult to stably control elements with RS232 protocols in an RS485 chain.

While the serial protocols are available for most of the elements of the apparatus, the connectors used by the manufacturers of the elements are not the same. Most of the time, an instrument has, as a serial port, a DB9 connector which is a 9-pin rectangular connector, whose wiring depends on the choices of the manufacturer. Sometimes instead the connector used is a USB. Pfeiffer, in its products, tends to use the RS485 protocol on an M12 connector which is a circular connector with four pins: two pins for the RS485 protocol, a grounding pin, and a power pin. While the M12 connector is more beautiful and easy to connect than the DB9, there does not exist any adapter to pass from one connector to the other, and given the more historical presence of the DB9 connector and its cheapness, most of the instruments with a serial port use it. While in old computer serial ports for RS232 protocol were ubiquitous, with the introduction of the USB they disappeared. So to connect the serial ports to the computer we need to convert from the serial protocol on DB9 or M12 connectors to the serial port on USB connectors.

In summary, the elements of the apparatus we need to control are:

## - Vacuum System:

- IonPump: RS485 protocol, DB9 connector
- HiCube: RS485 protocol, M12 connector
- Pressure gauge: RS485 protocol, M12 connector
- Gate valve: 2 pressure lines, one for opening, the other for closing the valve
- Cryogenic System:
- Cryocooler: the power is controlled by a relay that has an RS485 protocol and DB9 connector
- Temperature controller: RS232 protocol converted to RS485 protocol, DB9 converter
- Gas Injection System:
- Valves: the two pneumatic valves require a pressure line each
- MFC: RS485 protocol, DB9 connector


Figure 6.9: Schematic of the control system of the first stage of the PsICO apparatus. Each element is indicated, for the most part, they are controlled with a computer, in that case, the protocol and connector type are indicated.

## - Transport System:

- Moderator Power supply: not connected to the computer
- Solenoids Power supply: RS232 protocol, DB9 connector
- Saddle 1.1 and 1.2 Power supply: single element with two outputs, RS232 protocol, USB connector
- Saddle 2.1 and 2.2 Power supply: single element with two outputs, RS232 protocol, USB connector
- Helmholtz coils Power supply: RS232 protocol, USB connector

Figure 6.9 shows how the elements are connected to the PC. In particular, we create a long chain using the RS485 protocol connecting in series the MFC, the IonPump, the relay of the cryocooler, and the temperature controller. On the other hand, the pneumatic elements need a complex chain for their control as seen in fig. 6.9. The pressure line to each element is connected to a main pressure line through a hub of pneumatic relays. The main pressure line available in the laboratory uses compressed dry air at 4 bar of pressure. The pneumatic relays are powered by electric relays, which are controlled by a digital signal from a controller that is connected with a USB to the computer. The controller sends a signal 1 or 0 which closes or opens the electric relay, which then switches off or on the power to the pneumatic relay. This sends the pressure line to a pressure of 1 bar or 4 bar changing the state of the pneumatic valve. In the case of the gas system, we have two normally closed (NC) pneumatic valves, i.e. when the pressure line is at 1 bar they are closed and they need a 4 bar pressure on the line to open. In the case of the gate valve, there are two lines, when one is pressurized the valve is open, and when the other is pressurized the valve is closed. If both lines are pressurized, it is closed. In the case neither line is pressurized: if the valve is closed remains such; if it is open, it goes in an almost closed state.

### 6.2 1st Stage: Characterization

In this section, we will see the commissioning of the first stage of the PsICO apparatus. In particular, we studied: the moderator-transport efficiency, the energy distribution and the spot of the continuous positron beam; the spin-polarization of the positrons using different noble gases as moderators. We start by showing the recipe used for the growth of the moderator with different gasses.

### 6.2.1 Moderator Growing Procedure

As discussed in section 4.2.2, most of the positron beamlines with a solid noble gas moderator make use of neon. The growth of the neon moderator is well-studied. Because of the similar apparatus design, we decided to use the same recipe used in the AEgIS experiment [103]:

- Conditioning: the chamber containing the source and the conical support is evacuated only by the IonPump to reach a vacuum $<10^{-7} \mathrm{mbar}$. Then the cryocooler is switched on to reach the minimum temperature;
- Cleaning: the gases adsorbed on the second stage of the cryocooler are evaporated by increasing the temperature to 25 K ;
- Deposition: the temperature is stabilized at 8.8 K and the IonPump is switched off. In this way, the vacuum chamber is isolated. Then the neon gas is injected for 3 min with a flux of 3 sccm obtaining a pressure slightly less than $10^{-5} \mathrm{mbar}$;
- Annealing: the temperature is increased to 9.3 K and kept stable for 15 min for the annealing of the moderator. The pressure in the vacuum chamber in this phase stabilizes at slightly less than $<10^{-4}$ mbar;
- Crystallization: the temperature is brought to the minimum reachable by the cryocooler and the IonPump is switched on;
- Use: the formed moderator is used for a couple of weeks with decreasing efficiency;
- New Moderator: to grow a new moderator one start again from the cleaning.

These operations are also shown in fig. 6.10, where the state of the moderator is sketched for each step. The cleaning step eliminates the previous moderator by bringing the second stage of the cryocooler to a temperature well above the melting point of neon. This prepares the surface of the source and source support for the deposition of the new moderator. During the deposition, the surfaces are at a temperature lower than the melting point so neon is physically adsorbed to them. The vacuum chamber is saturated with the injected noble gas, so multiple layers of adsorbed gas molecules are formed. By measuring the moderator-transport efficiency (as shown in section 6.2.2) with different injected quantities of neon gas, we determined the optimal quantity of gas needed in the chamber to grow a good moderator. Because the total amount of gas injected in the vacuum chamber is given by the product of the flux for the deposition time, we decided to keep for all the test the same gas flux while we changed the deposition time. Figure 6.11 shows an increase in the moderator-transport efficiency with higher deposition times.


Figure 6.10: The steps to grow a solid noble gas moderator. For each step, the behavior of the gases (sketched as disks or ellipses) is shown: in green the noble gas, in dark blue the nitrogen gas, in light blue the water molecules, and in red all other residual gasses.

This increase saturates around 180 s which represents the optimal condition of the gas flux.

The deposited gas layers form a disordered structure. During the following annealing, the temperatures of the neon molecules are brought near the melting point $(70 \%$ of the melting point) so they can reorganize. After the heat treatment, the temperature is decreased as much as possible to block the molecules in the crystalline form obtained with the annealing. Unfortunately, over time, defects are going to form due to the motion of neon molecules and the deposition over the moderator of molecules from residual gases in the vacuum chamber. This has the effect of reducing the efficiency of the moderator.

In the PsICO apparatus, we tested argon and krypton moderators other than neon. Also for these two gases, we used the same moderator recipe as neon but with different deposition and annealing temperatures. Nevertheless, for all three gases, similar conditions are required for the recipe to work. To find these conditions, we need to look at the melting point for the three gasses.

### 6.2.1.1 Antoine equation

The melting point of a gas is obtained from the vapor pressure $p$ that is a function of the temperature $T$. Their relation is expressed by the Clapeyron equation:

$$
\begin{equation*}
\frac{d}{d T} \log [p]=\frac{\Delta H_{v}}{R T^{2}} \tag{6.1}
\end{equation*}
$$

where $\Delta H_{v}$ is the evaporation enthalpy and $R$ is the gas constant. The vapor pressure curve is derived by integrating the Clapeyron equation, but this operation is complicated by the temperature dependence of the enthalpy. It is possible to assume the enthalpy constant in a small range of temperatures, then knowing the evaporation enthalpy at a temperature we can calculate from eq. (6.1) the vapor pressure. However, the experimental approach was preferred. In the 1960s the vapor pressures of most of the common gases were measured for a wide range of temperatures [247]. So selecting a temperature region, we can fit this data with the Antoine equation:


Figure 6.11: The moderator-transport efficiency of the first stage of the PsICO apparatus for different quantities of neon gas injected during the deposition of the moderator. The gas quantity has been changed by modifying the duration of the gas injection while the gas flux of 3 sccm has been kept constant. The moderator-transport efficiency has been measured with the procedure shown in section 6.2 .2 waiting always the same time after the end of the annealing. The deposition time used for the growth of the moderator in this thesis is indicated with a vertical dashed line.

$$
\begin{equation*}
\log _{10}[p]=A-\frac{B}{T+C} \tag{6.2}
\end{equation*}
$$

where the vapor pressure $p$ is expressed in bar, the temperature $T$ in Kelvin, and $A$, $B$, and $C$ are fit parameters for the considered temperature region. The values for these fit parameters have been calculated for different temperature ranges and gases [248]. In the case of neon, argon, and krypton, the behavior of the vapor pressure as a function of the temperature as predicted by the Antoine equations is shown in fig. 6.12. As it can be seen from this figure argon and krypton melt at temperatures of the order of tens of Kelvin in a vacuum, while neon requires temperatures of a few Kelvin.

By referring to the vapor pressure of neon in fig. 6.12, we can identify the 8.8 K and 9.3 K as corresponding to the $65 \%$ and $70 \%$ of the melting point at the operating pressures, respectively. In order to apply a comparable recipe for the production of the solid noble gas moderators, the deposition and annealing of the moderator have been performed at $65 \%$ and $70 \%$ of the melting point for each noble gas, respectively. These conditions correspond to 28 K and 30 K for argon, and 29 K and 32 K for krypton.

Thanks to the higher melting point, argon and krypton moderators can be even operated at a much higher temperature than neon moderators, reducing the requirement on the limit temperature of the cryocooler. However, this means that a greater variation in the moderator temperature is needed during the creation of a moderator. Consequently, longer times are required to form a new moderator. Due to the small range of variation in


Figure 6.12: Antoine equation for the three noble gases: Neon (green diamond), Argon (orange square), and Krypton (blue disk). The dashed horizontal lines correspond to the vacuum chamber pressure during deposition (bottom) and annealing (top).
temperature, a neon moderator requires less than one hour to form. In the case of argon and krypton moderators, the entire growth procedure can last more than two hours.

### 6.2.2 Moderator-Transport Efficiency of the Continuous Beam

In this section, we present the measurements of moderator-transport efficiency of the first stage of the PsICO apparatus. This efficiency takes into account: the moderation efficiency of a given noble gas moderator, the speed selection efficiency, and the transport efficiency to the end of the short solenoid. The evolution of the moderator-transport efficiency, due to the aging of the moderator, over time is also investigated.

### 6.2.2.1 Experiment Design

By referring to fig. 6.1, we determine the apparatus efficiency by detecting the positrons annihilating at the end of the short solenoid with a $\mathrm{NaI}(\mathrm{Tl})$ detector. By operating the coils at the currents indicated in section 6.1.5, the positrons are transported from the positron-moderator to the end of the short solenoid where they annihilate on a blank vacuum flange of 1 cm thick stainless steel. The detector is positioned in front of the flange at 25.5 cm distance. The detector is a calibrated $3 \times 3$ inches crystal with a $40 \%$ photopeak efficiency for 511 keV gamma-rays. The detector PMT has been shielded with mu-metal to reduce the effect of the coil magnetic field on the reading. A background measurement is operated periodically with the detector keeping all the coils operative, except the saddle 1.1 and 1.2 to stop the positrons from reaching the short solenoid.

Typically, 10 min long spectra from the detector were registered. For each spectrum, the number of events in the photopeak at 511 keV energy is recorded. From this number, we obtain the moderator-transport efficiency by normalizing the measurement time and subtracting the background rate. Then, this result is corrected by:

- detector efficiency;
- detector solid angle coverage;
- number emitted photons per annihilation;
- blank flange attenuation;
- probability of ${ }^{22} \mathrm{Na}$ decay via positron emission;
- source activity (measured 51.6 mCi at July 22 nd 2007).

With this procedure, we obtained the moderator-transport efficiency of the continuous positron beam, i.e. the probability of the positron reaching the blank flange when emitted by the radioactive source.

### 6.2.2.2 Efficiency: Short Term

First of all, we studied the effect on the efficiency of the temperature at which the moderator is kept during operation. For the three gases considered (neon, argon, and krypton), we studied the evolution of the moderator-transport efficiency for 24 h after the annealing of a new moderator. Test at different temperatures of operation for the three noble gases are reported in fig. 6.13.
6.2.2.2.1 Neon Moderator Figure 6.13a shows the moderator-transport efficiency using neon moderators operating at temperatures between $7.4-8.5 \mathrm{~K}$. As we expected from the discussion in section 6.2.1.1, the system has higher efficiency at lower temperatures. For temperatures $\geq 8 \mathrm{~K}$, the efficiency decays in a few hours to less than $0.05 \%$. If the moderator operates at lower temperatures, the moderator efficiency reaches higher values and it remains more stable during the first day of operation.
6.2.2.2.2 Argon Moderator Figure 6.13b shows the moderator-transport efficiency using argon moderators operating at temperatures between $8-20 \mathrm{~K}$. Also in this case the operating temperature of the moderator affects the efficiency of the system. Nevertheless, the temperature range considered is much larger than the case of neon and the efficiency variation is much smaller. In fact, all three temperatures shown in fig 6.13 b are far from the melting point of argon, and the efficiency behaves in similar ways. In the first hours after the growth of the new moderator, the efficiency progressively increases reaching a plateau. Then the efficiency remains stable for 24 h . The measured peak efficiency of $0.2 \%$ is equal if not higher than the one measured from the neon moderator with the lowest temperature.
6.2.2.2.3 Krypton Moderator Figure 6.13c shows the moderator-transport efficiency using krypton moderators operating at temperatures between $7.4-14 \mathrm{~K}$. Krypton, like argon, has a much higher melting point than neon. In the case of krypton, the efficiency is much smaller from the start with respect to the other two gases, but the efficiency remains almost constant in the first 24 h from the growth of a new moderator. Moreover, the efficiency does not seem to be affected by the operation temperature in the considered range $7.4-14 \mathrm{~K}$.


Figure 6.13: The moderator-transport efficiency of the continuous beam with different moderators and operating temperatures. The starting time of the measurement is at the end of the annealing.

### 6.2.2.3 Efficiency: Long Term and Annealing

If we consider the moderator-transport efficiency using the three moderators grown at around 7 K and we measure it for a few days (see fig. 6.14), the following considerations can be made:

- Using an argon moderator, the highest efficiency was reached, in the first 24 h from the growth. For longer times, the efficiency showed a quite fast decrease.
- Using a neon moderator, an initial efficiency slightly lower than the one using argon has been observed. However the decrease of the efficiency is less steep, and after two days the efficiency using a neon moderator is higher than the one using argon.
- Using a krypton moderator, the initial efficiency is smaller than the ones obtained using the other two noble gases. Nevertheless, the efficiency in this case decreases at a very low rate remaining almost constant over a few weeks.


Figure 6.14: The efficiency of the first stage of the PsICO apparatus when operating at around 7 K for different moderators: Neon (green diamond), Argon (orange square), and Krypton (blue disk). The circled regions indicate the effect of the moderator re-annealing on the moderator-transport efficiency. The re-annealing temperatures and durations are: Neon 9.3 K for 30 min ; Argon 30 K for 3.5 h ; Krypton 32 K for 2 h .

With negative work-function moderators, a thermal treatment allows to regain the lost efficiency during the operation (see section 4.2). For solid noble gas moderators, a new moderator is typically deposited every two-three weeks. As discussed in section 6.2.1, the growth of an argon or krypton moderator can last more than two hours. In order to avoid this deadtime in the measurements, the possibility to recover the efficiency with a thermal treatment has been tested. For this treatment, we bring the moderator to the annealing temperature while the positron beam is continuously monitored. The heat treatments on the three moderators are shown in fig. 6.14, the effects are different for the three noble gases.
6.2.2.3.1 Neon Moderator As shown in the lower right of fig. 6.14, after 30 min of re-annealing at 9.3 K ( $70 \%$ of melting point), we observed a net drop in the system efficiency. In this case, we can regain the lost efficiency only by growing a new moderator.
6.2.2.3.2 Argon Moderator Argon moderator presents the opposite effect of the one observed in neon. By increasing the moderator temperature up to 30 K ( $70 \%$ of the melting point). After a couple of hours, the efficiency stabilizes, at this point the treatment is concluded and the moderator temperature is lowered. For the argon moderator, the re-annealing of 3.5 h at 30 K results in a doubling of the efficiency and in a decrease of the following decay rate. This can increase the operation duration of the argon moderator, we obtain a higher efficiency without the need to stop the beam operation as it would be required by the growth of a new moderator. The gains from the re-annealing and the high peak efficiency make the argon a good candidate to substitute neon in


Figure 6.15: The scheme of the setup used to measure the energy distribution of positrons using different noble gas moderators. The measurement is done in a vacuum chamber connected through a gate valve to the end of the first stage of the PsICO apparatus. Three coils are used to guide the beam from the short solenoid to the front of the MCP which is polarized up to +30 V . The annihilations on the MCP are recorded with the same $\mathrm{NaI}(\mathrm{Tl})$ detector used for the efficiency measurements.
the formation of solid noble gas moderator, especially in the case where the cryocooler cannot reach temperature around or lower than 7 K .
6.2.2.3.3 Krypton Moderator As shown in fig. 6.14, the change in efficiency induced by thermal treatment is almost negligible. After 2 h at $32 \mathrm{~K}(70 \%$ of the melting point), no great variation in the efficiency has been observed. Only after cooling, a small increase in the efficiency has been measured.

### 6.2.3 Energy Distribution of Continuous Beam

A second parameter that has been tested at the exit of the first stage of the PsICO apparatus is the energy distribution of the positrons moderated by using the three noble gasses investigated in the previous section.

### 6.2.3.1 Experiment Design

The scheme of the apparatus used to measure the beam energy distribution is sketched in fig. 6.15. Here, we have to stress that the energy distribution with our setup is the convolution of the energy distribution of the positrons emitted by the source-moderator assembly and the transfer function of the speed-selector. A cylindrical vacuum chamber is connected to the end of the first stage of the PsICO apparatus. A gate valve is present between the two chambers. The vacuum in the cylindrical chamber is generated with a rotative pump and a turbomolecular pump, and pressures in the high $10^{-8} \mathrm{mbar}$ have been reached. The cylindrical chamber is surrounded by three coils that, when the gate valve is open, are used to magnetically transport positrons from the end of the short solenoid to an MCP-phosphor screen assembly (see section 2.2.1). Coil 1 and 2 operated at 2.5 A while coil 3 at 4.0 A . According to $\mathrm{COMSOL}^{\circledR}$ simulations, this configuration guarantees beam spot on the MCP of 4 mm .

The used MCP-phosphor assembly was a Hamamatsu F2222-21P251 composed of a two-stage MCP and a P46 phosphor screen. During the measurements, the front face


Figure 6.16: Measurement of the annihilation of positrons from an argon moderator on the MCP set at different potentials. The vertical dashed line represents the electric potential of the moderator. The insert shows the spectra recorded by the detector for MCP potentials 7.5 V (continuous line) and 14.5 V (dashed line), the spectra have been cleaned as indicated in the text. The arrow indicates the excess in the valley region for the 14.5 V case.
of the MCP was polarized with positive electric potential so that only positrons with energy higher than the set potential can annihilate on the MCP face while positrons with lower energy are back-reflected. The positron annihilation on the MCP is recorded with a $\mathrm{NaI}(\mathrm{Tl})$ detector. The MCP is used as a retarding field analyzer.

The potential on the front face of the MCP was varied between 0 and 30 V . Figure 6.16 shows the annihilations recorded in the 511 keV photopeak by the $\mathrm{NaI}(\mathrm{Tl})$ detector at different MCP potentials for an argon moderator. For the other moderators, similar behaviors have been observed. From this figure, we can identify two regions: one for potential smaller than 18.76 V , corresponding to the moderator potential, and one at higher potential. In this latter region, we observe a monotonic decrease in the annihilation count, which reaches almost zero at a few volts over the moderator potential. The rate of this intensity variation represents the integral distribution of the beam energy component parallel to the beam direction. For potential smaller than the one of the moderator, the number of counts is not constant like one could expect. Indeed, the number of counts in the 511 keV photopeak shows a deep centered at around 14.5 V . In order to investigate the origin of this deep, the energy spectra measured with the $\mathrm{NaI}(\mathrm{Tl})$ at the bottom of the deep $(14.5 \mathrm{~V})$ and at potential lower than the decrease ( 7.5 V ) have been compared (inset in fig. 6.16). Both spectra have been cleaned from the background and normalized on the height of the Compton shoulder. Moreover, we applied a moving average to better visualize the difference between the two behaviors. The spectrum recorded at 14.5 V shows a lower 511 keV photopeak, while the valley region has a higher number of events with respect to the spectrum measured at 7.5 V . This indicates the formation of Ps which shifts annihilations from the peak to the valley. So the observed deep in the number of counts around 14.5 V can be ascribed to the formation of Ps from the Ore process (see section 2.1.3.1) on the surface of the MCP


Figure 6.17: The energy distribution of the positron beam generated with different solid noble gas moderators. The vertical dashed lines indicate the moderator potential used for the beam transport.

### 6.2.3.2 Energy Distribution

From measurements like that shown in fig. 6.16, we have extracted the energy distribution of the beam. Indicating with $N$ the number of counts in the 511 keV photopeak and with $V$ the MCP potential used to acquire the spectrum, the rate of the intensity variation $-d N / d V$ is shown for the three moderators in fig. 6.17. The vertical dashed line marks the moderator potential.

There are differences in the energy distribution when using the three moderators. In the case of argon moderator, the distribution has a higher and narrower peak (FWHM of 0.4 eV ) at 20.0 eV . The neon and krypton moderators give a larger energy distribution and a lower peak. The energy distribution with the neon moderator has FWHM of 1 eV with center at 19.5 eV . The energy distribution with the krypton moderator has FWHM of 1 eV with center at 19 eV . The difference in the energy distributions obtained using the krypton and argon moderators with respect to the neon one could have a different effect on the bunch formation in the BGT. This is a matter to be studied.


Figure 6.18: The scheme of the setup used to measure the beam spot. The measurement is done in a vacuum chamber connected through a gate valve to the end of the first stage of the PsICO apparatus. Three coils are used to guide the beam from the short solenoid to the front of the MCPphosphor assembly. The image from the phosphor screen is recorded by a CMOS camera.

### 6.2.4 Continuous Beam Spot Dimension

A third parameter that has been tested at the exit of the first stage of the PsICO apparatus is the spot dimension. As discussed in references [249, 250], the beam spot shape for a solid noble gas moderator is determined by the geometry of the moderator. In our case, we expect a ring-shaped beam due to the conical geometry of the moderator (see fig. 6.4) [249, 250].

### 6.2.4.1 Experiment Design

The setup used for the measurement of the beam spot (see fig. 6.18) is almost identical to the one used for the measurement of the positron energy distribution. Also in this case, the positrons that have reached the end of the short solenoid are guided by the three coils to the MCP-phosphor assembly (Hamamatsu F2222-21P251). For this measurement, the front and back of the MCP were set at the electric potentials -100 V and +900 V respectively, while the phosphor was set +3800 V . To shield the positron beam from the electric potentials on the connectors of the MCP-phosphor assembly, an aluminum shield connected to ground was installed (see fig.s 6.19a and 6.19b). As shown in fig. 6.19a, the shield covers the front of the MCP-phosphor assembly leaving visible to the beam only the MCP active front part.

The positrons are accelerated on the front of the MCP where they generate secondary electrons. The signal from these electrons is amplified as they are accelerated to the back of the MCP, from which they are emitted and implanted into the phosphor screen where they induce light emission. The light signal is recorded by a CMOS camera (LUCID Triton 16.2MP Monochromatic) on the back of the assembly looking at the phosphor screen through a dedicated viewport (see fig. 6.18).

### 6.2.4.2 Spot

The beam spot imaged by the MCP-phosphor assembly with the CMOS camera is reported in fig. 6.19c. The spot is an almost perfect ring with an external diameter of 4.4 mm . This diameter is in agreement with the expected spot dimensions simulated with

(a) MCP front view in the apparatus.

(b) MCP section.

(c) Beam spot.

Figure 6.19: The beam spot measurement uses the Hamamatsu F2222-21P251 MCPphosphor assembly. Figures (a) and (b) show the assembly and its components. Figure (c) shows the beam spot.


Figure 6.20: The scheme of the setup used to measure the positron spin-polarization from different noble gas moderators. The measurement is done in a vacuum chamber connected through a gate valve to the end of the first stage of the PsICO apparatus. Three coils are used to guide the beam from the short solenoid to the target at -3 kV . The target is immersed in the magnetic field generated by the coil 3 and a permanent magnet. The annihilation photons are recorded by an HPGe detector.

COMSOL ${ }^{\circledR}$ and considering the geometry and the magnetic fields of our system. The lower density on the top-right corner of the positron spot is ascribable to the presence of the tube injection of noble gas in front of the source.

### 6.2.5 Continuous Beam Spin-Polarization

As previously discussed, the positron beam generated by a radioactive source is spinpolarized (see section 2.1.5.2). In this section, we describe the measurement of the positron spin-polarization using the three noble gas moderators.

### 6.2.5.1 Experiment Design

For the polarimetry measurements, we applied the technique described in section 2.3.1.1. Using the same chamber as the previous sections, the positrons are guided and focused into a $e^{+} /$Ps converter (see section 2.1.5). The converter was generated with the recipe in section 2.1.5.1 but with a non-constant current:

- for the first 5 min , we kept a constant current of 2.1 mA ;
- for the next 10 min , the current was increased from 2.1 mA to 20.1 mA with a constant rate $1.8 \mathrm{~mA} \mathrm{~min}^{-1}$;
- for the last 5 min , we kept a constant current of 20.1 mA .

With this procedure, we should obtain nanochannels with a small diameter on the surface and much bigger deeper into the silicon. This is expected to result in the decrease of Ps escaping the target and in a large fraction of Ps annihilating inside the converter via pick-off (as required by eq. (2.45) to emphasize the dependency of the magnetic quenching of Ps from the positron polarization). The other element for the Ps DBS Polarimetry technique is the magnetic field. The total field on the target is generated by two elements:


Figure 6.21: The magnetic field measured at the converter position for different distances of the 0.5 T permanent magnet in the presence of the magnetic field generated by coil 3 .
coil 3 and a permanent magnet producing a magnetic field of 0.5 T on its surface. The permanent magnet is mounted in a linear movement allowing displacement of about 16 cm . To change the magnetic field on the target, the distance between the converter and the permanent magnet is changed from 0.5 cm up to 16 cm with a resolution less than 1 mm . The calibration magnetic field on the converter as a function of the distance from the permanent magnet was measured with the Gaussmeter F.W. Bell Model 640 and it is shown in fig. 6.21. As the magnet is moved away the magnetic field decreases until the 160 G from correction coil 3 becomes the main contribution.

The three coils are fundamental to guide and focus the beam on the target, especially in the presence of the permanent magnet that strongly affects the magnetic field in the target region. Figure 6.22 shows the COMSOL ${ }^{\circledR}$ simulation of the effect of the permanent magnet on the positron transport towards the converter. When the magnetic field of the permanent magnet is aligned with the other coils (region of positive magnetic fields in the figure), all the positrons from the short solenoid reach the target in a spot smaller than 4.4 mm . The spot dimensions are a consequence of the strong magnetic fields, while the transport efficiency is due to the three coils which generate a magnetic field strong enough to eliminate the mirror effect from the 0.5 T permanent magnet even when near the target. As seen in fig. 6.22 , when the permanent magnet generates a field opposite to the one from the coils (region of negative magnetic fields in the figure), the positrons are reflected by the change in the field intensity, then the probability of reaching the target decreases and the beam spot dimension increases over the target dimension. For this reason, we decided to proceed with the measurement only with the magnetic field of the permanent magnet aligned with the coils.

At each position of the permanent magnet, the annihilation photons are recorded with an HPGe detector, and the $S$ parameter is calculated (see section 2.2.2.2.1). This operation is performed both when moving the magnet away and closer to the converter. No difference in the two data sets has been identified.


Figure 6.22: $\mathrm{COMSOL}^{\circledR}$ simulation of the beam transport from the short solenoid to the target for different fields generated by the permanent magnet. The probability of positron arrival on the converter (dashed red line) and the diameter of the beam spot at the converter (continuous orange line) are shown.

### 6.2.5.2 Positron Spin-polarization

Figure 6.23 shows the measurement results. The $S$ parameter increases with the magnetic field for all three moderators. The points are fitted with eq. (2.45) obtaining the fit parameters $\alpha, \beta, \Gamma_{P O}$, and $P$ shown in table 6.1. In the fitting, the parameter $k$ was set to $k=0.95$ [59]. The values of $\alpha, \beta$, and $\Gamma_{P O}$ are compatible between the different moderators, this is expected because they depend only on the $e^{+} / \mathrm{Ps}$ converter. The spin-polarization of the beam from the neon moderator is $(30 \pm 1) \%$ compatible with previous results [226]. The results for the other two moderators were compatible with the one for neon.

Table 6.1: Results of the Ps DBS polarimetry measurement with the three solid noble gas moderators.

| Parameter | Neon | Argon | Krypton |
| :---: | :---: | :---: | :---: |
| $\alpha$ | $1.6 \pm 0.5$ | $1.9 \pm 0.6$ | $1.9 \pm 0.5$ |
| $\beta$ | $0.64 \pm 0.11$ | $0.59 \pm 0.13$ | $0.58 \pm 0.11$ |
| $\Gamma_{P O}\left[\mathrm{~ns}^{-1}\right]$ | $1.3 \pm 0.7$ | $1.3 \pm 0.9$ | $1.2 \pm 0.8$ |
| $P$ | $0.30 \pm 0.01$ | $0.29 \pm 0.01$ | $0.29 \pm 0.01$ |



Figure 6.23: Ps DBS polarimetry results using the three noble gas moderators. The points represent the measured $S$ parameter at different magnetic field intensities at the converter. The line represents the fit of the data with eq. (2.45) with the fit parameters $\alpha, \beta, \Gamma_{P O}$, and $P$ shown in table 6.1.

## Chapter

## PsICO apparatus: Further Studies

In the previous two chapters, we introduced the design and status of the PsICO apparatus, a positron beamline for the study of entanglement in the polarization of gamma-rays emitted by Ps annihilation. In order to reach this goal, in addition to the laser system to excite the $\mathrm{Ps}_{\mathrm{s}}$ in a specific quantum state, other two elements are required: the $e^{+} / \mathrm{Ps}$ converter and the detector. In this chapter, we are going to present some preliminary results for these two components.

### 7.1 Transmission $e^{+} /$Ps Converter

In section 2.1.5, we introduced the state of targets engineered for Ps production. The most efficient converters work in reflection (i.e. with Ps emission from the same side of the target where positrons are implanted), but an efficient production of Ps in the transmission (i.e. with Ps emission from the opposite side of the target where positrons are implanted) would be ideal for the manipulation and formation of Ps beam.

Ps formation in transmission was obtained with thin silica film deposited on a carbon foil [27, 77, 251, 252], but this kind of converter has a low efficiency $\sim 9 \%$ [27]. A new concept for the production of the $e^{+} / \mathrm{Ps}$ converter in transmission is needed to increase this efficiency.

We were able a new kind of $e^{+} / \mathrm{Ps}$ converter based on the nanochanneled silicon described in section 2.1.5.1.

### 7.1.1 Production

These new converters are synthesized with the same recipe shown in section 2.1.5.1, with a silicon $p$-type wafer (111) with resistivity $0.1-1.5 \Omega \mathrm{~cm}$ as base material. However, instead of leaving the nanochannelled layer embedded on the silicon bulk, we wanted to detach the nanochannelled layer from the bulk obtaining a thin membrane with passtrough nanochannels. We modified the procedure of the electrochemical etching to detach the nanochannels from the substrate with a current burst. Because the etching current is related to the nanochannel diameter, with the current burst we increased the nanochannel diameter until they connected each other in depth, forming a cavity underneath the nanochanneled layer. This cavity produced the detachment of the nanochanneled membrane. The duration and intensity of the burst current depend on

Table 7.1: Parameters for the electrochemical etching of the produced membranes. The tested parameters of burst current for each duration of the primary etching are indicated with D (Detachment) or ND (No Detachment), the blank spaces indicate combinations not studied. Only the combinations of electrochemical etching duration and burst current indicated with D generate a detached membrane with a surface larger than $6 \times 6 \mathrm{~mm}$. Table from [28].

| Duration of the electrochemical etching $[\mathrm{s}]$ |  |  |  |  |  |  |  | Burst Current |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3000 | 2300 | 1800 | 1400 | 1000 | 750 | 500 | Intensity $[\mathrm{mA}]$ | Duration $[\mathrm{s}]$ |  |
| D | ND | ND |  |  |  |  | 240 | 24 |  |
|  | D | ND | ND |  |  |  | 400 | 60 |  |
|  |  | D | ND | ND |  |  | 500 | 90 |  |
|  |  | D | ND | ND |  | 1000 | 90 |  |  |
|  |  |  | D | ND | ND | 2000 | 90 |  |  |
|  |  |  |  | D | ND | 2500 | 90 |  |  |
|  |  |  |  |  |  | D | 3000 | 30 |  |

the length in depth of the nanochannels, i.e. the duration of the electrochemical etching. Table 7.1 shows the burst current tested for the generation of a nanochannelled membrane of at least $6 \times 6 \mathrm{~mm}$. To obtain such membranes, we require burst currents with intensities between 240 and 3000 mA for durations between 24 and 90 s .

The membranes obtained from the electrochemical etching are extremely fragile, so they were laid on a grating with $90 \%$ transparency to proceed with the oxidation in air at $100^{\circ} \mathrm{C}$ for 2 h . After the oxidation, we tested the possibility of a re-etching to increase the nanochannel diameter by immersing the membranes in the HF solution for 1 min followed by a new cycle of oxidation in air. Only membranes with first etching times longer than 750 s survive to a single re-etching, while other membranes with etching times longer than 3000 s survive a second re-etching. In the other membranes, the formation of tensile stresses after each etching results in the fragmentation of the membrane [253].

### 7.1.2 Physical characteristics

First of all, we need to know the positron implantation profile in these targets. According to reference [254], in this nanochannelled silicon targets, the positron implantation profile can be still reproduced by a Markhovian profile (see section 2.1.2.1). What has to be taken into account is the reduced density in the nanochanneled silicon with respect to the silicon bulk density of $2.33 \mathrm{~g} \mathrm{~cm}^{-3}$. Moreover, the thickness needs to be measured. The surface and side of the membranes were imaged with a high-resolution JEOL JSM-7001F thermal field emission scanning electron microscope (SEM). The membrane density was determined from interferometric analysis using a Cary5000 instrument equipped with the near-normal reflectance tool.
7.1.2.0.1 SEM Imaging The diameter of the nanochannels has been determined via SEM measurements. As seen in fig. 7.1, the nanochannels appear in SEM images as a reduction in the brightness with respect to the not-etched regions. Consequently, the nanochannel diameter distribution can be extracted by the analysis of the SEM pictures.


Figure 7.1: SEM images of the surface of the membrane generated with an electrochemical etching time of 3000 s , without re-etching (a) and with one reetching (b). Image from [28].


Figure 7.2: (a) Cross-section SEM image of the membranes synthesized with an electrochemical etching time of 500 s . The distance between the front and the back of the membrane is reported with an error associated with the semi-dispersion of the thickness along the sample (see text). (b) Measured membrane thickness for different durations of the electrochemical etching. Image from [28].

From fig. 7.1a, we obtain an average size of $5-8 \mathrm{~nm}$ for the membrane electrochemically etched for 3000 s . After a re-etching of the membrane, the nanochannel size increases to an average of $7-10 \mathrm{~nm}$ as shown in fig. 7.1b.

By imaging the cross-section of the membranes with the SEM (see the example in fig. 7.2a), it is possible to measure the thickness of the membranes. As seen from this figure, the thickness is not uniform. The uncertainty on its value is reported as the maximum semi-dispersion along the sample. Moreover, the thickness inhomogeneity increases with the membrane thickness as seen in fig. 7.2b. Hereafter, the membranes will be labeled according to their average thickness, the relation between thickness and electrochemical etching duration is reported in table 7.2.
7.1.2.0.2 Interferometric Analysis Interferometric analysis was performed to determine the membrane density. The reflectance spectra of the membranes were acquired with wavelengths in the visible range $800-300 \mathrm{~nm}$. The light reflected from the front surface interferes with the one from the back surface of the membrane, this results in a periodic fluctuation in the amount of light reaching the detector and recorded in the reflectance spectrum. For each spectrum, the number of periods $N \geq 6$ was identified in a selected region $W$ of the spectrum. Then the membrane thickness $d$ and refractive index $n$ are related by the equation:

Table 7.2: Average thickness associated with the membrane at different electrochemical etching durations. The thickness error is reported as the maximum semi-dispersion of the membrane thickness. Table from [28].

| Etching Time $[\mathrm{s}]$ | Thickness $[\mu \mathrm{m}]$ |
| :---: | :---: |
| 500 | $3.5 \pm 0.5$ |
| 750 | $5.0 \pm 0.3$ |
| 1000 | $6.3 \pm 0.2$ |
| 1400 | $7.7 \pm 1.3$ |
| 1800 | $14.3 \pm 2.0$ |
| 2300 | $14.9 \pm 4.0$ |
| 3000 | $24 \pm 8$ |

$$
\begin{equation*}
d=\frac{N}{2 W\left(n^{2}-\sin ^{2} \theta\right)^{0.5}} \tag{7.1}
\end{equation*}
$$

which in our case, due to the small incline of the beam $\theta=5^{\circ}$, can be approximated to:

$$
\begin{equation*}
n d=\frac{N}{2 W} \tag{7.2}
\end{equation*}
$$

From the SEM images of the membrane cross-sections, we obtained the membrane thickness (see table 7.2), through which we can calculate the refractive index of each membrane by eq. (7.2). At this point, we can use the Bruggeman approximation to obtain the fraction of porosity $f_{\text {air }}$ of the samples:

$$
\begin{equation*}
n=n_{a i r} f_{a i r}+n_{S i}\left(1-f_{a i r}\right) \tag{7.3}
\end{equation*}
$$

where the rifractive index of air and silicon are: $n_{\text {air }}=1$ and $n_{S i}=3.8$ [255]. From eq. (7.3), it is possible to derive the fraction of porosity of each sample obtaining $f_{\text {air }}=0.46 \pm 0.02$ for electrochemically etched membranes, and $f_{\text {air }}^{r e}=0.52 \pm 0.06$ for re-etched membranes. At this point, we have all the information to calculate the membrane density $\rho=\left(1-f_{\text {air }}\right) \times \rho_{S i}=\left(1-f_{\text {air }}\right) \times 2.33 \mathrm{~g} \mathrm{~cm}^{-3}$, and we obtained: $\rho=1.3 \pm 0.1 \mathrm{~g} \mathrm{~cm}^{-3}$ for electrochemically etched membranes and $\rho^{r e}=1.1 \pm 0.2 \mathrm{~g} \mathrm{~cm}^{-3}$ for re-etched membranes.

### 7.1.3 Apparatus for Membrane Characterization

To perform the study of Ps yield from the membranes, we used the positron beam of the AML laboratory. The apparatus, called SURF, is shown in fig. 7.3. It generates a continuous positron beam using a sodium-22 radioactive source. The positrons are moderated with a tungsten film, and they are guided electrostatically to the target [225]. The target is kept at ground potential while the source, moderator, and electrodes are raised up to tens of kilovolts of electrostatic potential to provide the positron implantation energy. In this study, the positrons were implanted with energy ranging from 1.5 to 26 keV . In this energy range, the apparatus transmission function is constant [225].


Figure 7.3: The electrostatic positron beam at the Antimatter Laboratory of Trento. The image on the right is from [225].

At each implantation energy considered, the DBS spectrum (see section 2.2.2.2) of the positron annihilation was recorded with an HPGe detector placed at 3.5 cm on the side of the target. The detector efficiency is $45 \%$ and its resolution at 511 keV is 1.4 keV [106]. The Ps formation is estimated from the $3 \gamma-2 \gamma$ annihilation ratio $F_{3 \gamma}[E]$ (see eq. (2.43)). The two regions of the target chamber in front and behind the membrane are perfectly symmetric. With this geometry, the detector probes the region in front and behind the target with the same solid angle.

### 7.1.4 Measurement of Positronium Yield

Figure 7.4 shows the measured fraction of annihilation into three gammas for the membranes. In the figure, we distinguish the three thickest membranes (14.3, 14.9, $24 \mu \mathrm{~m}$ ) and the four thinnest membranes (3.5, 5.0, $6.3,7.7 \mu \mathrm{~m}$ ). At implantation energies $>4 \mathrm{keV}$ the first group has an almost identical behavior. On the opposite, the thinnest membranes show different behavior for $E>4 \mathrm{keV}$.
7.1.4.0.1 14.3, $14.9,24 \mu \mathrm{~m}$ membranes We start by analyzing the low-energy region ( $\leq 3 \mathrm{keV}$ ) of fig. 7.4a. The decrease in the $F_{3 \gamma}$ in this region comes from two processes:

- a lower Ps formation at the surface due to Spur process (see section 2.1.3.1);


Figure 7.4: Fraction of $3 \gamma$ annihilation $F_{3 \gamma}$ measured at different positron implantation energies. (a) Measurements on membranes $24 \mu \mathrm{~m}$ (up full triangle), $14.9 \mu \mathrm{~m}$ (up empty triangle), and $14.3 \mu \mathrm{~m}$ (empty square). The continuous line is the best fit of the diffusion model [25] on the data for the $24 \mu \mathrm{~m}$ membrane (see text for details). (b) Measurements on membranes $24 \mu \mathrm{~m}$ (up full triangle), $7.7 \mu \mathrm{~m}$ (down full triangle), $6.3 \mu \mathrm{~m}$ (full diamond), $5.0 \mu \mathrm{~m}$ (full square), and $3.5 \mu \mathrm{~m}$ (full disk). The excess annihilations attributable to Ps emission in transmission are indicated by vertical arrows. Statistical errors are reported. Image from [28].

- the Ps escapes from the nanochannels after few interactions and so with high kinetic energy, consequently the annihilation gammas see the detector under a small solid angle (i.e. they are detected with lower efficiency).

While all three membranes show a decrease in the $F_{3 \gamma}$ near the surface, the behavior is different. This can be attributed to a difference in the surface roughness due to different durations of the electrochemical etching [256]. At implantation energies $>3 \mathrm{keV}$, the three curves overlap indicating a quite similar nanochannel structure in the three membranes, i.e. similar density and dimension. At increasing implantation energies, the positronium atoms are more likely to annihilate with the electrons from the nanochannel surface decreasing the fraction of Ps emitted from the membrane front face. This is evident from the monotonic decrease in the $F_{3 \gamma}$ curves at higher energies. This behavior is compatible with what is obtained from $e^{+} /$Ps converters in reflection [25, 72, 75]. In fact, the probability of positron and Ps reaching the back surface of these thick membranes is low:

- $e^{+}$: using the density previously calculated in the positron depth profile (see eq. (2.11)), less than $3 \%$ of the positrons reaches depth higher than $12 \mu \mathrm{~m}$ when implanted at 26 keV ;
- Ps: by fitting the monotonic decrease region of the $F_{3 \gamma}$ (see fig. 7.4), it is possible to extract the Ps diffusion length using the model in reference [25]. In the case of the $24 \mu \mathrm{~m}$ thick membrane, we obtain a diffusion length of $760 \pm 80 \mathrm{~nm}$, and similar results are obtained from the other two curves measured in the thickest membranes. This means that even in the case of Ps forming at the maximum implantation depths, it has a low probability of reaching the back surface of the membrane.

In the following, we are going to use the $24 \mu \mathrm{~m}$ thick membrane as a reference in the discussion of Ps formation in the thinnest membranes.
7.1.4.0.2 3.5, 5.0, 6.3, 7.7 mm membranes Figure 7.4b shows the same behavior of the thinnest membranes at low energy $(<3 \mathrm{keV})$ as seen in the thickest membrane. Even at implantation energies $>3 \mathrm{keV}$, the behavior is similar with a decrease in the $F_{3 \gamma}$ curves. However, the similarities are broken increasing the positron implantation energy. For example, by examining the $7.7 \mu \mathrm{~m}$ membrane, we can identify a similar behavior of the $F_{3 \gamma}$ curve with respect the $24 \mu \mathrm{~m}$ membrane up to 13 keV implantation energy. After this energy, we can identify a bump in the curve up to 20 keV , after which we observe $F_{3 \gamma}$ values below the reference. The bump can be attributed to the emission of Ps from the back surface of the membrane. The lower values at higher energies can be attributed to positron implantation depth comparable to the membrane thickness. This not only means that a fraction of the implanted positrons escapes the membrane ( $20 \%$ of $e^{+}$escapes at 26 keV ), but also the Ps is formed near the back surface. This Ps can escape at high speed after a few interactions and it is detected with less efficiency. If we consider now the other thinnest membranes, we can observe that the energy at which the bump starts is very dependent on the membrane thickness. As seen in fig. 7.4b:

- $7.7 \mu \mathrm{~m}$ : excess center 15 keV ;
- $6.3 \mu \mathrm{~m}$ : excess center 12 keV ;
- $5.0 \mu \mathrm{~m}$ : excess center 11 keV ;
- $3.5 \mu \mathrm{~m}$ : excess center 9.5 keV .

The $F_{3 \gamma}$ curves in fig. 7.4 offer only a starting point in the quantification of the Ps emission both in reflection and transmission. Indeed, precise quantification of the amount of Ps emitted in transmission (as well as in reflection at low energy) cannot be obtained directly by the measured $F_{3 \gamma}$ curves without correcting them for the undetected fraction of Ps atoms mentioned above. In the next section, the method to correct the data is reported.

### 7.1.5 Positronium Corrected Yield

To evaluate the fraction of undetected Ps we need to analyze the values of counts in the peak $P[E]$ and the valley $V[E]$ as a function of the positron implantation energy $E$ [25]. These curves are shown in fig. 7.5 for the 24 and $7.7 \mu \mathrm{~m}$ membranes, representing the case without and with the emission of Ps in transmission. However, as previously discussed in both cases we have undetected events, so the $P[E]$ and $V[E]$ values for a virgin silicon sample are used as references. The $P[E]+V[E]$ curve of the silicon is constant as shown in fig. 7.5. This is expected from the constant transmission function of the apparatus as discussed in section 7.1.3. In the case of the two membranes, the counts are always lower than the one from silicon, for all implantation energies. This reduction can be due to two effects:
(a) In the presence of three-gamma annihilation, the detected annihilation photon can have energy outside the peak and valley windows;


Figure 7.5: Total counts, peak $P[E]$ plus valley $V[E]$, at different implantation energies: (square) virgin silicon, (up triangle) $24 \mu \mathrm{~m}$ membrane, and (down triangle) $7.7 \mu \mathrm{~m}$ membrane. The insert shows the peak vs valley counts for the two membranes. The black line is the best fit of the linear part of the $24 \mu \mathrm{~m}$ membrane curve (see text). For both plots, the statistical errors are smaller than the symbol size. Image from [28].
(b) The emitted Ps with high kinetic energy annihilates far from the membrane, so it is detected with lower efficiency.

In the case of the $24 \mu \mathrm{~m}$ membrane, both (a) and (b) contribute to the low counts at low $E$. At higher energies, instead, the fraction of positron and Ps escaping is negligible as previously discussed, so in this region (a) is the main factor for the loss in $P[E]+V[E]$ counts.

In the case of the $7.7 \mu \mathrm{~m}$ membrane, the $P[E]+V[E]$ curve behaves very similarly to one of the thickest membranes up to 16 keV . Then for this energy region, the same factors contribute to the count loss as previously discussed. However, for this thinner membrane, we have an increase in the count loss at $E>16 \mathrm{keV}$, indicating undetected positron or Ps emitted in transmission.

In a target with Ps formation, the peak and valley counts can be expressed with the following equation [28]:

$$
\begin{align*}
P[E] & =P_{S i}-N_{\text {escaped }}[E]-N_{2 \gamma 3 \gamma}[E] \\
V[E] & =V_{S i}+\frac{N_{2 \gamma 3 \gamma}[E]}{\alpha} \tag{7.4}
\end{align*}
$$

where $P_{S i}=45 \pm 2$ and $V_{S i}=304 \pm 2$ are the peak and valley count for the virgin silicon target, $N_{2 \gamma 3 \gamma}[E]$ is the counts that disappeared from the peak area due to o-Ps annihilation, $N_{\text {escaped }}[E]$ is the counts that disappeared from the peak area due to the non-detection of emitted positron and Ps, and $\alpha$ is a parameter accounting for the fraction of $N_{2 \gamma 3 \gamma}[E]$ which are recorded in the valley area.

First of all, it is necessary to calculate the parameter $\alpha$, so we consider the $P[E]$ vs $V[E]$ curve for the $24 \mu \mathrm{~m}$ membrane as shown in the insert of fig. 7.5. In this curve, we can identify most of the points as residing along a straight line. This data corresponds to the
measurement for implantation energies $>6 \mathrm{keV}$. As previously discussed, in this situation the number of escaped positron and Ps is negligible $\left(N_{\text {escaped }}[E] \approx 0\right)$, so eq. (7.4) is reduced to:

$$
\begin{equation*}
P[E]=P_{S i}-\alpha\left(V[E]-V_{S i}\right) \tag{7.5}
\end{equation*}
$$

By fitting this equation on the selected data of the thickest membrane, we obtain the value of the parameter $\alpha=2.05 \pm 0.06$.

Deviations from the linearity in the $P[E] v s V[E]$ curve represent the presence of a non-negligible amount of escaping positron and $\operatorname{Ps}\left(N_{\text {escaped }}[E] \neq 0\right)$, which can be quantified with eq. (7.4) as:

$$
\begin{equation*}
N_{\text {escaped }}[E]=P_{S i}-P[E]-\alpha\left(V[E]-V_{S i}\right) \tag{7.6}
\end{equation*}
$$

In thick membranes, the deviation is present only at low positron implantation energy pointing out that emission of positron and Ps can occur only from the front face. In thin membranes (like $7.7 \mu \mathrm{~m}$ in fig. 7.5 ), $N_{\text {escaped }}$ is different than 0 also at high implantation energy. By using eq. (7.6), the fraction of lost counts from escaped positron and Ps can be estimated in the different membranes. The results are shown in fig. 7.6 with similar behavior for all four thinnest membranes. We can identify three regions in the curves: low-energy $(<5 \mathrm{keV}$ ), medium-energy ( $>5$ and $<10-15 \mathrm{keV}$ depending on the membrane thickness), and high-energy ( $>10-15 \mathrm{keV}$ depending on the membrane thickness). In the low-energy region, the four curves start at a rate of around 50 counts per second which quickly decreases to 0 counts per second at implantation energies $>5 \mathrm{keV}$. Undetected Ps atoms emitted in reflection are the major contributors to these lost counts at low energies. Indeed, the low-Z material that constitutes the membrane has a low probability of positron backscattering or reemission [25]. In the medium-energy region, the value of $N_{\text {escaped }}[E]$ is negligible indicating a very low number of undetected positrons and Ps escaping the membranes. In the high-energy region, the number of undetected events increases quickly. This effect can be ascribed both to positrons crossing the membrane $\left(N_{e^{+}}[E]\right)$ and fast Ps forward emitted by the membranes $\left(N_{P s}[E]\right)$.

The number of positrons crossing the membrane, $N_{e^{+}}[E]$, can be estimated by integrating the Makhovian profile of eq. (2.11) beyond the membrane thickness and normalizing to the measured $P_{S i}$. Then the number of escaped positronium atoms can be estimated by:

$$
\begin{equation*}
N_{P s}[E]=N_{\text {escaped }}[E]-N_{e^{+}}[E] \tag{7.7}
\end{equation*}
$$

As seen in fig. 7.6, $N_{e^{+}}[E]$ is negligible at low energy and becomes important at high implantation energies where its value tends to explode. For high implantation energies, $N_{e^{+}}[E]$ presents large errors due to the uncertainty in the membrane thickness and its density used for its calculation. In particular, the situation where $N_{e^{+}}[E]>N_{\text {escaped }}[E]$ in the case of the two thinnest membranes indicates an underestimation in the membrane thickness and/or density.

Regarding, instead, the estimation of the undetected Ps events $N_{P s}[E]$, two regions with high values are evident in fig. 7.6. The first region is positioned at low energy and it is compatible with the underdetection of Ps emitted in reflection shown also in converters in reflection [25]. The second region in the $N_{P s}[E]$ curve corresponds to the bulge in


Figure 7.6: Counting rate of the lost events due to: positron and Ps escaping $N_{\text {escaped }}[E]$, positron crossing the membrane $N_{e^{+}}[E]$, and undetected Ps $N_{P s}[E]$. Statistical errors are reported. Image from [28].
the $F_{3 \gamma}$ curves in fig. 7.4b. This bulge is ascribable to Ps emission in transmission. The four membranes in fig. 7.6 show different behavior in the second region with high $N_{P s}[E]$ values. In the $7.7 \mu \mathrm{~m}$ membrane, the region shows just a slight decrease at very high energy. For the other three membranes, it is evident the presence of a peak with a maximum at 17,16 , and 14 keV for the $6.3,5.0,3.5 \mu \mathrm{~m}$ membranes, respectively.

By introducing the corrected values of the valley and peak counts using eq. 7.4 in the calculation of the $F_{3 \gamma}$ (see eq. (2.43)), we obtain the corrected $F_{3 \gamma}$ curve for the four thinnest membranes. These are shown in fig. 7.7 together with the respective measured $F_{3 \gamma}$ curve. The difference between the corrected and the measured curves for each membrane is highlighted in the figure as a region with homogeneous coloration. This region represents the undetected Ps emitted in reflection and in transmission, and in the following is referred to as corrected amount. As expected after the discussion above about $N_{P s}[E]$, for each membrane, the corrected amount is concentrated into two energy regions, one at low energy and another at higher energies. While the first is similar to the four membranes, the second behaves extremely differently depending on the membrane thickness with an increase in the $F_{3 \gamma}$ curve starting at lower energy for membranes with progressively lower thickness. At low energy, the corrected amount accounts for the lost counts due to the Ps emission from the membrane front (in reflection), while at high energy it accounts for the Ps emitted from the back surface of the membrane (in transmission) and not accounted in the measured $F_{3 \gamma}$.

In addition to this corrected amount of forward emitted Ps, we also need to account for the measured Ps emitted by the back surface of the membranes. To calculate this quantity, we use the $24 \mu \mathrm{~m}$ membrane as a reference. Its $F_{3 \gamma}$ curve is ascribed to the emission of Ps only in reflection, in fact, as previously discussed, the values are similar


Figure 7.7: $F_{3 \gamma}$ curves as measured and corrected (see text) for the four thinnest membranes $[7.7$ (a), 6.3 (b), 5.0 (c), and $3.5 \mu \mathrm{~m}$ (d)]. The difference between the corrected and measured curves is shown as homogeneous colored bands. $F_{3 \gamma}$ curve for $24 \mu \mathrm{~m}$ is shown for reference. The parallel lines pattern highlights the excess in the measured $F_{3 \gamma}$ with respect to the reference. The error bars are not reported for clarity. Image from [28].
to converters in reflection. At this point the excess in the measured $F_{3 \gamma}$ for the four thinnest membranes in the 10 keV region is related to the emission of Ps in transmission. In fig. 7.7, this region is marked by a parallel lines pattern and it will be called the measured amount in the following.

This measured amount is an underestimation of the real value due to the missing events that are undetected in the measured $F_{3 \gamma}$. The total amount can be estimated by summing the measured and corrected values. The total amount is shown in fig. 7.8 for the four thinnest membranes. In this figure, there are two regions of o-Ps production, one at implantation energies $<5 \mathrm{keV}$ (this threshold is indicated by vertical dashed lines in the figure), and the other at higher energies. In the lower region, the Ps is emitted from the front surface of the membrane as previously discussed, while at high energy, the contribution from Ps emitted in reflection is negligible, and the curves on the right of the vertical dashed line in fig. 7.8 represent our estimation of the Ps emitted in the forward direction.

All four thinnest membranes present an emission of Ps in transmission. The maximum amount has been observed in the $3.5 \mu \mathrm{~m}$ membrane and it is at least $16 \pm 4 \%$ (see table 7.3). In general, we observe a shift on the right of the corrected Ps emission with respect to the measured amount. This is consistent with a lower number of interactions with the nanochannel surface for Ps formed near the back surface of the membrane. As a


Figure 7.8: Estimation of the o-Ps self-annihilation measured (full symbols) and measured+corrected (empty symbols) for the four thinnest membranes for 7.7 (a), 6.3 (b), 5.0 (c), and $3.5 \mu \mathrm{~m}(\mathrm{~d})$. The region with parallel lines pattern indicates the measured amount, while the region with homogeneous color indicates the corrected amount (see text and fig. 7.7). The vertical dashed lines divide the curves in two, one at low energy where the contribution comes mainly from the Ps emitted in reflection, and the other where the curve values are attributed to Ps leaving from the back surface of the membrane. The error bars are reported. Image from [28].
consequence, this Ps is expected to be forward emitted with higher Ps emission energy, so its self-annihilation has a lower probability of being detected by the HPGe detector.

### 7.1.6 Re-etched Membranes

The membranes discussed up to now are produced with a single etching cycle. As indicated in section 7.1.1, for some membranes it was possible to re-etch them to increase the nanochannels dimension from the original $5-8 \mathrm{~nm}$ to $7-10 \mathrm{~nm}$. In the following, we are going to discuss three of these re-etched membranes whose thicknesses are: 24, 7.7, and $5.0 \mu \mathrm{~m}$. Their measured $F_{3 \gamma}$ curves are shown in fig. 7.9.

We start from the thickest membrane. As seen in fig. 7.9a, the $24 \mu \mathrm{~m}$ re-etched membrane shows a similar behavior to the not-re-etched $24 \mu \mathrm{~m}$ membrane but with a different slope. By fitting the measured curves with the diffusion model in the monotonic decreasing region, similarly to what was done in the previous section, we extracted the Ps diffusion length. While in the no-re-etched membranes, it was from $760 \pm 80 \mathrm{~nm}$, it results $1800 \pm 200 \mathrm{~nm}$ in the re-etched membranes. Also for the re-etched membranes, the diffusion length is too small to observe Ps emission in transmission from the $24 \mu \mathrm{~m}$ membrane. Therefore, the $F_{3 \gamma}$ values for the $24 \mu \mathrm{~m}$ re-etched membrane are indicative


Figure 7.9: (a) $F_{3 \gamma}$ curves for $24 \mu \mathrm{~m}$ (full up triangle) and $24 \mu \mathrm{~m}$ re-etched (empty up triangle), the continuous lines represent the best fit of the diffusion model (see text). (b) (c) (d) $F_{3 \gamma}$ curves for $24 \mu \mathrm{~m}$ re-etched (empty up triangle), $7.7 \mu \mathrm{~m}$ re-etched (full down triangle), and $5.0 \mu \mathrm{~m}$ re-etched (full square). The continuous lines represent the best fit of the diffusion model (see text). The vertical arrows indicate excess in the $F_{3 \gamma}$ value due to Ps emission in transmission. (c) (d) Estimation of the o-Ps self-annihilation measured (full symbols) and measured+corrected (empty symbols) for the $7.7 \mu \mathrm{~m}$ re-etched (c) and $5.0 \mu \mathrm{~m}$ re-etched (d). The region with parallel lines patterns indicates the measured amount, while the region with homogeneous color indicates the corrected amount (see text and fig. 7.7). The vertical dashed lines divide the curves in two, one at low energy where the contribution comes mainly from the Ps emitted in reflection, and the other where the curve values are attributed to Ps leaving from the back surface of the membrane. The error bars are reported. Image from [28].
of Ps emission in reflection similar to the case of the non-re-etched membrane, so we can use this membrane as a reference in the calculation of the Ps emission in transmission.

For the two thinnest membranes, we can still observe a bump in the $F_{3 \gamma}$ curves at high energy with respect to the reference (see fig. 7.9), indicating also in the re-etched membranes the emission of Ps in transmission. By using the same procedure as for the non-re-etched membranes, it becomes possible to calculate the total (corrected and measured) amount of Ps formation, this is shown in fig. 7.9c and d. The Ps production in the re-etched membranes shows similar behavior to that of non-re-etched membranes.

### 7.1.7 Conclusion about Transmission Converters

Table 7.3 summarized the maximum efficiency in the measured and total (measured and corrected) amount of Ps emitted in transmission for all the membranes discussed

Table 7.3: Maximum of the total and measured amount of Ps emission in transmission and the corresponding energy for the $7.7,6.3,5.0$, and $3.5 \mu \mathrm{~m}$ non-re-etched membranes and the 5.0, and $7.7 \mu \mathrm{~m}$ re-etched membranes. Table from [28].

| membrane | Ps forward emission Maximum |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Measured | Total |  |  |
|  | Efficiency [\%] | $E_{e^{+}}[\mathrm{keV}]$ | Efficiency [\%] | $E_{e^{+}}[\mathrm{keV}]$ |
| $3.5 \mu \mathrm{~m}$ | $3.4 \pm 1.0$ | 9.5 | $16 \pm 4$ | 13 |
| $5.0 \mu \mathrm{~m}$ | $4.5 \pm 0.4$ | 11 | $13 \pm 4$ | 16 |
| $5.0 \mu \mathrm{~m}$ re-etched | $5.2 \pm 0.5$ | 13 | $13 \pm 6$ | 15 |
| $6.3 \mu \mathrm{~m}$ | $3.8 \pm 0.5$ | 12 | $13 \pm 5$ | 18 |
| $7.7 \mu \mathrm{~m}$ | $2.6 \pm 0.4$ | 16 | $9 \pm 5$ | 22 |
| $7.7 \mu \mathrm{~m}$ re-etched | $7.1 \pm 0.7$ | 15 | $16 \pm 5$ | 19 |

in this chapter. For non-re-etched membranes, the maximum measured and the total amount of Ps production increase with a decrease in the thickness of the membranes, with the thinnest membrane ( $3.5 \mu \mathrm{~m}$ ) showing a maximum of at least $16 \pm 4 \%$. In the case of re-etching, the membranes show maximum efficiency similar to one of thinnest non-re-etched membranes, with a maximum of $16 \pm 5 \%$ for the $7.7 \mu \mathrm{~m}$ re-etched membrane.

These efficiencies are at least two times greater than the best previously obtained with transmission converter [252], but still lower than what is obtainable with converters optimized for the reflection geometry. Nevertheless, the transmission geometry could be more advantageous in all those studies that make use of beams of positronium atoms.

### 7.2 Detector

As mentioned at the beginning of this chapter, another important element for the measurement of the entanglement of the gamma rays generated by Ps self-annihilation is the detector. In section 3.5, we introduced possible solutions for measuring the polarization of the gamma-rays coming from the Ps annihilation. Preliminary tests have been performed on the capabilities of J-PET detectors.

### 7.2.1 J-PET

In section 3.4, some experimental setups for the measurement of the entanglement in the two-gamma annihilation of positrons were presented. In these setups, two polarimeters are used to reconstruct the polarization of each gamma. The polarimeters described are only capable of detecting gamma-rays coming from one direction. As discussed in section 3.5, this limits their application to the case of Ps annihilation in three gammas. Detector systems, like J-PET, that are capable of covering a good portion of the solid angle around the annihilation spot were described as possible solutions for the study of entanglement in the three annihilation gammas.

J-PET modules can be positioned around the o-Ps annihilation spot covering the majority of the solid angle with multiple layers. In this configuration, the internal layer is used to Compton scatter the annihilation gammas, the external layer, instead, detects the scattered gamma-rays. Knowing the directions of the incoming and the scattered
gammas, we can reconstruct the Compton scattering. In particular, it is possible to determine the scattering $\theta$ and azimuthal $\phi$ angles which are necessary to determine the degree and direction of the polarization of the incoming gamma (see section 2.3.2.1).

Two J-PET modules were made available for a first test with a positron beam. We started by studying the capability of the modules to reconstruct the direction of the annihilation gammas. For this purpose, we made use of the 511 keV gamma-rays from annihilations of positrons on a blank vacuum flange positioned at the end of the first stage of the PsICO apparatus (this is the same setup used in section 6.2.2). The two modules were positioned opposite to each other with respect to the positron beam at the center (see fig. 7.10 left). The detection events were skimmed to select only the two counterpropagating gammas from the same annihilation. Consequently, the two modules were able to reconstruct the annihilation spot of positrons from tomographic analysis of the detected gamma-rays. This also corresponds to the determination of the direction of the gammas emitted by the reconstructed annihilation spot. This test is described in detail in reference [29].

### 7.2.1.1 J-PET modules

Each module can operate as a stand-alone detector with 13 plastic scintillators and the reading electronics incorporated in a single package. Each scintillator has dimension $500 \times 24 \times 6 \mathrm{~mm}^{3}$ and the scintillating light is recorded by a $1 \times 4$ SiPMs matrix glued on both ends of the scintillator. The signals from the SiPM s are read out from the frontend electronic board at each end of the module with an FPGA in triggerless mode [257, 258]. This provides excellent time resolution: the sampling rate of the voltage signal from the SiPMs is 20 ps [257]. Using the time resolution, the energy of the recorded photon is not obtained by charge collection, but from the time-over-threshold (TOT) of the signal of the corresponding event. The TOT is recorded by the onboard electronics as the timestamps at a threshold for rising and falling edges of the SiPM signal, the TOTs at two thresholds $(30 \mathrm{mV}$ and 70 mV$)$ are recorded for each signal. The relation between the energy deposited by the photon in the interaction and the TOT has already been established in reference [259]. Considering the electronics and the scintillators, the single module has a length of 90.6 cm , a width of 9 cm , and a weight less than 2 kg . The signals from the electronics at both ends of all modules are collected by a controller board capable of handling up to 6 modules. The controller board is connected to a PC to record the signals for the reconstruction [29].

The reconstruction of the annihilation gamma direction requires the recording of the two counterpropagating 511 keV photons, so the modules are positioned opposite one another. The reconstruction starts with the identification of the hit position and hit time of the gamma interaction with the single scintillator. These two parameters are calculated from the difference in timing between the signals from the SiPMs from the opposite ends of the scintillator (see fig. 3.6). Knowing the speed of light in the scintillator material, the hit time is the average of the two recorded times and the hit position is the speed of the scintillating light times the difference in the timing to reach the two ends [260, 261]. At this point, for each gamma interaction with the module, we have the TOT, hit position, and hit time. From the TOT we can discriminate the photons with the 511 keV energy. Using the other two data points, the events are coupled to have the same hit time and hit position opposite one another, in this way the two


Figure 7.10: On the left, the experimental setup for the test of two J-PET modules with the PsICO apparatus is shown. The positron beam is stopped on a blank flange, the two modules are centered on the flange center and distanced by 20 cm from each other. The directional frame used in the analysis of signals from the two modules is shown: the y-axis along the positron beam and the z -axis along the module length. On the right, the four panels show the measurement results. The upper left panel represents the TOT distribution of the recorded events highlighting the region corresponding to 511 keV photons. The remaining three panels show the projection on the three axes ( $x, y, z$ ) of the reconstructed vertices. Image from [29].
counterpropagating annihilation photons are selected. At this point, the direction of the two annihilation gammas is given by the line connecting the two hit positions. Along this line there is the annihilation spot, its position is calculated from the difference in the hit time of the two events [29]. In the case of three-gamma annihilation of o-Ps, a more complex analysis of the hit events would be required to reconstruct the annihilation spot and the gamma directions due to greater complexity with respect to the two-gamma annihilation of positrons [262].

### 7.2.1.2 Measurement and results

The experimental setup is shown in fig. 7.10 left. The positron beam from the PsICO apparatus is stopped with a blank flange. The flat surface of the flange provides an ideal situation to test the limits in the reconstruction capabilities of the two modules in the direction of the beam (y-axis in the following discussion). The modules are centered on the center of the flange at a distance of 20 cm from each other to optimize the coverage of the solid angle around the annihilation spot [29]. As seen from the figure, the modules are at a $60^{\circ}$ angle with respect to the vertical plane of the apparatus, this is due to the presence of the gate valve before the blank flange limiting the module positioning.

During the measurements with the modules, argon moderators were used for the maximum positron rate, and the positron rate was monitored by the $\mathrm{NaI}(\mathrm{Tl})$ detector as in the efficiency studies of section 6.2.2.

The four panels on the right of fig. 7.10 show the results of the measurements. In particular, we have the distribution of the TOT of the recorded signal (upper left panel
of fig. 7.10), only the events in the shaded area of the plot are considered coming from the interaction of a 511 keV annihilation photon with the module. Using the procedure indicated in the previous section, it became possible to reconstruct the annihilation spot of the positrons. The remaining panels of the right part of fig. 7.10 show the preliminary result of this reconstruction, and resolution of $\pm 1.01, \pm 0.26$, and $\pm 1.33 \mathrm{~cm}$ are obtained in the $x, y$, and $z$ coordinate, respectively [29]. These three directions correspond to the direction orthogonal to the module surface (x-axis), along the beam direction (y-axis), and along the module length (z-axis).

The best resolution is obtained along the beam direction respect to which the modules are orthogonal. These preliminary results are encouraging in the use of these modules in the determination of: the annihilation point, the hit point of the gammas on the detector, and the determination of the direction of the annihilation gammas. Further tests are needed to study the use of J-PET modules in the measurement of the entanglement in the three gammas from o-Ps annihilation. The next step will be the use of the two modules one over the other to reconstruct the direction of the Compton scattered gamma from a 511 keV gamma. When the capabilities of the J-PET modules to reconstruct the direction of the incoming and scattered gamma have been determined, we will increase the number of modules to create the detector setup to measure the entanglement in the polarization of the annihilation radiation.
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[^0]:    ${ }^{1} \mathrm{~A}$ Ps level is indicated with $n^{2 S+1} L_{J}$ (sometimes the $J$ is omitted), where:

    - $n$ is the principal quantum number, $n=1,2,3, \ldots$;
    - $S$ is the total spin, so $2 S+1=1,3$;
    - $L$ is the orbital angular momentum reported with letters of the alphabet, $L=0 \rightarrow S, L=1 \rightarrow P$, ...;
    - $J$ it the total angular momentum $\vec{J}=\vec{S}+\vec{L}$.

